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Oscillating convection and reversal flow in connected cavities
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The two-dimensional natural convection of air in upper and a lower square cavities connected with a vertical
vent is studied numerically and theoretically. At high Rayleigh numbers (Ra), it is revealed by the dynamic-
mode-decomposition method that the plumes yield to a new sway mode, where the plumes oscillate in the
azimuthal direction around the vent ends. In particular, when Ra is high enough, a reversal convection occurs,
i.e., the dominating large-scale circulation changes its flow direction quasiperiodically. A van der Pol–type model
is developed based on the momentum and the energy equations, and the reversal phenomenon is explained in
terms of the relaxation oscillation caused by the competition between the nonlinear advection and the thermal
diffusion.
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I. INTRODUCTION

Buoyancy-induced natural convection in cavities con-
nected with a vertical vent is a simplified model to study the
eruptions of hydrothermal vents and volcanoes [1–9], natural
ventilation of buildings [10], and passive cooling of electronic
components [11]. Early experiments mainly focused on the
overall heat and mass transfer rate [12–15], especially the ex-
change flow rate at the vent and its dependence on the height-
to-width aspect ratio of the vent [13,14,16,17]. Three regimes
with different flow patterns near the vent were identified in
the previous numerical simulations [18–20]. In the conduction
regime, there was almost no flow across the vent, where the
thermal energy is transferred mainly by conduction. In the
countercurrent regime, the flow through the vent is bidirec-
tional, with upflow and downflow each occupying about one
half of the vent cross section. In the oscillatory regime, there
were sudden bursts of upflow and downflow with well-defined
frequencies, whose dependence on the aspect ratio of the vent
was numerically investigated [21–24]. In the previous experi-
ments and numerical simulations, the buoyancy driving forces
were mostly transient, such as the concentration difference
in the brine-water system and the temperature difference of
fluid in adiabatic cavities, and could not support a statistically
steady state. It is known that the convection structures in a
cavity varies with the Rayleigh number [25–27] and have
different scales, e.g., the small-scale thermals and the large-
scale circulations (LSCs) [28,29]; however, our understanding
on the correspondence between the multiscale structures and
the character frequencies in the connected cavities at different
Rayleigh numbers is still rudimentary.
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The buoyancy-driven flow heated from below and cooled
from above (e.g., Rayleigh-Bénard convection) has an impor-
tant feature, i.e., LSC in turbulent regime [30] may change
the circulation direction to its opposite stochastically or flow
reversal [31–34]. For details we refer to the review paper [35].
This interesting phenomenon has certain similarities with the
wind direction of the atmosphere and the magnetic polarity in
stars and planets [36,37]. Sugiyama et al. [38] analyzed the
LSC reversals in a cavity experimentally and numerically, and
they mapped out the reversal region in the Rayleigh number–
Prandtl number space. The growth of corner rolls was found to
play a crucial role for the LSC reversal and was investigated in
a number of numerical and experimental studies of the 2D or
quasi-2D systems [39–44]. In addition, the proper orthogonal
decomposition method was utilized to extract the coherent
structures and three principal modes were identified [45]. In
order to capture the distinct features of LSC, several stochastic
models have been proposed [32,46–49], where the noise-
induced switchings of LSC direction, the viscous dissipation
in the boundary layers near the walls, and the interaction be-
tween the small scale turbulent fluctuations and the large-scale
circulations were considered. Low-dimensional deterministic
models were developed as well and the ordinary differential
equations were derived by remaining some relevant aspects of
the Navier-Stokes equations and had chaotic solutions. One
model [50] assumed that LSC was strong enough to transfer a
plume to the side wall and then the buoyancy counteracted
the prevailing flow. Another model [51] was based on an
analytical solution of the Boussinesq equations in the inviscid
and unforced limit, illustrating that the boundary layers and
plumes were not necessary for the LSC reversals. Different
from these pioneering studies on the typical Rayleigh-Bénard
convection, where thermals and plumes may be formed at any
place near the top and bottom boundaries, in this paper the
heat (cold) source of the upper (the lower) cavity is fixed
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at the central vent. By using this simplified configuration
and increasing the Rayleigh number gradually, it becomes
convenient to explore the initial mechanism governing the
reversal phenomenon.

II. PHYSICAL MODEL AND METHODS

We study the two-dimensional natural convection of air
in a closure composed of two identical square cavities with
hight H = 0.2 m, which are connected with a vertical vent
of width Wt = 10 mm and height Ht = 3 mm. The sidewall
temperatures of the upper and the lower cavities are kept at
Tc = 293 K and Th = Tc + �T , respectively, where �T is
the constant temperature difference, representing a persistent
buoyancy source. The sidewalls of the vent are adiabatic, and
no-slip boundary conditions are applied on all walls. The
governing parameters are the Prandtl number Pr = ν/α and
the Rayleigh number Ra = gβ�T (2H )3/(αν), where ν, α,
and β are the kinematic viscosity, the thermal diffusivity, and
the thermal expansion coefficient of air at the temperature
Tm = (Tc + Th)/2, respectively. g is the magnitude of the
gravitational acceleration. The Nusselt number is defined as
Nu = |2Hq/[k(Twall − Tm)]|, where q is the mean heat flux
at the corresponding wall with temperature Twall and k is the
thermal conductivity at Tm. The temporally averaged Nusselt
number is labeled as Nu.

In the numerical simulations, air is treated as an ideal gas.
The temperature dependencies of its physical parameters (e.g.,
viscosity and thermal diffusivity) follow the NIST database
and the two-dimensional governing equations are

∂tρ
∗ + ∇ · (ρ∗u∗) = 0, (1)

∂t (ρ
∗u∗) + ∇ · (ρ∗u∗u∗) = ρ∗ g + ∇P, (2)

∂t (ρ
∗CpT ∗) + ∇ · (ρ∗Cpu∗T ∗) = ∇(k∇T ∗), (3)

p∗ = ρ∗RT ∗, (4)

where P = −p∗ I + 2μ(S∗ − 1
3 I∇ · u∗), S∗ is the tensor of

strain rate, μ = ρν, and ∗ indicates the dimensional vari-
ables. These governing equations are solved with FLUENT.
The second-order upwind scheme is used for the spatial
discretizations of the gradient terms and the second-order
implicit scheme is used for the temporal discretization. The
body force weighted scheme is used for the interpolation of
pressure, and the PISO algorithm is applied for the pressure-
velocity coupling. The present numerical schemes are val-
idated by calculating the critical Rayleigh number of the
two-dimensional Rayleigh-Bénard convection between two
stress-free boundaries with a relative error of 0.65% in com-
parison with the theoretical prediction [52]. Consequently,
the present numerical method is validated to be applicable
to simulate the initial stage of transition. In the temperature
range studied in this paper, the Prandtl number is 0.7 and
its variation with temperature is too small to be considered.
For the present model, a coarse grid (65 118 triangular cells)
and a fine grid (279 836 triangular cells) are compared in
a simulation with �T = 30 K, and the relative error of the
temperatures measured at the vent center is 0.03%. Therefore,
the coarse grid with 65 118 cells with a minimum mesh size
of 0.001H is used in the following simulations. In addition,

the time step of 0.005 s is tested to be small enough to grasp
the unsteady behaviors of the convection.

In the following sections, dominating frequencies are ob-
tained first by spectral analysis, and the spatiotemporal evolu-
tions of the corresponding temperature and vorticity structures
are obtained with the dynamic mode decomposition (DMD)
method [53,54]. DMD is able to identify the dynamic modes
and each mode is associated with a defined oscillation fre-
quency and a growth rate. Consider a sequence of snapshots,

V j

i = [vi, vi+1, . . . , vk, . . . , vj−1, vj ]H , (5)

where vk stands for the kth flow field and the superscript H

denotes the conjugate transpose. In order to avoid aliasing
and possibly a diverged decomposition, the above snapshots
must be sampled at a sufficiently high frequency. It is assumed
that the flow field vk and the subsequent flow field vk+1 are
connected by a linear mapping A, and the goal of DMD is to
extract the dynamic characteristics (eigenvalues, eigenvectors,
etc.) of the linear operator A,

AV N−1
1 = V N

2 . (6)

Robustness is achieved by a preprocessing step using a sin-
gular value decomposition of the data sequence V N−1

1 =
U�WH , where U and W are unitary matrices. Considering
a similarity transformation

S = UH AU = UH V N
2 W�−1, (7)

whose right-hand side term is known, we can get the eigen-
value ei of S, S yi = ei yi , 1 � i � N − 1. Consequently, the
eigenvector or the dynamic mode �i of A can finally be
obtained as

�i = U yi . (8)

The corresponding frequency and growth rate of the dynamic
mode �i are the imaginary part and the real part of λi , where
λi = log ei/�t and �t is the sampling time. It is verified that
�t = 0.2s is small enough to capture the key features of the
flow and is used in the following data analyses.

III. DEVELOPMENT OF OSCILLATION

With the increase of Rayleigh number, different flow pat-
terns are shown by the streamlines and the isotherms in Fig. 1.
When Rayleigh number is sufficiently small, the vertical
velocity at the horizontal midline of the vent is negligible, and
there is almost no flow across the vent. Heat exchange be-
tween the cavities is achieved mainly by conduction. The vent
provides a localized bottom heat source for the upper cavity
and a localized top cooling source for the lower cavity. A pair
of countercirculating cells therefore emerge in each cavity,
and the whole flow pattern is symmetric about the vertical
midline. Similar symmetric structures have been observed
before [18–20,55–59]. The flow pattern at higher Ra can be
obtained efficiently by using the flow field of lower Ra as the
initial one. It is shown in Fig. 1 that the flow structure deviates
slightly from the symmetric as Ra increases to 1.58 × 108

but changes qualitatively at Ra = 1.95 × 108 (�T = 40 K),
where symmetry breaking occurs for the circulation pair in
the lower cavity: one becomes larger and the other breaks
into two small corner vortices. The circulations in the upper

063109-2



OSCILLATING CONVECTION AND REVERSAL FLOW IN … PHYSICAL REVIEW E 98, 063109 (2018)

FIG. 1. Transient flow patterns shown by streamlines (black lines) and isotherms in the partitioned cavity at Rayleigh numbers Ra =
1.58 × 108, 1.95 × 108, 2.19 × 108, 2.27 × 108, 2.53 × 108, 2.75 × 108 in (a)–(f), respectively.

cavity do not change significantly and the whole flow field is
still steady. It should be noted that the dominating large-scale
circulation in the lower cavity may be close to either vertical
sidewall depending on the initial field, and the flow pattern is
not necessary to be symmetric about the horizontal midplane
of the vent because the fluid is assumed to be an ideal gas with
temperature-dependent physical properties.

A. 2-1 Bioscillating convection (�T = 47 K, Ra = 2.19 × 108)

When the Rayleigh number is increased to 2.19 × 108, the
steady hot plume in the upper cavity becomes unstable to
an sinuously oscillating mode as shown in Fig. 1(c) and the
temporal variations of signals are shown in Fig. 2(a). The flow

FIG. 2. (a) Time series of velocity (solid line) and temperature
(dash line) measured at the vent center for Ra = 2.19 × 108 and
(b) the corresponding power spectrum of temperature calculated
based on the data between t = 1300 s and 1400 s.

is referred to as bioscillating convection because there are two
characteristic frequencies according to the power spectrum
of the temperature measured at the vent center [Fig. 2(b)],
i.e., f1 = 0.639 Hz and f2 = 0.136 Hz. DMD analyses are
carried out for the temperature and vorticity fields, and the
corresponding flow structure of each frequency is revealed.
DMD mode with frequency f0 = 0 represents the averaged
field, whose pattern is similar to that of the steady state at
Ra = 1.95 × 108 (Fig. 1). It is shown by the middle column
of Fig. 3 that the localized temperature and vortex structures

FIG. 3. Isocontours of DMD dynamic modes for Ra = 2.19 ×
108 obtained within the time interval 1400–1420 s with 101 snap-
shots. The top and the bottom rows correspond to the temperature and
the vorticity fields, respectively, and the related frequency is labeled
at the bottom of each column.
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FIG. 4. (a) Time series of velocity (solid line) and temperature
(dash line) measured at the vent center for Ra = 2.27 × 108 and
(b) the corresponding power spectrum of temperature calculated
based on the data between t = 600 s and 920 s.

of f1 in the upper cavity correspond to the short-wavelength
plume near the vent. Different from the structure of f1, the
DMD mode of f2 mainly reflects the large-scale circulation
at the lower cavity as shown in the right column of Fig. 3.
Another frequency, 0.504 Hz, is close to the difference be-
tween these two characteristic frequencies, representing the
nonlinear interaction between the hot plume and the LSC in
the connected cavities. Considering that there are two LSCs
in the upper cavity and one in the lower cavity, the flow field
at Ra = 2.19 × 108 is named as 2-1 bioscillating convection
hereafter.

B. 2-1 Trioscillating convection (�T = 50 K, Ra = 2.27 × 108)

The transient flow patterns at Ra = 2.27 × 108 look simi-
lar to those of Ra = 2.19 × 108 as shown in Fig. 1, but LSCs
in the upper cavity become asymmetric about the vertical mid-
dle line: One becomes dominating and the other turns to be
narrow. Furthermore, there are three characteristic frequencies
according to the time series of the temperature (Fig. 4). In
comparison with the 2-1 bioscillating convection (e.g., Ra =
2.19 × 108), the character frequencies of the short-wavelength
mode in the upper cavity and of the LSC in the lower cavity
increase slightly from 0.639 and 0.136 Hz to 0.657 and
0.144 Hz, respectively. A new or the third character frequency,
f3 = 0.02 Hz, appears and corresponds mainly to a sway
mode of the hot plume in the upper cavity as shown by the
right column of Fig. 5. It is noted that the sway mode with
very low (the third) frequency or very long period has not been
reported before because the thermal boundary conditions used
in the previous studies are different from the present model
and cannot provide persistent driven force for the convection.

FIG. 5. Isocontours of DMD dynamic modes for Ra = 2.27 ×
108 obtained within the time interval 575–625 s with 251 snapshots.
The top and the bottom rows correspond to the temperature and the
vorticity fields, respectively, and the related frequency is labeled at
the bottom of each column.

The mechanism of the sway oscillation may be explained
as follows. When the mirror symmetry of the mean flow about
the vertical middle line in the upper cavity is broken and one
circulation is bigger than the other, the temperature difference

FIG. 6. (a) Time series of velocity (solid line) and temperature
(dash line) measured at the vent center for Ra = 2.53 × 108 and
(b) the corresponding power spectrum of temperature calculated
based on the data between t = 560 s and 720 s.
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FIG. 7. Isocontours of DMD dynamic modes for Ra = 2.53 ×
108 obtained within the time interval 620–670 s with 251 snapshots.
The top and the bottom rows correspond to the temperature and the
vorticity fields, respectively, and the related frequency is labeled at
the bottom of each column.

between the left and the right parts of the cavity will be accu-
mulated due to the asymmetric energy transportation of LSCs.
On the other hand, thermal diffusion tends to diminish this
temperature difference, and hence it is the LSCs’ competition
or more intrinsically the dynamic competition between the
thermal diffusion and the nonlinear advection that leads to
the low-frequency sway of the plume. Considering that there
are two circulations in the upper cavity and one in the lower,
the convection is called 2-1 trioscillating convection. Simi-
larly to the 2-1 bioscillating convection, DMD modes of f1

and f2 mainly reflect the short-wavelength plume components
in the upper cavity and the LSC in the lower cavity (Fig. 5),
respectively. It should be noted that with the increase of
Ra, the nonlinear effect becomes strong and the harmonic
frequencies of the first frequency appear [Fig. 4(b)].

C. 2-2 Oscillating convection (�T = 60 K, Ra = 2.53 × 108)

A dramatic change of the flow pattern occurs when Ra
increases to 2.53 × 108, where the single LSC in the lower
cavity becomes two large counter-rotating ones, and hence
the flow is named 2-2 oscillating convection. The contribution
of the second frequency 0.173 Hz to the power spectrum
becomes weak, and the temperature signal at the vent center
is characterized by the first frequency 0.725 Hz and the
third frequency 0.02 Hz as shown in Fig. 6. The mean-
field patterns shown by DMD mode of f0 = 0 Hz in Fig. 7
are nearly antisymmetric about the horizontal middle line.

FIG. 8. (a) Time series of velocity (solid line) and temperature
(dash line) measured at the vent center for Ra = 2.75 × 108 and
(b) the corresponding power spectrum of temperature calculated
based on the data between t = 1200 s and 1500 s.

It is noted that the plumes include now two kinds of mo-
tions, the short-wavelength sinuous oscillation and the plume
sway. The upward hot plume and the downward cold plume
break into small-scale thermals at some downstream positions
[Fig. 1(e)], which correspond to the first frequency as shown
by the dynamic mode of vorticity in Fig. 7. The DMD mode
of f3 = 0.02 Hz reflects clearly the plume’s azimuthal sway
about the central vent, a phenomenon similar to the 2-1
trioscillating convection. In addition, the power spectrum of
the temperature series has become continuous as shown in
Fig. 6(b), indicating that the flow turns to be chaotic.

D. Reversal convection (�T = 70 K, Ra = 2.75 × 108)

When Rayleigh number is increased further, it is shown
in Fig. 1 (Ra = 2.75 × 108) that the upward and downward
thermals are formed alternately near the vent. Different from
the earlier convection stages (e.g., 2-1 trioscillating and 2-2
oscillating convections) where the plume in the upper cavity
sways but always tilts to one side, when Ra is as high as
2.75 × 108 the plume changes its tilt direction quasiperiod-
ically. Consequently, the direction of the dominating large-
scale circulation overturns from time to time or the reversal
convection occurs. When one circulation is larger than its
neighbor, the horizontal velocity U ∗

x at the vent center will
deviate from zero. It is shown in Fig. 8(a) that U ∗

x changes
its sign quasiperiodically, reflecting the reversal process. The
large-period oscillation of U ∗

x corresponds to the third fre-
quency observed in the earlier stages. Note that one U ∗

x rever-
sal includes two periods of strong temperature perturbations
[Fig. 8(a)], and hence the corresponding frequency for the

063109-5



YUE XIAO, JIANJUN TAO, XUE MA, AND XIANGMING XIONG PHYSICAL REVIEW E 98, 063109 (2018)

FIG. 9. Isocontours of DMD dynamic modes for Ra = 2.75 × 108. The left two columns are obtained within 1460–1470 s with 51
snapshots, and the right two columns are based on 1440–1450 s with 51 snapshots. The top and the bottom rows correspond to the temperature
and the vorticity fields, respectively, and the related frequency is labeled at the bottom of each column.

reversal convection shown by the temperature power spectrum
is 0.044 Hz [Fig. 8(b)], twice as much as the third frequency.
The DMD dynamic modes are calculated according to the data
of each half period of the reversal convection. It is shown
clearly in Fig. 9 that the thermals formed near the vent are
transported by the dominating LSC in each cavity, where the
two LSCs alternatively dominate the convection during their
corresponding half periods. This reversal phenomenon exists
as well when �T is increased to 80 K.

Heat transfer efficiency has a strong correlation with the
flow structures. The thermal energy is transferred into the
lower cavity and transported to the upper cavity. The time-
averaged Nusselt number Nu for the lower and the upper
cavities at different Rayleigh numbers are shown in Fig. 10
and are consistent with each other, indicating that the flow
reaches its statistical equilibrium states. It should be noted
that multisolutions for a given Rayleigh number is possible
because of the initial-field effect, and the results of unsteady
flows discussed in this paper are obtained by gradually in-
creasing Ra. It is shown in Fig. 10 that at low Ra, the flow is

steady and Nu is small. When the symmetry breaking occurs
in the lower cavity and a dominating large-scale circulation
is formed, the flow becomes unsteady at higher Ras and the

FIG. 10. Time-averaged Nusselt number Nu of the lower and the
upper cavities at different Rayleigh numbers.
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FIG. 11. Transient isothermals indicating (a) the clockwise and (b) the anticlockwise large-scale circulations in the upper cavity at Ra =
2.75 × 108. (c) Schematic diagram of the physical model.

convective heat transfer is enhanced substantially. However,
when the dominating circulation in the lower cavity turns to be
two cells at high Ra, e.g., Ra = 2.53 × 108, the mean vorticity
structures of both cavities are nearly antisymmetric about the
horizontal middle line of the vent and Nu decreases sharply.
Therefore, the heat transfer efficiency of this connected cavi-
ties is not a monotonic function of the Rayleigh number.

IV. MODEL OF REVERSAL CONVECTION

In order to understand the underlying mechanism of the
LSC reversal (Fig. 11), we derive a dynamic model based on
the momentum equation and the energy equation nondimen-
sionalized with the character length, temperature, and velocity
of H (8Pr/Ra)1/4, �T , and ν[Ra/(8Pr)]1/2/H , respectively.
For simplicity, we introduce Gr = [Ra/(8Pr)]1/4 and these
two equations become

∂τ u + (u · ∇ )u = −∇p − 1

Gr
T + 1

Gr
�u, (9)

∂τT + u · ∇T = 1

GrPr
�T , (10)

where T is in the same direction of g. lc is the anticlockwise
rectangle route of the dominating LSC as shown in Fig. 11(c),
and the equations are integrated along lc. For example, the
route-mean velocity is defined as U = 1

lc

∫ b

a
u · d l , where a

and b are the start and end points of lc near the top end
of the vent. According to Eq. (9), the viscous diffusion is a
linear term of u and hence its route-mean value is evaluated
as C2aU/Gr. The mean advection term [the second term on
the left-hand side of Eq. (9)] should contribute to the dom-
inating LSC in a similar way for both the clockwise and the
anticlockwise cases and hence should be an odd function of U

and is approximated as (C2bU + C1U
3). After the integration,

the mean pressure term is Pab = (pa − pb ), the horizontal
pressure difference near the vent, mainly reflecting the high-
frequency (ω, the dimensionless form of f1) oscillation due
to the thermal formation. Considering that the pressure scales
as U 2, (pa − pb ) is estimated as C3U

2cos(2πωτ ). Note that
the driven force of this convection system is not an externally
exerted pressure gradient but the buoyancy, the long-period
reversal flow, is not sensitive to the sign of C3U

2, which only
affects the initial phase of the high-frequency motion. The
horizontal segments of lc is normal to g, and hence the line
integration of −T is evaluated as TRL = C0(TR − TL), where

TR and TL are the averaged temperature in the right and the left
gray regions with width of H/4 shown in Fig. 11, respectively.
From the energy equation [Eq. (10)] we know that TRL is
related to the thermal advection and the thermal diffusion, and
hence its growth rate should be positively correlated with the
ratio of the advection to diffusion or GrPrU . Consequently,
we obtain the model equations as

dU

dτ
= C0

Gr
TRL − C1U

3 + C2U + C3U
2cos(2πωτ ), (11)

dTRL

dτ
= C4GrPrU, (12)

where C2 = 1
GrC2a − C2b. If we assume A = 3C1 = C2, B =

−C0C4Pr, and C3 = 0, then the above model equations turn
to be

d2U

dτ 2
+ A(U 2 − 1)

dU

dτ
+ BU = 0. (13)

The above equation is van der Pol equation describing relax-
ation oscillation in nonlinear dynamic systems. The fourth-
order Runge-Kutta method with adaptive time step control is
used to solve Eqs. (11) and (12). According to the dependence
of U and TRL on these coefficients, the Cs are determined with
the coordinate descent method. At first, the high-frequency
components are ignored and hence C3 = 0, and the initial
values of C0, C1, and C2 are all set to 1. C4 is adjusted to fit the
variation amplitude of TRL, and C0, C2, and C1 are modulated
in turn to fit the reversal period, the variation amplitude of
U , and the steepness of U , respectively. This procedure is
iterated, and when the model predictions are fair close to the
numerical results C3 is adjusted to fit the amplitude of high-
frequency component of U . The whole process is iterated to
obtain a better approximation. When (C0, C1, C2, C3, C4) =
(1.71, 2.5, 0.005, 0.1,−8.3 × 10−7), the model solutions are
compared with the numerical results at Ra = 2.75 × 108 with
f1 = 1.166 Hz (ω = 0.0043). The reversal mechanism is the
same for the upper and the lower cavities and the upper
cavity is used as an example. The horizontal velocity Ux at
the top center of the vent reflects the circulation velocity
of the dominating LSC in the upper cavity. It is shown in
Fig. 12(a) that Ux changes its sign abruptly after slow decrease
of its amplitude, a key feature of the reversal phenomenon.
The temporal evolution of Ux is successfully described by
the model, indicating that this kind of reversal convection is
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(a)

(b)

(c)

FIG. 12. Comparison of the (a) velocity, (b) temperature differ-
ence, and (c) pressure difference between the model and the simu-
lation results in the upper cavity at Ra = 2.75 × 108. The horizontal
velocity Ux is the simulation value measured at the top center of the
vent. Pab = (pa − pb ) and the pressure pa and pb are measured at
the points of half-vent height Hv/2 above the vent’s top edges in
simulations. The gray regions indicate the anticlockwise motion of
the dominating LSC.

intrinsically related to the relaxation oscillation. In addition,
the high-frequency oscillation of Ux caused by the thermal
formation becomes weak before the reversal, and this phe-
nomenon is grasped as well by the model. Let us start with
an anticlockwise LSC where the velocity at the top center
of the vent Ux is positive. The small-scale hot thermals are
transported by the LSC and accumulated at the left side of
the cavity as shown by the simulation [Fig. 11(b)], leading to
the increase of the left mean temperature TL and the decrease
of the right-left temperature difference TRL as illustrated by
Fig. 12(b). Because of the inertia, the dominating LSC will not
stop as TRL = 0 and hence TRL will continue to decrease and
turn to be negative, providing a resisting buoyancy force to
the circulation. When TRL reaches a threshold, the buoyancy
effect reverses the LSC to a clockwise one, Ux becomes
negative, and TRL begins to increase until the next reversal.
In addition, as shown in Fig. 12(c) the main temporal feature
of the pressure difference near the vent top can be described

by the model as well. It should be noted that the modeled
reversal phenomenon exists even without the high-frequency
terms (C3 = 0) in Eq. (11), a behavior similar to that for the
van de Pol equation [Eq. (13)]. Therefore, it is suggested that
the two-dimensional reversal convection originates from the
relaxation oscillation caused by the competition between the
advection and the thermal diffusion.

V. CONCLUSIONS

In this paper the natural convection in two cavities con-
nected with a vertical vent is numerically simulated, and the
flow structures at different Rayleigh numbers are analyzed.
The wall temperature of each cavity is uniform, and the
constant temperature difference between the upper and the
lower cavities provides a lasting driven force and makes it
possible to study the long-term behaviors of the flow. With
the increase of Ra, the convection changes from steady flow to
oscillating states, whose key feature is the interaction between
small-scale structures and large-scale circulations. The LSCs
are driven by plumes originated at the vent ends. The plumes
become unstable to short-wavelength sinuous modes with a
high frequency (f1) as Ra is large enough and at higher
Rayleigh numbers will suffer to an additional sway mode,
where the plume oscillates in the azimuthal direction around
the vent end with a low frequency (f3). When Ra is increased
further, the short-wavelength component breaks into small
thermals transported away by LSCs. Because of the dramatic
changes of the flow pattern, the Nusselt number is not a
monotonic function of Ra.

More importantly, a reversal convection appears as Ra is
larger than 2.64 × 108, where the direction of the dominat-
ing LSCs in the cavities is reversed with a low statistical
frequency consistent with the sway frequency. Based on the
NS equations and the energy equation, a van der Pol–type
model is built and it is shown that the reversal phenomenon
is successfully described by the relaxation oscillation process
caused by the competition between the nonlinear advection
and the thermal diffusion. Though the Prandtl number, the
aspect ratio of the vent, the compressibility of the fluid, and
the turbulent states will affect the characteristics of the re-
versal flow, the momentum and energy conservation laws are
universal, and hence it is believed that the origin of reversal
convection should be intrinsically related to the relaxation
oscillation as predicted by the model.
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