PHYSICAL REVIEW E 98, 062407 (2018)

Dynamical disparity between hydration shell water and RNA in a hydrated RNA system
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We have performed large-scale molecular dynamics simulations on hammerhead RNA in water and observed
disparity in the dynamical properties between water and RNA. The simulations are carried out above the
dynamical transition temperature of RNA and is varied from below freezing to ambient temperature. Using
this model, we observed different types of relaxation dynamics for water and RNA. While RNA shows a
single stretched exponential decay, the water molecules show a double-exponential decay. Both water and RNA
dynamics show temperature and spatial dependence on relaxation times. The RNA relaxations are many orders
of magnitude slower compared to water for all temperature and spatial length scales. RNA relaxations show
predominantly heterogeneous dynamics. Water dynamics in the hydration shell show a combination of interfacial
water and bulk-like water properties and the water dynamics are decoupled from the RNA dynamics. These
results explain the dynamics of water in the hydration shell and that of RNA.

DOLI: 10.1103/PhysRevE.98.062407

I. INTRODUCTION

Most of the biological processes involving the fundamental
building blocks RNA and DNA occur in an aqueous environ-
ment. Water concentration around the biological molecules
influences their structure, function, and dynamics significantly
[1-4]. The structural and dynamical properties of water near
the biomolecules’ surface differ considerably from bulk water
[5-7]. Water near the biomolecular surface, called the hydra-
tion shell, show unusual structural and dynamical properties
[8,9]. The hydration shell, consisting of the first few layers of
water molecules, shows interesting water properties that are
considerably different from water far away from the hydration
shell. Hence, water dynamics in association with RNA is
critical for fundamental understanding of biomolecular appli-
cations. The major challenge lies in distinctively identifying
and differentiating the structural and dynamical properties of
water in the hydration shell from the bulk [1].

The current growth of RNA-based nanotechnology and
drug-delivery systems necessitates a comprehensive outlook
of the properties at the molecular level [10,11]. Structural
and dynamical properties of RNA are highly dependent on
hydration level, and water plays a crucial role in modifying
RNA dynamics and its functions [12]. Apart from that, the
physical properties of RNA within the solvation shell, in
general, are not well-understood, hence hindering progress in
RNA nanobiotechnology.
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The water dynamics in the hydration shells can be char-
acterized based on their residence times within the shell
[13,14]. The slowest water molecules were strongly bound
to the biomolecular surface, while the more mobile water
molecules form an interfacial layer. The third category of wa-
ter molecules moves in-and-out of the solvation shell and acts
like bulk water. Recently, we have shown that by introducing
nanodiamond, we can modify the water dynamics near the
hydrated RNA surface, thereby triggering a different set of
controlled RNA motion [15].

Experimental and theoretical studies confirm that the dy-
namics of biological macromolecules are often controlled by
solvent dynamics [16-18]. Recently, it has been shown that
the dynamics of water away from the RNA surface is essential
for increased anharmonic motion of RNA with temperature
increase [19]. Using neutron scattering and dielectric relax-
ation techniques, Khodadadi er al. [20] have examined a
coupled relaxation dynamics of tRNA and water. While their
experimental techniques provided a clearer understanding of
tRNA-water dynamics, simulation-based techniques can be
more suitable for examining water relaxation in detail rather
than experiments as water is often deuterated in the neutron
experiments. In the present work, we overcome the issue of
deuterated water dynamics by using MD simulation that can
separately examine water and RNA dynamics from MD tra-
jectories. This approach of investigating both water and RNA
separately shows differences in relaxation behavior between
water and RNA dynamics that have not been observed in
earlier experiments.

An extensive amount of work on the dynamical transition
temperature, 7 [21-23], of RNA molecules has been carried
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out in the past [12,24-26]. In particular, Kiithrova et al. [7]
performed MD simulations to understand the effect of a spe-
cific choice of water model affecting the structure of A-RNA
helical structures. In this work, however, we focus on the
water dynamics in the hydration shell and the associated RNA
dynamics that render unusual water behavior in the hydration
shell above Tp. We approach the problem by investigating
the dynamical aspects of water and RNA molecules using all-
atom molecular dynamics simulations. Results are analyzed
with regard to quasielastic neutron scattering (QENS) experi-
ments [27,28]. We examine the water and RNA dynamics by
invoking theories of water and polymer dynamics in confined
phase [7,29,30]. We calculate the completely uncoupled re-
laxation dynamics from scattering profiles of RNA and water.
The dynamical mismatch between RNA and water can be
reconciled by invoking the physics of molecular relaxation
in a confined space. The results are compared with previous
studies on biomolecular relaxation and any discrepancies are
further explained from the perspective of polymer dynamics.

II. SIMULATION DETAILS

Molecular dynamics (MD) simulations were performed
on D,O hydrated hammerhead RNA systems. We choose
hammerhead RNAs for this simulation as it typically serves
as a model system for research in understanding the structure
and dynamical properties of generalized RNA [19]. The ini-
tial coordinates for hammerhead RNA were taken from the
protein data bank (PDB: 299D). The hydration level, 4, in
the D,O-hydrated hammerhead RNA corresponds to typical
experimental level hydration, 7 = 0.5 (gram D,0O per gram
of RNA) [15]. We used the nanoscale molecular dynamics
(NAMD) simulation package [31] to perform the large-scale
simulations. To construct the initial structure, a single RNA
is placed into a pre-equilibrated box [shown in Fig. 1(a)]
of water eliminating the overlapping water molecules and is
replicated into eight identical RNAs for the full system. The
full system with eight identical RNAs is shown in Fig. 1(b).
All the RNA molecules and water interact with each other.
Charge neutralization was achieved by adding sodium ions.
Each of the eight RNA molecules, the ions, and water are
rotated by a random angle around a randomly chosen principal
axis to generate a fully random all-atom initial simulation
structure. The simulation box sizes initially are 73.0 x 66.4 x

66.2 A’ for all systems and remained close to this value during
the NPT simulations. Simulations were performed on both
systems using the CHARMM-27 [32] protein nucleic acid
force field and TIP3P [33] water model. Periodic boundary
conditions (PBC) were used in all the dimensions. The long-
range electrostatic interactions were calculated using particle
mesh Ewald (PEM) method. The short-range interactions
were calculated with a cutoff 12 A. Prior to data collection
runs, the total energy of the systems was minimized and
the systems were equilibrated for 6 ns in NPT (isothermal-
isobaric) ensemble at five different temperatures, 7 = 260K,
270K, 280K, 290K, and 300 K. The deuteration of water
was done during dynamical analysis using nMoldyn [34],
a standard package to calculate transport properties from
MD simulation trajectories commensurate with data obtained
from neutron experiments. After equilibration, the statistical

quantities were obtained from simulation runs of 10 ns at each
temperature with a time step of 1 fs.

III. RESULTS AND DISCUSSION

The 10-ns production runs were analyzed using VMD [35]
software, nMoldyn [34], and our in-house analysis code to
investigate the dynamics of the water and the hammerhead
RNA molecules. The relaxation dynamics of the RNA and
water molecules were examined for different scattering wave
vectors, Q, and temperatures, 7', ranging from 260 K to 300 K.
The wave vector, Q (= 2 /€, where £ is the length scale),

ranges from 0.1 A 01947 representing a wide range of
length scales from 3.3 A to 62.8 A associated with molecular
and the central simulation box length scales. While this article
focuses on the dynamics of water and RNA molecules by
investigating the diffusive and relaxation behavior of both
RNA and water molecules, we briefly mention the structure
of the water molecules near the RNA surface and bulk. The
structures of water molecules at low and high temperatures
around a single RNA molecule are shown in Fig. 1(a) and
the full system with eight RNA molecules with hydration
level, h = 0.5 are shown in Fig. 1(b). The radial distribution
functions (RDF), g(r), are shown in Figs. 1(c) and 1(d).
Structurally water shows no difference between bulk and g(r)
near RNA surface for two different temperatures, 7 = 270K
and 300K, except higher agglomeration in the bulk water
as determined by the peak height of the g(r). We define
the interface and the bulk as 5A near or away from the
RNA surface. The typical hydrogen bond (O-H) and O-O and
H-H bonds are present in both of these cases. The different
species of water RDF near the RNA surface [Fig. 1(c)] show
weaker agglomeration compared to the bulk [Fig. 1(d)] at
both low (T = 270K, solid lines) than at higher temperature
(T = 300K, dashed lines). The higher agglomeration at bulk
can be seen from the stronger RDF peaks in Fig. 1(c) than
Fig. 1(d). There is very little difference in peak heights with
temperatures as can be observed from the 7 = 270K (solid
lines) and 7 = 300 K RDF plots. At these temperatures the
water molecules are in liquid state at a very low density
(h = 0.5) and hence show liquid water structures at both these
temperatures, 7 = 270 K and 300 K. Therefore, no substantial
changes in structures is observed, except a higher but very
weak agglomeration at higher temperature. It should also be
noted that the central simulation cell is relatively small, and
the effects of the system size should be considered in further
calculations. The bulk water, defined as 5A away from the
RNA surface, may be relatively closer to RNA surface that
may deviate from a stringent definition of bulk water. As the
central theme of this work is relaxation dynamics, we will not
elaborate on the structures any further. However, we take into
account the system size effect while calculating the dynamical
properties in the following sections.

In the following, we will discuss the dynamics of the
hydrogen (H) of RNA and deuterated water by investigating
the mean-square displacement (MSD) and the intermediate
scattering function, S(Q, t). In neutron experiments, the hy-
drogen atom (H-atom) dynamics of biomacromolecules can
be observed. The biomacromolecular motions are mostly re-
flected in the dynamics of H-atoms due to their abundance.
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FIG. 1. Snapshot at the end of MD simulation. Only one RNA molecule at 7 = 270K, and the interfacial waters are shown in (a). (b) The
full system at 7 = 300K is shown. (c, d) Radial distribution function, g(r) of water inside the bulk and interfacial water near the surface,

respectively, at temperatures, 7 = 270K and 7 = 300 K.

Our choice of investigating the hydrogen dynamics stems
from the neutron experiment setup. Furthermore, the water
dynamics is calculated for all the water molecules of the
system. Due to small system size, it is hard to distinguish
between water on the RNA surface and water in the bulk,
therefore it is imperative to study all the water dynamics
together as discussed earlier.

The intermediate scattering function, S(Q, t) are shown
in Fig. 2 for both the RNA and water H-atoms at two dif-
ferent temperatures, 7 = 270K and T = 300K for all the
Q values to demonstrate the length-scale dependence of the
structural relaxation. In neutron experiments, the scattering
cross-section of deuterium is much weaker than H-atoms
and hence deuterium labeling is a powerful technique to
investigate the motion of complex biomolecule systems. In
this study, consistent with the neutron scattering experiments,
S(Q, t) was calculated for RNA H-atoms only while treating
water deuterated. The advantage of MD simulation [36] is that
the deuterated water dynamics can also be obtained, which
is otherwise not observed in neutron experiments. The wave
vector, |Q| =2 x /€ where £ is the length scale of the
observation. For the lowest and highest Q values, O = 0.1 A
for O = 1.9 A refers to £ = 62.83 A and 3.3 A, respectively.
Faster relaxation dynamics is observed in both the systems
as Q increases. The relaxation dynamics at shorter length
scale (higher Q) corresponds to the atomic scale dynamics
while the longer length scale (lower Q) corresponds to the

whole system, which is larger than the RNA molecule. As
the length scale decreases, i.e., Q increases, the motion of
the molecules become slower. Relaxation of a large molecule
is slower than a smaller atom as expected. The temperature
dependence of the relaxation behavior shows faster decay of
S(Q, t) with increase in temperature. The water relaxation dy-
namics [Figs. 2(c) and 2(d)], however, show weak dependence
on temperature at all length scale. A noticeable difference
between RNA and water relaxation is observed as a function
of Q. While water shows close to linear decay pattern with
0O, RNA shows variation in decay rates. Later, we will discuss
this in more detail.

The mean-square displacement of the RNA, (1?), is esti-
mated from the simulated S(Q, t) using the Gaussian approx-
imation [37,38], (u*(T)) = =30 2In[S(Q,t — 00)]. The
(u?) values are shown in Fig. 3 ranges from below the freezing
temperature, 7 = 260 K, to well above freezing temperature,
i.e., 300K. The (u?) shows a monotonous increase with
temperature. The smooth monotonous increase exemplifies
the lack of water crystallization in the hydrated RNA sample
at this hydration level, & = 0.5. The lack of crystallization
was also observed in QENS experiments on transfer-RNA
(tRNA) [12] well above the present hydration level up to
h =~ 0.65. While no signature of crystallization is observed
at hydration level, h = 0.5, water crystallization was reported
earlier [39,40] for lysozyme at i =~ 0.5. This is due to the
fact that RNA adsorbs and binds more water molecules than
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FIG. 2. Intermediate scattering function, S(Q, t) for, (a) RNA at 7 = 270K and (b) RNA at 7 = 300K. (¢, d) S(Q, t) for water at

T = 270K and 300K, respectively. Q values are shown from 0.1A (black line) to 1.9 AT (green line) at an increasing step of 0.2 Ao
demonstrate the length-scale dependence of the structural relaxation. The arrow direction represents increasing Q.

lysozyme due to larger hydrophilic surface area and there
are more open structures in RNA compared to lysozyme.
The binding of water molecules on the larger hydrophilic
surface area of RNA to an open configuration hinders water
crystallization. Later, we will discuss the binding of water
molecules to the RNA surface in connection with slow and
fast water dynamics.

Figure 3 shows the MSD of RNA in the temperature range,
T = 260-300 K. These simulations are performed above the
dynamical transition temperatures, Tp as our interest here to
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FIG. 3. MSD derived from simulated S(Q, ) using the Gaussian
approximation. The error bars are also displayed by up-down lines.
The connected lines are for guidance only. For reference, the MSD
for deuterated water molecules, similarly derived, are shown in the
inset.

understand the difference between RNA and water dynamics
beyond Tp. It should be noted, that the MSD shows a slight
deviation from a smooth linear increase between 7 = 270K
and 280K. Slow water molecules that are strongly bound
to ionic groups within the RNA are considered part of the
biological complex. Hence, the kink observed near 270 K
can be thought of as the stiffening of the RNA due to water
confinement below freezing temperature. In a recent experi-
mental work by Zaccai et al. [41], a flatter MSD below 273 K
is observed which the authors argue due to the freezing of
free water molecule that may cause stiffening of the ribosome
subunits at these low temperatures.

Relaxation dynamics derived from S(Q, t) are slower for
RNA compared to water, as shown in Figs. 4 and 5. The
decay of S(Q,t) of RNA and water as a function of time
follows two different power laws. The RNA S(Q, t) shows a
stretched exponential or Kohlrausch-William-Watts (KWW)
time dependence S(Q,t) ~ exp[—(¢/7)?], where T and B
are relaxation time and stretching exponent, respectively. Wa-
ter S(Q, t) shows a double exponential decay of the form,
S(Q, t) ~ exp(—t/t1) + exp(—t /1), where 1| and 1, are two
timescales representing slow and fast (r; > 1) relaxations,
respectively. Relaxation times for all temperatures and Q val-
ues are extracted from the fits. The characteristic relaxation is
both a temperature (7") and spatial length-scale (Q)-dependent
phenomena, as can be seen from the S(Q, t) plots in Figs. 4
and 5.

First we examine the RNA characteristic relaxation,
shown in Fig. 4. In neutron experiments, spatial scales de-
pendence are obtained from the momentum transfer (Q)
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FIG. 4. Stretched exponential fitting of RNA S(Q, t) at, (a) T = 270K, and (b) T = 300 K. From top to bottom S(Q, ) plots represent
increasing Q values starting at 0.1 A (red line) at a step of 0.3 A ending at 1.8 A (violet line). The black lines passing through the plots are
stretched exponential fits to the data. The bottom panel, (c) and (d) is Q-dependence plots of the relaxation time, T and the exponent, 8 of
stretched relaxation, respectively, for all the O and T values. Lines are guide to the eyes only.

dependence. Similarly, we examine the spatial dependence
(Q-dependence) of relaxation time in Fig. 4. The black
lines through the S(Q, t) curves in Figs. 4(a) and 4(b) for
temperatures 7 = 270K and 300 K show excellent stretched
exponential fits for all Q values. Note that the fitting for
T = 300K at long times do not follow stretch exponential
type decay in a strict sense. This discrepancy can be related
to high-temperature relaxation of RNA with water molecules
following a fluidlike exponential decay rather than a stretched
exponential decay. Also, we have not shown the data for
T = 260K inthese plots, as T = 260 K is well below freezing
temperature, and hence the dynamics at this temperature can
be questionable due to equilibration issue at low temperature.
The relaxation time, 7, and the stretching exponent, 8 as a
function Q for all temperatures are shown in Figs. 4(c) and
4(d). The 7 and B values are obtained from the stretched ex-
ponential fit of the intermediate scattering function, S(Q, ?).
In highly confined soft materials, especially in a supercooled
polymeric system, the relaxation time follows the power
law [29,30], T ~ Q~%/#, where B ranges from 0 to 1.0.
The B values reveal the presence or absence of confinement
in the dynamical system. Lower and higher g values refer
to strong and weak scaling behaviors, respectively, and are
related to strong and weak confinement. 8 ~ 1.0 refers to
Fickian diffusion, whereas § ~ 0.5 represents strong scaling
with higher confinement. Also, in polymeric systems, 8 <
1.0 shows dynamical behaviors refereing to (i) heteroge-
neous dynamics related to a distribution of normal diffusion

processes having different relaxation time and (ii) homoge-
neous dynamics that reflects non-exponential behavior in a
single relaxation process, typically in the subdiffusive regime.
In Fig. 4(d), we observe B values ranging from 0.37 to 0.48 at
the low temperature, 7 = 270K, and from 0.38 to 0.53 at high
temperature 7 = 300 K. In previous incoherent neutron ex-
periments, strong scaling behavior was observed for a variety
of polymeric systems and it was attributed to the anomalous
diffusion related to a homogeneous system [30,42,43] and
is an intrinsic property of homogeneous media. However, it
has also been observed that relaxation times, due to local
molecular motion, show heterogeneity in spatial length scales
[44—48] in biological interfaces. The stretching exponents
in Fig. 4(d), show stronger scaling behavior than polymeric
systems as can be seen from the B values smaller than or
close to 0.5. We fitted the 7 versus Q data in Fig. 4(c) with
T ~ Q7% to obtain the scaling behavior from the relaxation
time directly. The results show strong scaling exponent that
ranges from B =0.55 at T =270K to 8 =057 at T =
300K. From Fig. 4(d), we find that B8 values vary in the
spatial scales ranging from Q = 0.1 to Q =2.0, i.e., £ =
62.83 A to 3.14 A, representing simulation box length-scale
to the molecular length-scale. Therefore, the stronger scaling
behavior in association with spatial scale, Q, dependence of
values manifest confined and heterogeneous RNA dynamics.
Relaxation at the atomic (Angstrom) length scale is much
faster compared to the RNA molecular (Nanometer) length
scale. We therefore, argue that the hydrated RNA relaxation
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FIG. 5. Fitting of the deuterated water (D,0O) S(Q, t) with a double exponential, (a) 7 = 270K, and (b) T = 300 K: from top to bottom
S(Q, 1) plots represent increasing Q values starting at 0.1 A (red line) at a step of 0.3 A ending at 1.8 A (violet line). The black lines passing
through the curves represent double exponential fits to the simulated data. (¢) Q-dependence plots of the slow relaxation time, 7. (d) Fast
relaxation time, plotted in 1/1,, versus Q2 to show the linear characteristic that helps obtain diffusion constant in the fast relaxation process.
For (c) lines are guide to the eyes. (d) the lines are linear fit to the 1/7, versus Q2 data.

dynamics is heterogeneous due to motion at different length
scales and confined due to strong electrostatic interactions
between hydrophilic water molecules. Single molecule studies
on many common branched RNA exhibited confined hetero-
geneous dynamics [49-53].

Water dynamics and its interactions with biomacro-
molecules generally plays a critical role in structure, dy-
namics and function of biological systems [1,25]. However,
in neutron experiments, the water molecules are deuterated
to focus on the dynamical properties of biomacromolecules.
Hence, the dynamics of water molecules are often overlooked.
Molecular dynamics simulations can be a convenient way of
extracting the dynamics of water in biological systems [15].
In Figs. 5(a) and 5(b), we show the S(Q,t) of deuterated
water molecules at two different temperatures, 7 = 270K
and 300K at different Q. The water S(Q, ) fits well with
a double-exponential of the form, S(Q, t) =~ exp(—t/71) +
exp(—t/t;). The two relaxation times, t; and 7, as a function
of Q, are shown in Figs. 5(c) and 5(d). As the relaxation
times are obtained from the double exponential fit, not from
a stretched exponential, the power-law relationship, 7(Q) ~
028, cannot be used to describe the Q dependence of water
relaxation. Instead, we investigate the Q-dependence of 1
and 1, based on standard diffusion theory. While stretched
exponential fittings of water S(Q, t) [1] in the supercooled
regime exist, we follow the pioneering works of double
exponential fittings that explain the slow and fast dynamics

of solvation water in the hydration shells of biomolecules
[54-57]. We argue that the water at these temperatures may
not be fitted with a stretched exponential as the water cannot
be considered supercooled. Instead, the water molecules are
confined due to electrostatic interactions between RNA and
polar water molecules with dynamics that resembles a nonex-
ponential decay, similar to a collective glassy behavior [58].
We emphasize here that the relaxation process of water is
much more complex than that double exponential relaxation
and should be characterized by a distribution of relaxation
times [59-61]. In Fig. 5, relaxation of water molecules show
an order of magnitude faster relaxation for fast dynamics
(72) compared to the slow (7). The ultrafast 1, relaxation
is consistent with earlier observations in biomolecules where
the solvation dynamics near proteins were found to be an
order of magnitude higher [56]. The slow and fast relaxation
rates can be attributed to the water molecules that stay inside
the hydration shell of RNA for a prolonged period of time
and the water molecules that constantly leave and reenter the
hydration shell [1,55].

In Figs. 5(a) and 5(b), with double exponential fit for
S(Q,t) shows that the relaxation becomes faster with in-
creasing Q, however, the double exponential decay of S(Q, t)
characteristically remains the same. The Q-dependence of
slow and fast relaxations are shown in Figs. 5(c) and 5(d).
The Q-dependence of slow relaxation [Fig. 5(c)] exhibits
around two order of magnitude drop in relaxation times
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FIG. 6. Relaxation time as a function of T for four different Q values: 0.3 A (black), 0.6 A" (red), 0.9A™" (green) and 1.1 A7 (blue),
respectively. The corresponding spatial length scales vary from 20.94 A to 5.71 A. (a) RNA relaxation obtained from stretched exponential fit
of RNA S(Q, t). (b, ¢) Slow and fast relaxation of water obtained from double exponential fit of water S(Q, ¢). The lines are for guidance

only. Error bars show negligible error in our calculation.

from low to high Q values. This can be attributed to the
difference in spatial scale lengths in relaxation of water. For

0=0.1 Afl, the spatial length scale, £ = 62.83 A represent
relaxation of water from the entire hydration shell, while for

0=1.8 A_l, =35 A, and hence the relaxation is solely
due to molecular motion of water. The smaller water molecule
relaxes faster compared to the entire hydration shell. The
second feature extracted from Fig. 5(c) shows that the slow
relaxation, 7;, decays exponentially with Q. This type of Ar-
rhenius dependence of t; reflects a strong spatial correlation
of slow relaxation. This implies that while the relaxation at
the molecular level is faster, the entire hydration shell relaxes
slowly, apparently in a clustered or network state [19,54,57].
Conversely the prolonged presence of water molecules in the
hydration shell generates a strong Q dependence of slow
relaxation times [62,63]. It should be noted, earlier works
on water dynamics in the hydration shell around proteins,
show strong Q-dependence, but with a power-law dependence
for relaxation time derived from susceptibility measurements,
instead of Arrhenius-type Q-dependence as observed in this
“slow” relaxation results [63,64].

The fast relaxing water molecules are not a part of the
“network” in the hydration shell. For these water molecules,
diffusion coefficients, Dy,y, can be obtained from the Q-
dependence of relaxation times, as it is done x-ray photon cor-
relation spectroscopy (XPCS) experiments [65]. For typical
diffusive water, 7, exhibits 1/7, = Q2 behavior in the low-Q

regime [57]. Hence, we plot 1/7, versus Q2 in Fig. 5(d). The
diffusion coefficients obtained from these plots show a nar-
row range of temperature-dependent diffusivity, from Dg,g =
1.17 x 107 cm?/s (for T = 270K) to 2.0 x 1075 cm?/s (for
T = 300K). The Dys,g, therefore shows order of magnitude
slower diffusivity compared to typical diffusion coefficients
in bulk water [9,66,67]. While these water molecules relax
faster and enter and leave the hydration shell, the dynamics
is confined to the surface of the RNA molecules and can
be considered as part of the interfacial region of the RNA
[41,49]. Hence, the diffusivity can be less than pure bulk water
as is observed; an order of magnitude reduction for these
simulations.

The temperature dependence of the relaxation times for
RNA and water are shown in Fig. 6. The characteristic
relaxation time for RNA [Fig. 6(a)] shows a similar linear
decrease with increasing temperature as observed earlier by
Khodadadi ez al. [12,20]. In our simulation we observe a slight
discrepancy at between 7' = 260K to 7" = 280K where it
goes up a small amount from 7 = 260K and then linearly
decreases beyond T = 270 K. This kinklike behavior betwen
T =260K to T = 280K may be due to a “stiffening” of the
RNA complexes due to freezing of water molecules on the
RNA. The stiffening of biomolecules near freezing temper-
atures have been earlier reported by several authors [41,68].
The water molecules slow, 71, and fast, 7,, relaxation times
as shown in Figs. 6(b) and 6(c), show linear dependence,
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FIG. 7. Mean-square displacement (MSD) of RNA and water obtained from the MD trajectories of the RNA and water molecules shown
in (a) and (b), respectively. The MSD for RNA is calculated for only hydrogen atoms while the MSD for water is calculated only for Oxygen

atoms.

except in the slow relaxation, 7;. The slow relaxation remains
constant until 7 = 280K, then decreases linearly. The t; is
implicative of confined water. It is observed that both of these
relaxation times are smaller than RNA. Even the slow water
relaxation, 7y, is ~2-3 orders of magnitude faster than the
RNA relaxation times [Fig. 6(a)]. Therefore, we conclude
that the confined water is not “really” bound to the RNA (in
which case water and RNA relaxation times would have been
comparable to RNA), but these are interfacial waters having
strong electrostatic interaction with the RNA. Furthermore,
for slow relaxation, the water molecules show very little
change in relaxation times below 7" = 280 K. We believe that
at this low temperature, the water molecules are strongly
confined due to electrostatic interactions and hence behave as
supercooled water, so the change in relaxation time within the
simulation time frame is very small that can be ignored. To
summarize, the characteristic relaxation times of water follow
two different relaxation schemes. The interfacial waters are
slow moving with a relaxation time two to three times faster
than the RNA molecules. The fast relaxation, t,, implies that
the water molecules are bulklike and move in and out of the
solvation shell.

Finally, we present the MSD derived from the time-
dependent trajectories (r;(¢)) of the 10-ns simulations. In
Fig. 7, we show the MSD defined as, (Ar2(t)) = ([r(t) —
r(O)?) = % ZlNzl ([r; () — r;(0)]%), where r;(¢) is the instan-
taneous positions of the ith molecule at time ¢. The MSD
is derived from the equilibrated MD simulation trajectories
(10-ns trajectories) and by subtracting the center-of-mass drift
motion [69]. In these plots, we calculate the MSD for the
hydrogen of RNA molecules and oxygen of water molecules.
For water the choice of oxygen dynamics refers to the central
atom instead of center-of-mass of the water molecule. As
discussed earlier in Fig. 1, water molecules are in liquid
state at or above 7' = 270K and also the central simulation
cell is relatively small. Therefore, it is hard to distinguish
between the water on the RNA surface and bulk water due
to the system size effect. We calculated the MSD for all
water molecules together, assuming the effect of separating
bulk water from surface of RNA would be negligible. The
MSD, on a longer timescale, is governed by a power law
and given by Ref. [29], (Ar?(t)) o t%, where the exponent,

o, is a dimensionless number varies from 0 to 2 referring to
various diffusive mechanism. The dynamics is categorized for
o <1, a =1.0and o > 1 as subdiffusive, diffusive (Brown-
ian), and superdiffusive motions, respectively. For the RNA
dynamics [Fig. 7(a)], two different scalings are observed.
While RNA shows subdiffusive dynamics with o« = 2/3, the
water molecules show diffusive motion within the time frame
of our simulation. We have not calculated RNA diffusiv-
ity from these data due to the subdiffusive nature of the
MSD. The RNA dynamics scales with ¢!/3 at shorter times and
t?/3 at longer times for these simulations. The RNA diffusion
is therefore subdiffusive within the observation time. While
the long-time effective diffusion constant cannot be measured
from the subdiffusive regime, it is important to note that time-
dependence diffusivity of the RNA molecules can be obtained
from these MSD data. These MSD results prove a key aspect
of this study, that the dynamics of RNA and water are decou-
pled although the water molecules are very close to the RNA
surface. While previous neutron scattering experiments [20] in
tRNA-water model system show coupled tRNA and hydration
water relaxaiton, we have not observed the same. This may
be potentially due to the structural differences between the
ribozyme and tRNA that have been utilized in these two
separate studies. We must also emphasize that observation
of water dynamics are straightforward in MD simulations. In
neutron scattering with deuterated water though, special care
should be taken to calculate water dynamics. In biomolecules,
diffusion constant can depend on the observation time and
hence diffusivity can be time-dependent [70], i.e., D(t), which
is sensitive function of several physical parameters in the
biomolecule environment. In Fig. 7(b), water MSD show a
linear dependence with time. The MSD follows an anomalous
region o < 1.0 followed by the diffusive regime, o =~ 0.9
that is typical to water MSD in hydration shell as has been
observed earlier works by several authors [54,67,71,72].

IV. CONCLUSIONS

The structure and dynamics of water inside the hydration
shell plays a crucial role in the structure and function of
biomolecules. In this article, we show that there is a mismatch
between the dynamics of water molecules and the RNA
molecules. RNA and water both show relaxation dynamics
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dependent on temperature and spatial length scales. While
RNA dynamics can be explained using a stretched exponential
decay, relaxation of water follows a double-exponential decay.
RNA dynamics show stronger scaling for the relaxation time
than typical synthetic polymeric systems. Our observations
show that the relaxation of RNA at atomic length scales varies
widely compared to the RNA molecular length scales. These
results support the assertion that dynamics of solvated RNA
is heterogeneous as has been observed by several authors
[49-53].

For biomolecular systems, water dynamics is typically
overlooked in neutron experiments as water is often deuter-
ated so as to highlight the biomolecular motion. The advan-
tage of the MD simulation is that it does not depend on the low
scattering cross section of deuterium, thereby giving us the op-
portunity to perform a full-scale study of the water molecules.
We observed that the motion of the water molecules decays
with two characteristic relaxation times, slow, 71, and fast, 7,.
Stretched exponential fitting of water S(Q, ¢) have previously
been performed [1] by considering the confined water as
supercooled water. We consider the confined water as strongly
interacting water with varied relaxation times. A stretched
exponential provides only one relaxation timescale and does
not explain the different water dynamics in the hydration shell.
We believe, that the dynamical behavior of water can be better
understood by considering multi-exponential relaxation that
can account for the different timescales of water dynamics
in the hydration shells. In our simulations, the double expo-
nential fit shows the fast and slow relaxation times that are a
many order of magnitude faster than RNA relaxation times.
We conclude that the slow and fast relaxations originate from,
(1) the interfacial water molecules that are strongly interactive
with RNA molecules due to electrostatic interactions, and
(2) bulklike water molecules which leave and reenter the in-
terfacial region. Our analysis could not confirm the relaxation
timescale in which the water molecules are attached to the

RNA, in which case the water molecules would have similar
relaxation times as RNA.

RNA technology has made impressive progress in recent
years, however, more fundamental understanding of the dy-
namics of these systems can improve the technology im-
mensely. Our simulations bridge seemingly disparate obser-
vations of similarity of water structures with presence of fast
and slow relaxation times well above the dynamical transition
temperature [19]. We believe this work will provide necessary
theoretical background for understanding the fundamental
physics behind RNA and water relaxation that can be applied
to other biomolecular systems.
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