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This paper reports a robust regime in the dynamics of three coupled modes when one mode is pumped, the
second is dissipated, and the third is not subject to any external action. In this regime, the first and the second
modes vanish, while the third mode becomes large. This is applied to the problem of plasma confinement by
magnetic field, when the third mode represents zonal (poloidal) flow. This paper demonstrates that in order
to generate strong zonal (poloidal) flow—a transport barrie—in magnetically confined fusion plasma, it is
beneficial to have significant decrement in addition to increment of other modes.
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I. INTRODUCTION

In several problems, there is a necessity to generate a
certain mode, which is not amenable to direct excitation by
external sources. An example is generation of zonal (poloidal)
flow in fusion devices with magnetic confinement. Such a flow
is similar to zonal jets in atmospheres and oceans. The fluid
turbulence is often strongly nonlinear and so roughly isotropic
(anisotropy usually enters through linear terms in dynamical
equations). The turbulent transport of a dye particle, r =
v(r, t), is characterized by the correlation length & of fluid
turbulence: Roughly, the particle moves in a straight line
with the typical fluid velocity v, for time T = £ /v, and then
randomly changes its direction. So, the turbulent diffusion has
coefficient £2/21 = v2t /2. The presence of large-scale zonal
jets [or zonal (poloidal) flow in plasma context] significantly
decreases the north-south (or radial in plasma) turbulent trans-
port (e.g., [1-7]). Such zonal flow could be generated by the
turbulence itself or be added as a result of external generation.
Anyway, if ¥/ (x, y, t) is the stream function of the generated
fluid motion, the transport equations become

0 d
X = _w +ulx,y,t), y= w +ux,y, 1), (1)
dy dax

(x, y) are coordinates in the poloidal-zonal and the radial-
meridional directions, and (u, v) are the respective velocities
of fluid turbulence. The  field can have wavelike character
and be clearly anisotropic. Even when the 1 field has sig-
nificant magnitude, by itself it can provide little contribution
to radial transport. [This depends on the topology of the
streamlines of the i field (e.g., [8]); in particular, if the
Y field mainly represents poloidal (zonal) velocity, then it
makes little contribution to radial velocity of passive tracer
particles. Besides, if the yr-field is a random wave field, then
its turbulent diffusion is of the 4-th order in wave amplitudes,
e.g., [9], and so, can be negligible, compared to the hydrody-
namic turbulence diffusion, which is quadratic in the field.]
The ¢ field can significantly alter the turbulent diffusion
resulting from the turbulence field (u, v). In particular, if
the ¢ field mainly represents a big poloidal (zonal) velocity
with typical value vy > v, then the particle motion will
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decorrelate faster, after time t, = &/vy. So, the turbulent
diffusion in the radial direction will have much smaller co-
efficient vfw /2. At the same time, the presence of a big
radial velocity component in the v field would significantly
enhance the turbulent transport in the radial direction. The
Y field can involve many modes, including some turbulence
modes; this is somewhat similar to the decomposition in [3].
Dividing modes into ¢ and (#, v) components, we assume
that the v field mainly evolves independently of the (u, v)
field. [This may be due to relative magnitudes of ¥ and (u, v)
fields, difference in their scales, or the absence of resonance
in their relative dynamics.] In the present paper, we consider
the basic situation when the v field has just three modes. The
triad interaction is basic for various phenomena and has been
studied in many different contexts, in particular, in plasma
[10], for water surface dynamics [11], for optical rogue waves
[12], for internal waves [13], and for viscoelastic waves [14].
Thus, we assume that the y field consists of three modes (with
complex amplitudes v, ¥, ¥3), obeying the equations

U +iow = Uiy + v,
Vo + iy = U, + vav, 2)
Vs +iwsys = U ¥y,

w1, wy, ws are their frequencies, and Uj, U,, U; are coupling
coefficients, which are real numbers (the overbar denotes
complex conjugation). The coefficients y,, y» are the incre-
ments (decrements) of the first two modes; the third mode
represents poloidal (zonal) flow, and its increment is zero.
The purpose of the present paper is to describe a robust
regime when F(t) = |y|* and F,(t) = |y»|> approach zero,
while F3(t) = |y3|> grows to large value F3. In this regime,
the system (2) approaches stable equilibrium, which cannot
be found by solving the corresponding algebraic system, with
Fy = F, = F; = 0. Indeed, system (2) is satisfied when ¢/; =
Yp =0 and Y3 = ¢ exp(—iwst) with an arbitrary constant
¢3 and correspondingly arbitrary F3 = |c§|2. Throughout the
paper, superscript “x” marks the final (equilibrium) values,
while superscript “0” marks the initial values. F3 appears to
continuously depend on the initial conditions, indicating the
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FIG. 1. The typical evolution. For this particular graph,
we used w; =1, wy=-05, s =0, U,=U;=-U; =1,
y1 = 0.006, y, = —0.007 and the initial values F? = 1.1, F{ =
0.9, F? = 0. The graph of F(¢) is almost invisible behind the graph
of Fp(t).

presence of a conservation law in the dissipative system (2)
[cf. conservation in the system (7) below].

Figure 1 shows the typical behavior. The graph shows the
curves having some widths, that decrease with time. This is
because the quantities F, F,, F3 oscillate in time, and the
period of oscillations is much smaller than the simulation
time. As we will see later, these oscillations are ubiquitous.
Their frequency increases, while their magnitude decreases.

We assume that U, and U3 have the same sign, opposite to
the sign of U;. Then (e.g., [15,16]) the dynamics of system (2)
involves two processes: (i) decay of one quantum of the first
mode into one quantum of the second mode and one quantum
of the third mode, as well as (ii) the inverse process. We expect
that y; > O and y, < 0.

Then an external source will generate energy of the first
mode; this energy will transfer into both modes No. 2 and
No. 3; the energy in mode No. 2 will be dissipated, while the
energy supply to mode No. 3 will make this mode grow to a
large magnitude. The decrement of the second mode makes
both modes No. 1 and No. 2 to vanish eventually, leaving only
mode No. 3 of large magnitude. For this to happen, we require
that

y=y1+y. <O.

The third mode (with zero increment) is found to grow to a
larger equilibrium magnitude F3 if |y | is much smaller than y,
and |y»|, i.e., decrement almost balances increment: y, & —y
(see Fig. 1).

II. OSCILLATIONS IN SLOWLY CHANGING POTENTIAL

write the system (2) in terms of the
F;i(j=1,2,3), G=Im@yyr¥s3), and

Let us
variables

for t=c0
for any finite t>0 53 = 8]
=qj q

S, "5

FIG. 2. Sketch of the dynamics in system (6).

H =Re({r1y213):
Fi =2U H 42y Fi, F, =2U,H +2pF,
F3 =2U3H, G=—wH+yG, (3)
H = wG +yH + U F>,F5 + Uy F5Fy + U3 F\ F>,

where w = w; + w2 + w3. The system (3) is subject to the
obvious constraint

R=G*+ H?>—- FFh,F;=0. 4)

It is consistent with the dynamics (3): R = 2y R, so that if
R = 0 initially, it will remain zero.

We need to distinguish between resonant (w = 0) and
nonresonant cases.

A. Resonant case

When @ = 0, the fourth equation in system (3) implies
that G approaches zero. Let us assume that G = 0, and then
G=0.

Now consider variables

F; F F 23 F
si=al——-——), ss=a|l——-—), g=a—
Us U Us U, Us;

)

with some constant a that we choose later. Then the system
(3),(4) can be written in the form

@*+V(g) =0,
(©6)

where we have introduced V(q) = ¢q(s; —q)(s2 —¢q) and
chosen a = —4U,U,U;. In system (6), the equation with ¢
represents the constraint (4). The time differentiation of this
equation gives the last equation of the system (3), for H.
This is because H = ¢/2a according to the third equation in
(3). The system (6) has a simple physical meaning (Fig. 2):
The particle with coordinate ¢ and mass 2 oscillates in cubic
potential V (q), while the roots of the cubic are slowly moving.
Eventually, s, and s; coalesce, fixing the oscillating particle:

s1=2y1(51 —¢q), $2=2p(s0 —q),
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sy = st = gq*. To be specific, we assume U; <0, U, > 0,
Uz > 0, and so, s; > 5.
Averaging gives us

s1=2p1(51 — Q), 8 =2y(s52— 0), @)

where Q is the average of ¢(z) over the period T of the
oscillations

big dq 2 big qdq
T=2f L o_Z[ _44
mid v/ —V(q) T Jmia vV (q)

In both integrals, the integration is from the middle root to
the biggest root of the cubic V(q). The factor 2 in front of
the integrals accounts for motion back and forth between the
roots. The biggest root is s;, and for most of the time, the
middle root is s,. But initially, s, might be negative, and then
the middle root is 0; this indeed happens if F30 =0.

The averaging should produce an accurate approximation
if increment and decrement are small compared to 7~'. How-
ever, the period 7" becomes large when s, passes through zero
(T = oo when s, = 0). Computer simulations show that this
event (if it actually occurs) can be disregarded, and averaging
works on the whole interval 0 < ¢ < oco.

The system (7) is invariant under multiplication of vari-
ables sy, sp by the same constant b. [To see this, one can
change the integration variable ¢ — bg in the integrals for
T, Q and observe that Q(bsy, bsy) = bQ(sy, s3).] This con-
tinuous symmetry leads to a conservation law.

As t — oo, the system (7) equilibrates to the state s} =
sy = h, where h = g* = Q(s}, s7) is undetermined (it de-
pends on the initial conditions). Near the equilibrium, the
graph of V(g) within the interval s, < g < s; is approxi-
mately parabola, and the average Q approximately equals
(s1 + s2)/2. Then system (7) becomes

st =yi1(s1 —82), 82 = ya(s2 — s1).

B. Nonresonant case

When o # 0, we introduce one more variable s3 =
a(F3/Us + 2G/w) in addition to sy, s, g defined in (5).
Choosing a = —4U,U,Us/w?, we rewrite the system (3),(4)
as

§2 = 2p2(s2 — q),
(G/®)* +V(g) =0 (8)

s1=2y1(s1 — g),
523 - V(S3 - q)a

with function

V(g) = (s3—q)* +q(s1 — q)(s2 — q). 9)

Again, system (8) has a simple physical interpretation (Fig. 3):
The particle with coordinate g and mass 2/w? oscillates in the
cubic potential V(gq), while the coefficients of the potential
are slowly changing. The roots of the cubic, enumerated in
decreasing order o) > ar > a3, satisfy inequality a3 < s <
oy < o) < s1. [This is because the quadratic part of the poten-
tial (9) is positive, and the entire potential is negative in more
narrow intervals than its cubic part.] The particle oscillates
in the potential well, between o, and «;, with zero total
(= kinetic + potential) energy. The roots are slowly moving,
and eventually o, and «; coalesce, fixing the oscillating

for any finite t>0

q
FIG. 3. Sketch of the dynamics in system (8).
particle: oy = ] = g*. Averaging gives us
$1=2n(51—0), $2=2n(2—-0), s3=y(s3—-0)
(10

with Q being the average of ¢(¢) over the oscillations

T_i/a‘ dq 0— X ["_4d4
ol Ju, V=V @) CoIT Jo, V=V (@)

The average Q is independent of w (as well as of other
parameters w;, wy, w3, Uy, Ua, Us, i, ¥»); it depends only on
the variables (51, 52, 53).

If F30 = 0, then the cubic (9) has three real roots initially.
Indeed, F{ =0= ¢ =0= G’ =0= 59 =0; also s =
—aFY/U; > 0and s) = —aF)/U, < 0. So, V%(q) = qlq +
(s(l) — q)(sg —¢)] and a? > 0, ag =0, Otg < 0.

For any ¢, since V(0) = (s3)* > 0 according to (9), then
o3 < 0 < ap. [The other option would be «; < 0. But then,
according to the last equation in system (8), ¢ = ¢ =0 =
F3 = 0, and we discard this possibility.] The continuous sym-
metry (leading to a conservation law) of system (10)—unlike
the system (7)—is unknown. This is because now the potential
V(g) has both cubic and quadratic parts, and so, there appears
no simple scaling for 7" and Q.

Equilibrium in system (10) is s} = s5 = s3 = h with un-
known h = g*. The stability of the equilibrium can be inves-
tigated in the standard way by linearizing system (10). Here
one needs to note that near the equilibrium, the function V (g)
in the interval «; < g < «y is essentially quadratic, and so,
O = (o1 + a2)/2. The equilibrium turns out to be stable if &
is large enough, namely, y; — y» < |y|+/1 + h.

This stability is associated with high-frequency oscilla-
tions. Indeed, near the equilibrium with large #, the potential
V(q) in the interval oy < g < o) contains a large (almost
constant) factor (¢ — «3). This is because o3 remains negative,
while o, oy approach big positive h. So, the integral for
period T gives small value.
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FIG. 4. The emergence of poloidal (zonal) flow due to inter-
action of three drift waves: (a) k» < k; < k3 and (b) k3 < ky < k>
correspond to the triads (11) and (12), respectively; the triads are
schematically shown inside the figures.

III. ESTIMATE AND DISCUSSION

Now we return to the problem of plasma confinement
and estimate the time needed to reach large F3. To have
an order-of-magnitude estimate, we assume that the three
modes are drift waves [1] with drift velocity v; = 2 km/s, ion
inertial (Rossby) radius p = 3 mm (these are ITER values),
and dimensionless wave vectors

pki = (2k, 2),

oky = (k, =2k), pks=(-3k,0)

Y

(k1 + k, + k3 = 0), where « is a dimensionless wave num-
ber parameter; we take k = 1/4. We assume Fj ~ F) ~
1000(vy p)? (the estimate is largely insensitive to the particu-
lar values of these initial data). The third amplitude is assumed
to be zero initially: F3O = 0. We also assume y; = 0.1(vy/p)
and y, = —0.11(v,/p). Figure 4(a) shows the emergence

of the poloidal (zonal) mode in this situation. Figure 4(b)
presents a different arrangement, when

pki = Bk, 2c),  pky = (—6k, =2«), pk3 = (3k,0)

(12)

(all parameters and initial data being the same). These graphs
show that within 10~* s, the quantity F3 becomes an order of
magnitude bigger than Fy, F,. The above values for increment
(decrement) are similar to the values assumed in the simu-
lations [17] and to the values observed experimentally [18].
Besides, a variety of different values of yy, y» leads to the
domination of F; if |y; + y»| is sufficiently small, compared
to y1 and |y»|.

It is interesting to see the generation of a dominating
poloidal (zonal) component when the ¥ field in Egs. (1) has
more than three modes. Such generation indeed takes place in
the system of many weakly interacting drift waves. It is due
to the existence of the extra invariant for drift waves [19,20].
The argument [21-23] for the emergence of poloidal (zonal)
flow assumes the presence of disparate scales. Reference [24]
suggests that this emergence could take place even without a
difference in scales—when the range of ¥ modes is limited.
For this to happen, the increment (decrement) should supply a
significant amount of the energy, while supplying a negligible
amount of the extra invariant. Such supply requires significant
decrement along with increment of other modes. The supply
is feasible since the extra invariant is essentially anisotropic,
unlike the energy. In this situation, the system would accumu-
late the energy in the poloidal (zonal) flow; this is the only
place (in the wave-number plane) where the system can have
the energy without the extra invariant.

In the present paper, instead of many small-amplitude
waves, we considered the opposite limiting situation, when
the i field has only three modes, but of large magnitudes.

It is also worth noting that the graphs Fi(t), F»(t), F5(t)
look quite similar in various simulations and regular after
averaging; so, further analytic progress might be possible.
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