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The controlling of heat flux is an important topic in the field of heat conduction and has potential applications
in thermal devices. We here design a model of asymmetric network structure to study this problem in complex
networks, which is composed of two parts with different topologies. We find that the heat conduction and
rectification can be significantly changed by adjusting two parameters: the network rewiring parameter § and
coupling parameter . Two typical network structures are considered. One is composed of a random network
and a two-dimensional regular lattice with half by half. Another is composed of two random networks with
opposite coupling parameter £A. Our numerical simulations show that for the first case, both the network
flux and rectification coefficient decrease monotonically with the increase of § and there is an optimal A for
the maximum flux. For the second case, the network flux will decrease monotonically while the rectification
coefficient increases monotonically, with the increase of L. A brief theory of phonon spectra is applied to explain

the numerical results.
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I. INTRODUCTION

Low-dimensional nanoscale systems have been extensively
studied due to their promising potential applications for future
phononic or thermal devices in the last few decades [1-8],
which include thermal rectification [3,4,9,10], thermal logic
gates [11,12], negative differential thermal resistance, thermal
transistors [13,14], etc. These studies have raised an exciting
prospect of using these materials in thermal devices [15,16].
Especially, the possibility of designing a thermal diode by
coupling three nonlinear chains was reported [17]. Inspired by
these theoretical studies [9,17], Chang and co-workers have
produced a microscopic solid-state thermal rectifier, based on
carbon nanotubes [18]. On the other hand, DNA is another
one of the most promising nanotube and nanowire materials
due to the relative ease of modifications combined with the
self-assembly capability, which make it possible to construct
a great variety of DNA-based nanostructures [19-26], such as
tunable thermal switching via DNA-based nanodevices [27],
thermal diodes, and heat pumps based on DNA nanowires
[28]. These fundamental works mainly focus on the thermal
properties of individual lattice nanostructures such as a one-
dimensional (1D) lattice or a single nanowire or nanotube.
However, for practical applications, a single nanowire or
nanotube is extremely difficult to assemble and to control
and manipulate. Instead, researchers generally try to make
devices from networks of nanowires and nanotubes [29],
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which provide applications in many fields, such as large-scale
transparent conductors, transistors, sensors, and even flexible
electronics [30,31].

Among them [32-35], electrical conduction of complex
networks has been extensively studied. For example, it is
shown that electric transport changes linearly with the number
of added bonds [36], the heterogeneity of complex networks
enables fast mutual access of all nodes and thus improves elec-
tric transport [37], and the electric resistance of network can
be figured out by the Kirchhoff second law for the complicated
parallel and serial electric circuits [38]. However, the cor-
responding thermal properties of complex networks remain
largely unexplored, in contrast to these studies of electrical
conduction. In an oversimplified network model [39,40], it is
found that the interface thermal resistance depends sensitively
on the strength of coupling between coupled chains [39], and
the heat conduction of network decreases with the increase
of heterogeneity of network caused by both the degree distri-
bution and clustering coefficient [40]. Recently we extended
the network model to a more realistic situation where network
links are represented by 1D chains of atoms [41], in contrast to
the simplified springs in Ref. [40]. These findings indicate that
there are essential differences between the electric conduction
transferred by electrons and heat conduction transferred by
lattice vibrations.

In thermal devices, a key problem is how to control and
manipulate heat conduction. To study this problem in thermal
devices with the structure of complex networks [29-31],
especially the network of three-dimensional random array of
nanotubes [42], we here present a model of complex networks
rewired from a two-dimensional (2D) regular lattice and focus
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FIG. 1. Schematic of the network structure from a 2D lattice,
where the left part is rewired by the rewiring approach [34,46] and
the right part remains as a 2D lattice. The nodes of both the first
column at left and that of the last column at right are in contact with
the thermal baths with higher temperature 7}, and lower temperature
Ty, respectively.

on how the thermal properties are affected by topological
structures. Two typical cases are considered. One is composed
of a part of a random network and a part of 2D regular
lattice, with half by half. The other is composed of two
random networks with opposite coupling parameter 1. We
find that the heat flux of network can be adjusted by two
parameters: the rewiring parameter § and coupling parameter
L. There is a rectification effect of heat flux in both cases,
which is possible only in the smaller controlling parameter
8. The rectification effect will be reversed when the coupling
parameter A changes. A brief theory of phonon spectra is
applied to explain the numerical results.

The remainder of the paper is organized as follows. In
Sec. I we present a model of complex network to study the
rectification, which is composed of two asymmetric parts. In
Sec. III we make extensive numerical simulations to study the
controlling of thermal conduction and rectification. In Sec. IV
we give a brief theoretical analysis. Finally, in Sec. V we give
conclusions and discussions.

II. A RECTIFICATION MODEL OF COMPLEX NETWORK
WITH TWO ASYMMETRIC PARTS

We first construct a 2D lattice with N =2(m + 1) x m
nodes and let the nodes of the first column at left and the
nodes of the last column at right contact the thermal baths
with higher temperature T and lower temperature 7}, respec-
tively, as shown in the schematic Fig. 1. The nodes contacted
to the thermal baths are disconnected with each other. We let
the two thermal baths be the Nose-Hoover thermostat [43,44]
with Ty and T, respectively. For convenience of discussion,
we let each node have a number i withi =1,2,..., N; see
Fig. 1 for details.

Then we divide the 2D lattice into two equal parts and
change the structure of the left part into a random network
by the rewiring approach [34,45,46]; see Fig. 1 for a typical
rewired structure. In detail, for each link in the left part of a 2D
lattice, we randomly fix its one end i and rewire its another end
to a new node j in the same left part of a 2D lattice, according
to the probability

Pj~ril, (1)

0 0 09900 90900
- > 0_0—0_9. : :
: 0 e-e-0 e 00 & oo
: )00 00 00700
% — o%;.i /",/‘V ' vy /V ,\" 4
6<6 00 © 6 6 ©/06 o 60 6O
© 000 0 0 _0 0 0o/ 00060
070,000 0-0-0—0-—0-6 0 000
©0—050—0 0 0_-0-0—-0—0 000
© -6 © 00 0 00000 0O
> @ 6-¢ O o 0 0 0 & O 0 0 ©

FIG. 2. How the parameter § influences the structure of the
rewired part in Fig. 1, where only the left part of Fig. 1 is
shown and panels from (a) to (d) represent four typical cases with
8 =0.0, 1.0, 2.0, and 4.0, respectively.

where r; ; represents the Euclidean distance between the
nodes i and j and the exponent § is a controlling parameter
[46-48]. The larger the parameter §, the shorter the average
link length. Figure 2 shows the rewired structures for the left
part in Fig. 1 where panels (a)—(d) represent four typical cases
with § = 0.0, 1.0, 2.0, and 4.0, respectively. We see that with
the increase of §, the network will change gradually from a
completely random network in Fig. 2(a) to an approximate
regular network in Fig. 2(d). We have to pointed out that 7; ; is
measured on the assumption that r; ; = 1 for two neighboring
nodes in a regular 2D lattice.

Following Ref. [40], we let each node of Fig. 1 represent
an atom and each link between two neighboring nodes be a
nonlinear spring with the Hamiltonian

1
sz[ngwu,-)} @

where x; represents the displacement from the equilibrium
position of the ith atom. We let k; represent the degree of
node i, which will be distributed in the left part of Fig. 1 buta
constant in the right part of Fig. 1: k; = 4 for the inner nodes
and k; = 3 for the boundary nodes. The potential of node i
can be given as

1 1
Vi(xi)zEzci,j[z(xi_xj)2+§(xi_xj)4]s 3)
=1

where x; represents the displacement from the equilibrium
position of the jth atom, C;; is the coupling strength for
the link between the nodes i and j, the sum is for all the
nearest neighboring nodes j of node i, and ¢ = 0.1 throughout
this paper [44]. To reflect the fact that coupling strength is
generally decayed with the increase of r; ;, we here assume
that C; ; depends on the distance r; ; by

Cij=ri} )
where the exponent A represents the controlling parameter of
coupling strength. It is easy to notice that we have C; ; =1
for all the links in the right part of Fig. 1 as their r; ; = 1. In
this work, we will discuss how the two parameters § and A
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influence the heat conduction and rectification in the network
of Fig. 1.

The motion of nodes can be represented as follows. For the
source nodes of the first and last columns in Fig. 1, they are in
contact with the high- and low-temperature thermal baths Ty
and T, respectively, and thus they satisfy

. o0H . oH
PH = —XHXH — 7> H= "> )
0xH opn
. oH . oH
PL= —XLXL — 7> XL=_—), (6)
oxr opL

where ¥y =%%/Ty — 1, and x; = %?/T; — 1. The other
atoms satisfy the canonical equations
oH . oH
—_ X=—.
0x; opi
After the transient process, the network will reach a sta-

tionary state. The local temperature at each atom [5] can be
defined as

pi = )

TG) = (p;). 8)
and the heat flux along a link is
Ji = (X;i0V/0xi41). €))

The total heat flux of network, J, will be the sum of all the J;
from the source nodes with high-temperature Ty to the source
nodes with low-temperature 7. Considering the asymmetric
structure of Fig. 1, we let J; be the total heat flux from left
to right. Then we switch the temperatures 7y and 7, and
let J_ be the total heat flux from right to left. Generally,
J; and J_ will be different, and their difference represents
the thermal rectification, which is one important physical
phenomenon [9]. This nonreciprocal transport phenomenon
has been confirmed in many nanostructure systems [5,49,50].
The rectification coefficient can be defined as [40]
Iy = J-|

Re = (1) (10)

III. NUMERICAL SIMULATIONS

In numerical simulations, we let m = 16, Ty = 6.0, and
T = 2.0, if without specific illustration. We take the transient
process as the integration of 10° dimensionless time units
with a time step of 0.01. After that, the network will reach
a stationary state. Then we calculate the total heat flux J for
different § and X. Figures 3(a) and 3(b) show the dependences
of J1 and R, on § for A = 0, respectively. From Fig. 3(a) we
see that the heat flux J decreases monotonically with the
increase of § and has a maximum at § = 0.0. The possible
reason is that for the case of § = 0.0, the left part of Fig. 1
is a completely random network with the minimum average
shortest path of network [51], which enhances the heat con-
duction of network. When § increases, the possibility for long
links will be reduced and the average shortest path of network
will increase, resulting in the decrease of J... From Fig. 3(b)
we see that R, also decreases monotonically with the increase
of § and has a maximum at § = 0.0. The reason is that the
structure difference between the left and right parts of Fig. 1
is a maximum for the case of § = 0.0. As the asymmetry
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FIG. 3. Dependence of J. and R, on the two parameters é and A
for averaging on 40 realizations. (a, b) The case of A = 0.0. (a) J+ vs
8; (b) R, vs 6. (c, d) The case of § = 0.0. (c) J+ vs A; (d) R, vs A.

between the left and right parts of Fig. 1 is the main reason
to make the difference between J, and J_, the decrease of
this asymmetry will reduce the difference between J, and J_
and thus results in the decrease of R,.

Similarly, Figs. 3(c) and 3(d) show the dependences of
Jy and R, on XA for § =0, respectively. They are both
nonmonotonously, in contrast to the monotonous decrease in
Figs. 3(a) and 3(b). From Fig. 3(c) we see that there is an
optimal maximum J4 at around A ~ 0.25. The reason is that
the increase of A will enhance the transport of heat energy
and also change the interface thermal resistance, which is an
intrinsic factor of heat conduction in network and depends
sensitively on the strength of coupling [39,40]. The com-
petition between these two quantities of coupling strength
and interface thermal resistance makes the crossover of J.,
which also works for the explanation of R,. A quantitative
explanation will be given later with the theory of phonon
spectra.

To understand the results of Fig. 3 better, we show its
temperature distributions for two typical network structures
of 6 = 0.0 and 4.5 in Figs. 4(a) and 4(b), respectively, which
correspond to the two extreme cases of a random network and
approximate regular 2D network for the left part of Fig. 1,
respectively. Three features can be noticed in Figs. 4(a) and
4(b). The first one is that the temperature distributions in
the right part of Figs. 4(a) and 4(b) show a gradient change,
which comes from the homogeneous structure of a regular
2D lattice and is consistent with Fourier’s law. The second
one is that there are more peaks in the left part of Fig. 4(a)
than that in Fig. 4(b). The reason is that the left part of
Fig. 4(a) is a random network and thus has more long links
than that of the approximate regular 2D lattice of Fig. 4(b). It
was pointed out that the long links will usually generate the
platforms of approximately equal temperatures among remote
nodes [39,40], which result in more peaks in Fig. 4(a) than
that in Fig. 4(b). The third one is the jumping of temperature
difference nearby the source nodes. We see that the jump-
ing amplitude is significantly different between Figs. 4(a)
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FIG. 4. Temperature distributions for the network in Figs. 3(a)
and 3(b) with A = 0.0 where § takes 0.0 (a) and 4.5 (b).

and 4(b), confirming the influence of the interface thermal
resistance.

The above rectification effect is caused by rewiring only
the left half of network. An intuitive question is what about
rewiring both the left and right parts of network. To figure out
the answer, we rewire both the left and right parts of network
independently. Then we let the coupling parameter A be oppo-
site for the two parts: we have a positive A > 0.0 for the left
half of network and an equal but negative —A for the right half
of network. Figures 5(a) and 5(b) show the rewiring case of
6 = 0.0 where (a) and (b) represent the dependences of J1 and
R, on A, respectively. We see that with the increase of A, the
heat flux J. decreases monotonically, while the rectification
coefficient R, increases monotonically. Comparing Figs. 5(a)
and 5(b) with Figs. 3(c) and 3(d), respectively, we find two
different points. One is that the behaviors of both J; and R,
are monotonous in Figs. 5(a) and 5(b) but nonmonotonous in
Figs. 3(c) and 3(d). The other is that the varying range of J in
Fig. 5(a) is much smaller than that in Fig. 3(c), and the varying
range of R, in Fig. 5(b) is much larger than that in Fig. 3(d).
We will explain it more in the next section.

The above results are obtained for fixed Ty = 6.0 and
T, = 2.0. It will be interesting to check whether they depend
on the temperatures of source nodes. For this purpose, we have
considered other temperatures and found that the conclusions
remain unchanged. Figures 5(c) and 5(d) show the results for
Ty = 0.6 and T; = 0.2, where the other parameters remain
the same as in Figs. 5(a) and 5(b). Comparing Figs. 5(c) and
5(d) with Figs. 5(a) and 5(b), respectively, we see that they
have the similar variation tendency, confirming that the effect
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FIG. 5. Case of rewiring both the left and right parts of network.
Dependence of J. and R, on A for § = 0.0 and averaged on 40
realizations. (a, b) The case of Ty = 6.0 and 7, = 2.0 with the
Nose-Hoover heat baths; (c, d) the case of Ty = 0.6 and T; = 0.2
with the Nose-Hoover heat baths; and (e, f) the case of T; = 6.0 and
T, = 2.0 with the Langevin heat baths.

of rectification is independent of the temperatures of source
nodes.

On the other hand, it will be also interesting to check
whether the obtained results depend on the thermal baths.
For this purpose, we replace the Nose-Hoover thermostat by
the stochastic Langevin thermostat [5,41]. Figures 5(e) and
5(f) show the results, where the other parameters remain the
same as in Figs. 5(a) and 5(b). Comparing Figs. 5(e) and 5(f)
with Figs. 5(a) and 5(b), respectively, we see that they are
qualitatively the same as each other, confirming that the effect
of rectification is also independent of the heat baths.

IV. A BRIEF THEORETICAL ANALYSIS

We now first use the theory of phonon spectra [9] to
explain the rectification in Figs. 3(c) and 3(d). From Fig. 1
we see that the asymmetry of network mainly comes from the
interface nodes between the left and right parts of network.
For comparison, we choose the interface nodes with the same
degree k; = 4, one from the left part and the other from the
right part of network. We plot their power spectra in Fig. 6
with § = 0.0, where Figs. 6(a) and 6(b) represent the cases
of A = 1.0 and —1.0, respectively. We see that for the case
of A = 1.0 in Fig. 6(a), the bandwidths of power spectra of
these two interface nodes are different: the case of the left
interface node is narrower than that of the right interface node.
On the other hand, for the case of A = —1.0, the bandwidths
of the power spectra of these two interface nodes are inverse,
i.e., the case of the left interface node is larger than that of the
right interface node. Thus, in the case of A = 1.0, the phonon
diffusion is from narrow frequency to wide frequency. As the
narrow phonon band is within the wide phonon band, it is
easy for the phonon to flow from Ty to T, which results in
J+ > J_, but for the case of A = —1.0, the phonon diffusion
is from wide frequency to narrow frequency. In this case, only
part of the wide phonon band overlaps with the narrow phonon
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5000

FIG. 6. Power spectra of the interface nodes with the same
degree k; =4 and § = 0.0 where the blue and red lines represent
the cases of the left and right interface nodes, respectively. Panels (a)
and (b) represent the cases of A = 1.0 and —1.0, respectively.

band, and thus only part of the phonon can be sent from Ty
to Ty, which results in J; < J_. Thus, the rectification effects
will be reversed when A increases from 1.0 to —1.0. Moreover,
the overlapped bandwidth is larger for the case of A = 1.0 than
that of A = —1.0, resulting in that the value of R, of A = 1.0
is smaller than that of A = —1.0.

Then we make a brief theoretical analysis for the mecha-
nism of rectification. We have equations of motion:

, aV(x AV;(x))
X =— ’ _Z ax,]’ (11)

where the first and second terms in the right-hand side of
Eq. (11) come from the potentials of node i and its neighbors,
respectively. Substituting Eq. (3) into Eq. (11), one has

ki
f=—) Gl —xp)+eta—x)’l (12)
j=1

When both the amplitude of x; and ¢ (¢ = 0.1) are small, we
may neglect the nonlinear term in Eq. (12) and obtain

ki
£=Y Cijxj—xi). (13)

Equation (13) has plane wave solutions x; = e/ @~ and
xj = e!zi=i')) 'where I represents the imaginary unit. Sub-
stituting x; and x; into Eq. (13), we can obtain the relationship
between w; and k; as

ki
> Cijll —cos(gjzj — qizi +©)1, (14
=1

12 15

FIG. 7. Case of rewiring both the left and right parts of network.
(a—c) Power spectra of the interface nodes with the same degree k; =
4 and § = 0.0 where the blue and red lines represent the left and
right interface nodes, respectively. Panels (a)—(c) represent the cases
of A = 0.0, 0.5, and 1.0, respectively.

where ® = w;t; — w;t; is a constant. Thus, we obtain the
range of frequency f; = w; /27 as

15)

From Eq. (15) we see that the bandwidth of frequency is
controlled by A. For the case of Fig. 6, i.e., the random
network and 2D regular lattice with half by half in Figs. 3(c)
and 3(d), the bandwidth of the left interface node will increase
when XA decreases. The ranges of the arrows in Fig. 6 show
the theoretical results calculated by Eq. (15). We see that the
theoretical results are consistent with the power spectra in
both Figs. 6(a) and 6(b), indicating that the theory of phonon
spectra explains the effect of rectification very well.

Now we move to the case of Fig. 5(a) and 5(b), i.e., the
case of rewiring both the left and right parts of network.
Figures 7(a)-7(c) show the power spectra of § = 0.0 where
panels (a)—(c) represent the cases for A = 0.0, 0.5, and 1.0,
respectively. We also see that the match or mismatch of
the power spectra between the two coupled interface nodes
controls the heat flux. In Fig. 7(a) with A = 0.0, the phonon
spectra of the two interface nodes are overlapped with each
other perfectly, and thus the heat flux can easily go through
the network. However, with the increase of A, the phonon
spectrum of the left interface node becomes narrower, while
that of the right interface node becomes wider [see Figs. 7(b)
and 7(c)]. Therefore, the rectification effect will be enhanced
when A increases. The ranges of the arrows in Fig. 7(a)-7(c)
show the theoretical results calculated by Eq. (15). We see
that the theoretical results are also consistent with the power
spectra in all the three panels of Fig. 7, confirming again
that the theory of phonon spectra can explain the effect of
rectification.
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V. CONCLUSION AND DISCUSSION

In this work, we have studied the thermal conduction and
rectification in a specific asymmetric network rewired from a
2D regular lattice. In this model, each rewired link is imple-
mented according to the probability P; ; ~ rifjfs , indicating that
a larger 6 will result in a shorter average distance. Further, we
assume that the coupling strength of each link i, j depends
on the distance between the connected nodes i and j by the
form of C;; =r; ", indicating that a larger A will have a
smaller coupling strength. Due to the fast development of
nanotechnology, it is now very easy to fabricate or grow
nanotube or nanowire networks in laboratory [18,52,53]. In
this sense, adjusting the two parameters 6 and A will be
equivalent to controlling the average length of nanowires and
thermal conductivity in real nanonetworks.

Furthermore, we have shown that both parameters § and
A can influence the heat flux of networks and induce a
rectification effect. In particular, there is an optimal A where
the heat flux Jy will reach their maxima. As nanonetworks
have great potential applications in many fields [54,55], the
results obtained in this work may provide some highlights in
controlling heat conduction. For examples, we may choose the

network structure with smaller J.. to make thermal devices so
that the heat dissipation will not be a serious problem. We
may also choose the network structure with larger R, to make
glass windows so that the window will function as a natural air
conditioner to keep a warmer room in the winter and a cooler
room in the summer by overturning the windows.

In conclusion, we have presented a model of complex
networks rewired from a 2D regular lattice to study thermal
conduction and rectification in the nanotube or nanowire
networks. Our results show that both J. and R, can be
manipulated by adjusting the two parameters 6 and A. A brief
theoretical analysis of phonon spectra is used to explain the
numerical results.
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