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Current fluctuations of interacting active Brownian particles

Trevor GrandPre! and David T. Limmer

2%

' Department of Physics, University of California, Berkeley, California 94720, USA
2Department of Chemistry, Kavli Energy NanoSciences Institute, and Lawrence Berkeley National Laboratory, University of California,
Berkeley, California 94720, USA

® (Received 13 May 2018; published 14 December 2018)

We derive the distribution of particle currents for a system of interacting active Brownian particles in the
long-time limit using large deviation theory and a weighted many-body expansion. We find the distribution is
non-Gaussian, except in the limit of passive particles. The non-Gaussian fluctuations can be understood from
the effective potential the particles experience when conditioned on a given current. This potential suppresses
fluctuations of the particles orientations and surrounding density, aligning particles and reducing their effective
drag. From the distribution of currents, we compute the diffusion coefficient, which is in excellent agreement
with molecular dynamics simulations over a range of self-propulsion velocities and densities. We show that mass
transport is Fickian in that the diffusion constant determines the response of a small density gradient, and that
nonlinear responses are similarly computable from the density dependence of the current distribution.
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Persistent currents are the hallmark of a system driven
away from equilibrium. One of the simplest and most fun-
damental problems of nonequilibrium physics is to predict the
structure of the fluctuations of currents around a nonequilib-
rium steady state and to decode the microscopic information
contained in them. Nonequilibrium fluctuation-dissipation re-
lations [1-7], fluctuation theorems [8—13], and thermody-
namic uncertainty relations [14—16] are notable examples of
successes toward this end. Much of this progress has been
underpinned by the study of large deviation functions (LDFs),
which supplies a general framework to compute and charac-
terize fluctuations of extensive observables [17,18]. The LDFs
of the current can be viewed as the analog of a free energy,
making relationships between fluctuations and response to
external perturbations transparent [19-21]. However, the eval-
uation of LDFs for interacting systems remains challenging.
In this Rapid Communication, we characterize the fluctuations
of currents in a system of interacting active Brownian particles
(ABPs) and show how these fluctuations encode the response
of the system.

ABPs are a simple model of active matter, a class of sys-
tems that convert energy from the environment into directed
motion. ABPs evolve nonequilibrium steady states as they
break detailed balance at the single-particle level due to a
constant nonconservative driving force. More than just being
non-Boltzmann, their steady states support unique phenomena
such as motility-induced phase separation [22,23]. Laboratory
realizations of active matter include cellular biopolymers
[24-26], bacteria [27-33], and synthetic colloids [34-38],
with the latter being a direct realization of ABPs [39—41].
Indeed, it has been demonstrated that the center-of-mass
motion for bacteria and biopolymers can be well described
by ABPs with an effective particle size when hydrodynamic
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interactions and internal degrees can be neglected [41-48].
We derive the current LDFs for ABPs and validate it with
molecular simulation. We find that small current fluctuations
are Gaussian, and the associated linear response obeys Fick’s
law, as has been shown for noninteracting ABPs [49]. Large
current fluctuations are non-Gaussian and the associated non-
linear response results from a change in the particle’s orien-
tational correlations, which we characterize with the effective
potential that renders those fluctuations typical.

We consider a collection of N ABPs in two spa-
tial dimensions, whose positions and orientations are de-
noted rV¥ = {r;,rs,...,ry} and 0" = {6,6,,...,0y}, re-
spectively. These dynamical variables are coupled through
their equations of motion, which for the position of the ith
ABP is

t;(1) = Fi[r™ ()] 4 voel6; ()] + n,(0), (1)
and for its corresponding orientation is

6;(t) = n:(1), )

where the dot denotes time derivative, v, is the magnitude
of the self-propulsion velocity, and e[0(7)] = {cos(#), sin(0)}
is the unit vector on a circle. The Gaussian random vari-
ables, 7., satisfy (nqn()) =0 and (nn(Onen)) =
2D nd8(t —t'), where (-) denotes ensemble average. We
use D =1 and D, = 3 in numerical simulations. The par-
ticles interact with a pairwise additive force, F;[rV]=
Z;\;i F(r;j)?;j, where r;; = |r; —r;|, F(r) is assumed to
be short-ranged and repulsive, and # denotes unit vector. In
all the simulations, the system of ABPs interact through a
Weeks-Chandler-Andersen potential [50] given by

4e[(2)2 = ()] +e r<2
0, r =2V,

Ur)= { 3)
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where we set the energy scale, €, and length scale, o, to be 1.
From this potential the force is given by F(r) = —VU(r). All
simulation results are presented in reduced units with time in
units of 7 j = 62/(D,) and currents, J, in units of o/t y. Our
simulations are in two dimensions with a domain of 1000 x
1000 and periodic boundary conditions. We used particle
numbers of N = 1000, 3000, and 5000, which corresponds
to densities of p = 0.1, 0.3, and 0.5. We used a second-order
stochastic Runge-Kutta algorithm [51] with a time step of
8t = 1071y. All data presented were computed with two to
three independent simulations, with a total simulation time
between 500 and 50007y ;, including 2007 of equilibration.
The time-integrated current for particle i is defined as

t
Ji = l/ ar' k() = O 1O @)
tJo t

where the observation time, 7, is assumed to be large. The
total current for all N particles in the system is JV =
{J1,...,Jn}. To characterize the statistics of J N in the
long-time limit, we aim to compute its LDFs. We define a
generating function,

ﬁ()"rN»oN’t)Z/dJNP(rN,ON,JN,t)etxJN 5)

with PV JoN. N ,t) being the joint distribution of ob-
serving all of the particles in a particular position, orienta-
tion, and total integrated current, at time ¢. The vector A is
conjugate to the current vector and exponentially reweights
PN, 0N, JN, 1)

The time evolution of the generating function is given by

AP, rV, 0V, 1)
t

that defines the Lebowitz-Spohn operator [18,52,53]. This
operator has two pieces, LY = L + ALY, where

=LVNP\, PN, 0V, 1) (6)

N
LY =) (Filr" ()] + voel6i ()] + D,V;) - Vi + D0

i=1
(7

is conservative and whose adjoint gives the Fokker-Planck
operator, and the piece dependent on A

N
ALY = 3" (Filx™ ()] + voel6:()] +2D,V; + DA) - A
i=1

®)

does not conserve probability. The spectrum of LY is gen-
erally complex, but its largest eigenvalue is guaranteed to
be real, and whose dependence on A yields the cumulant
generating function (CGF) for the current.

Within this framework we can naturally describe two
limiting cases. First, we can consider the statistics of the
total system current defined as the sum over the individual
particle currents, by setting A = A -1 where A is a scalar
parameter and 1 the identity. However, this case is trivial
because the sum of the interparticle force in Eq. (8) van-
ishes, decoupling the equation into a sum of N independent
equations. In this case, the total current CGF is equivalent

to N times the CGF for a single ABP. Alternatively, we can
consider the current statistics of a single tagged ABP, subject
to the interactions of the surrounding particles. This is done
by setting A to be a vector with a single nonzero element,
A={0,0,0,...,X,...,0,0,0}. This second case contains
the first in the limit of low density, and provides additional
information on the dependence of current fluctuations on
interactions. In the following we will consider the second
definition.

In order to calculate the CGF for a tagged particle, we
first introduce a weighted many -body expansion that fol-
lows from a Bogoliubov-Born-Green-Kirkwood-Y von-like
hierarchy [54]. Specifically, we define an n-particle reduced
generating function

5 N!
PMG,r", 0", 1) = —//dr(N‘")dﬂ(N’”)

(N —n)!

x PO, rN, 0N 1), 9

which, when introduced into Egs. (6)—(8), results in a set
of coupled evolution equations for different P"’s. We close
the single-particle equation with the two-particle generating
function, decomposed as

PO r,0,r,0,1)

r,o,r,0,t)=— — ,
il )= OG0, 0POGL 0 1)

(10)

where g, (r,0,r’,6', t) is the pair distribution function con-
ditioned on a given current through A [55,56]. This function
can be simplified when the system is in a homogeneous
steady state and assuming that it does not depend on the
difference in orientations between particles. In this limit,
o(r,0,r', 0, 1)~ g.(r, 9), where ¢ is the angle of the dis-
placement vector of two particles relative to the orientation of
the particle at the origin. This closure to the many-body hierar-
chy was introduced previously for the case of A = 0 [57-60].

The equation of motion for the single-particle generating
function will depend on the average interparticle force. We
can decompose this force into components in the parallel and
perpendicular direction of the self-propulsion; however, this
will result in an average force that depends on both the relative
angle between the interparticle displacement vector and the
tagged particle’s orientation. Following Speck et al. [57], if we
approximate the component perpendicular to the orientation
as that parallel to the surface of the particle, this will uncouple
these two terms allowing for the expansion to be closed.
This approximation to the perpendicular force is exact in the
limit of passive particles, where there are no orientational
correlations, and is numerically accurate when the parallel
component is much larger than the perpendicular component,
as occurs for v, > 1.

As we consider only homogeneous systems, for notational
simplicity and without loss of generality we restrict our atten-
tion to currents in just the x direction. Under these assump-
tions, we obtain the evolution operator for the single-particle
generating function for currents,

Ly = Vi(p)cos(0)(d; + 1) + Di(p)(@, + 1)* + D,d7,
(11)
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that has the same drift-diffusion form as an independent ABP,
but with renormalized effective propulsion speed, V; (p), and
translational diffusion constant, D(p), where p is the local
density, which in the homogeneous assumption is taken as the
bulk density. The adjoint of the operator in Eq. (11) evaluated
at A = 0 yields the propagator for the single-particle density.

Both V;(p) and D;(p) in principle depend on p, v,, and A,
through the state-dependent pair-correlation function. Within
this force decomposition, Di(p) is the diffusion coefficient
for a system of interacting passive Brownian particles and we
have found that for the conditions we study, D;(p) can be ap-
proximated by the mean-field form, D;(p) =~ D¢(1 — p) [59].
The effective propulsion speed takes the form V; (p) = v, —
08 (p) where p&; (p) is an effective drag. This drag is given
by an integral over the interparticle force

oo 2
Cx(p)zfo dr/o d¢rcos()g(r,¢)F(r) (12)

weighted by the pair distribution function. This coefficient
describes the decrease in the effective velocity of a tagged
particle due to the increased density of impenetrable particles
in the direction of self-propulsion [57]. In the following, we
take p&,(p) as input for our evaluation of the CGF, though
simple approximations to &, (o) exist in specific limits [61].

Using these definitions, we are able to solve for the CGF
for this effective single-particle description of the system
by the largest eigenvalue of the equation L,v; = ¥ (A)vy,
with ¥ ()) being the CGF and v, its corresponding right
eigenvector. The solution is given by the zeroth characteristic
function of Mathieu’s equation [62], with a representation for
small A given by the expansion,

Y (A) = D(p)A?

Z(p) TZ(p) | 2920 (p)
2 32 144

with z, (p) = Vi (p)A/D;. The CGF is symmetric about A = 0
as a consequence of spatial inversion symmetry and retains
all even powers, alternating in sign. The terms up to second
order in A represent the Gaussian contribution. All higher
order terms in A give the non-Gaussian behavior. Specifically,
the excess kurtosis, which is a common metric for Gaussian

+Dr[ ]+O(x8> (13)

deviations, is given by the term that is quartic in A. For passive
particles z;(p) = 0, and ¥ (1) reduces to that for Brownian
motion with an effective diffusion constant, D(p). In the limit
that the particles are noninteracting, or p — 0, our results
reduce to those obtained previously [63].

Given the CGF, the rate function for current fluctua-
tions can be computed from the Legendre-Fenchel transform,
1(J) = max,[AJ — ¥ (X)], where I(J) is minus the logarithm
of the probability of J divided by the observation time.
Figure 1 shows the rate functions computed from the cloning
algorithm [64,65] and predictions from yr(A). For a variety of
different p’s and v,’s we find quantitative agreement between
the analytical result and the simulations. Small fluctuations
around J = 0 are Gaussian as expected, but larger fluctuations
are markedly non-Gaussian, revealing fluctuations that are
more rare than anticipated from the time-intensive variance,
t(J?). The deviations from Gaussian behavior become more
distinct with increasing v, and decreasing p as highlighted in
Fig. 1 by scaling the current by /#(J?2).

We can gain insight into the shape of 7(J) by construct-
ing an auxiliary process that generates the same ensemble
of trajectories in the long-time limit as the original model
conditioned on a given current [17]. The auxiliary process is
a transformation of the Lebowitz-Spohn operator,

L5 =v(0) Liva(0) — ¥ (1)
=Ly~ 2D(p)A0x + 2D;04 In v, (0)0g, (14)
which leaves the diffusion terms unmodified, but adds ad-

ditional drift terms that restore normalization. The auxiliary
process for a tagged particle is

F(1) = F[r" (t)] 4 voe[0(t)] 4+ 2D (p)A& + (1),  (15)

where the added force is a constant proportional to A in the x
direction. The equation of motion for the orientation includes
a force, F(0) = 2D, 0y In v, (6), which for small A is

6 (t) = =2V, (p)rsin(0) + (1), (16)

where the force has an amplitude that depends on A directly
and through the A-dependent drag coefficient, ¢;(p). The
exact form of v, (6) can be evaluated by basis set expansion
of Eq. (11) [63], and ¢, (p) can be evaluated self-consistently

FIG. 1. Comparison between the analytical rate function and its numerical evaluation. (a) Rate functions for p =0 and v, = 5 (red
squares), 10 (blue circles), and 60 (black triangles). (b) Rate functions for p = 0.1 and v, = 10 (red squares), 30 (blue circles), and 60 (black
triangles). (c) Rate functions for v, = 10 with p = 0.1 (red squares), 0.3 (blue circles), and 0.5 (black triangles). Shown are the Legendre
transforms of Eq. (13) (solid lines), numerical simulations (symbols), and reference Gaussian (dashed line).
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FIG. 2. Analysis of the auxiliary process. (a) The effective forces
for v, = 10, p = 0.1 and A = 0.1 (dashed dotted blue), 0.3 (solid
red), and 0.5 (dashed black). (b) Damping coefficient, ¢, as a
function of A for v, =10 and p = 0.1 (blue circles), 0.3 (red
triangles), and 0.5 (black squares). Dashed lines are a guide to the
eye. (¢),(d) The average current from the auxiliary process. (c) (J)x
for p = 0.1 and v, = 10 (blue circles) and 30 (red triangles). (d) (J)x
for v, = 10, and p = 0.1 (blue circles), 0.3 (red squares), and 0.5
(black triangles). The symbols are the results from simulations. The
solid lines represent the derivative of the CGF and the dotted lines
represent its limiting behavior.

using the generalized variational principle of Ref. [66], as
direct evaluation of g, (7, ¢) is exponentially difficult. From
the result in Eq. (15), we could easily generalize to two-
dimensional bias by adding one additional term of 2D;(p)A Y.

Within the auxiliary process, rare large currents result from
the effective force that confines the orientation of the active
particle to a given direction. This is shown in Fig. 2(a), where
the force has stable points at & = 0 and m, depending on
the sign of A, with an amplitude that grows with increasing
A [63]. Additionally, the effective drag from the surrounding
particles is reduced with increasing magnitude of A. Shown in
Fig. 2(b) is ¢, (p) computed from the molecular simulations
for a variety of densities. From inversion symmetry, ¢; (o) is
an even function about A = 0, and we find for small values
of |A|, it decreases quadratically. In the large |A| limit, we find
that ¢, (o) decreases exponentially to 0, resulting in effectively
free particle evolution. This decrease reflects the reduced
probability of particle collisions in the direction of the bias
and the onset of hyperuniformity [67,68].

Derivatives of 1(A) provide the cumulants of J,
d"y(X)/d\" = C§, with the first, C,{ = (J),, yielding the
average current, and the second, C? = t((J — (J),)?),, its
variance. When evaluated at A = 0, these are cumulants of the
original model, but for A # 0, these report on rare fluctuations
into the tails of 7(J). Shown in Figs. 2(c) and 2(d), are the
average currents computed at finite A, from the exact solution

FIG. 3. (a) Density-dependent effective diffusion constant for
v, = 0 (blue circles), 1 (red squares), and 60 (black triangles). The
symbols are the results from simulations. The filled shapes are from
the mean-squared displacement, open shapes are from an imposed
density gradient, and the solid lines from Eq. (18). The inset shows a
snapshot of the simulation with an imposed density gradient and bulk
density of p = 0.2. The density and diffusion profiles along the width
of the channel for (b) v, = 60 p = 0.1 and (c) v, = 60 p = 0.5. The
dashed red lines are the predicted values.

of the eigenvalue equation and from evaluating Eq. (4) directly
from simulations of the auxiliary process defined in Eqgs. (15)
and (16). For small A, the current increases linearly from 0
with a slope set by variance at A = 0, as is expected from
linear response. For large A, the system exhibits nonlinear
response, manifesting the non-Gaussian current fluctuations.
In this limit, the slope decreases dramatically. The asymptotic
limit of this secondary response is given by an offset of v,
and slope that depends only on the D¢(p). The origin of
this dependence is clear from the auxiliary process. For large
[Al, Vi(p) = v,, and the force on the orientation suppresses
angular fluctuations. An analysis of this limit provides an
asymptotic form for ¥ (1),

Y (A) = Di(p)A? £ voh, A — o0, (17)

which shows that the tails of the /(J) are given by an effec-
tive Gaussian with mean, v,, a much smaller variance than
at A = 0. We note a simple effective temperature mapping
between Brownian particles and ABPs would not explain the
observed non-Gaussian fluctuations or concomitant secondary
response [69-72]. Further, this qualitative behavior of two
different effective diffusion constants for small and large
fluctuations has been observed recently in active biopoly-
mers [73,74].
We conclude with a discussion of the second cumulant,

V02 (p)

by

C(p) = 2Di(p) + = 2D(p). (18)
that we define as twice a collective diffusion constant, D(p).
In Fig. 3, numerical results obtained from simulations of the
mean-squared displacement divided by a diffusive observation

060601-4



CURRENT FLUCTUATIONS OF INTERACTING ACTIVE ...

PHYSICAL REVIEW E 98, 060601(R) (2018)

time are plotted in excellent agreement with predictions from
Eq. (18). This form of the diffusion coefficient has been
shown to agree with simulations previously, and was derived
by a moment expansion of the joint position and orientation
distribution [22,75-77]. This density dependence of D(p) was
shown by others [57,58,78] to correctly predict the spinodal
instability signaling the onset of motility-induced phase sepa-
ration [61].

The current fluctuations encoded by D(p) provide the
response of a hydrodynamic current, J,, generated from a
slowly varying spatial density, o(x). From the Kramers Moyal
expansion [79], J, can be generally expressed as a gradient
expansion

n!

00 1y
I, = —Z( L M polo(o), (19)
n=1

where M"[p(x)] is the local density-dependent nth moment
of the current, ((J — (J))"). To first order, the mass cur-
rent is linear in the density gradient and is given by Fick’s
law, J, = —D(p)(dp/dx), where D(p) is the proportionality
constant relating the current to the gradient resulting from
identifying the second moment with the second cumulant.
For small average currents we have (J), =~ 2D(p)X, which
shows that at linear response, A can be related to an affinity
for this nonequilibrium system. We have computed D(p) from
—J,/(0p/0x) by simulating an open channel in contact with
two reservoirs. As shown in Fig. 3(a), we find good agreement
with D(p) computed in this way and from ¥ (A).

The presence of the walls results in a nonuniform den-
sity distribution in the direction orthogonal from the walls,
with decay lengths that increase with p and v, as found
previously [41,49,80-84]. We simulate channels that are wide
enough to be bulklike in the center of the channel. A boundary
layer that results from the particle accumulation at the wall
has a reduced local diffusion constant parallel to the walls.
This is due to the increased density and the correlation of
the self-propulsion vector and the normal force of the wall.
Figures 3(b) and 3(c) show two representative diffusivity and
density profiles at large v, and small and large p. The range
over which the diffusion constant reaches its bulk plateau

value determines the effective width of the channel for com-
puting the response due to the density gradient. Additional
simulation details and discussion of the density layering near
the walls can be found in the Supplemental Material [61].

From (1), we have access to all moments of J, and
together with its p dependence this framework allows us
to quantify higher order responses [61] that are not nat-
urally considered in standard field-theoretic treatments of
ABPs [57-59,70,75]. While our focus has been on ABPs, the
framework we have presented is general and allows for the
quantification of current fluctuations, and the calculation of
transport coefficients for continuous interacting systems. For
ABPs, we found that large current fluctuations near the mean
are not representative of rarer fluctuations which are restricted
as a result of coherent active movement. These specific results
are consistent with deviations from Gaussian behavior that
have been reported in recent experimental studies of active
colloids [85,86]. Furthermore, our results may explain the
center-of-mass motion of cellular biopolymers that exhibit
two types of transport characterized by two different diffusion
constants for small and large fluctuations [73,74].

While other types of active matter such as active rods,
biopolymers, and bacteria behave like ABPs in specific limits,
each also adds complexities not accounted for in our present
treatment. These include additional interactions like those due
to preferential alignment or hydrodynamics, and internal de-
grees of freedom [40,80-86]. Developing many-body closures
appropriate for these contexts can take inspiration from pre-
vious work on molecular fluids like the reference interaction
site model [87] and polymer reference interaction site model
equations [88], and is an interesting direction for further study.
Finally, while we have focused on current fluctuations, our
development of the weighted many-body expansion provides
a way to calculate the LDFs of other relevant quantities
for nonequilibrium systems such as activity [56,68,89-92],
entropy production [93-96], and density [76,97] that are
currently difficult to estimate.

D.T.L was supported by UC Berkeley College of Chem-
istry. T.G.P was supported by the Kavli Energy NanoSciences
Institute. We thank Katherine Klymko for help in setting up
simulations.
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