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Extreme events in systems with discontinuous boundaries
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We describe a class of extreme events emerging in systems with discontinuous boundaries that exhibit stick-
slip dynamics. This kind of systems is capable of generating extreme events when the system trajectory sticks
to a sliding set and slides for a relatively large distance along the discontinuous boundary to one of the system’s
subspaces. We present two examples of such systems, a microelectromechanical cantilever and a driven class-B
laser, where this type of extreme events appear. We show that their forecasting is possible by monitoring the
sliding trajectory along the discontinuous boundary. In both cases, the probability distribution of recurrence
times exhibits a power-law behavior, typical for extreme events. The results of this study can be of interest for
engineering applications, for example, to predict extremely large-amplitude oscillations in cantilevers, systems
with friction, lasers, and other systems with discontinuous boundaries.
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I. INTRODUCTION

Extreme events are rare unexpected events suddenly oc-
curring in nature, engineering, and social life. Examples of
such events are rogue waves, cyclones, tsunamis, floods,
droughts, earthquakes, finance pandemics, influenza, power
outages, material ruptures, explosions, chemical contamina-
tion, etc. [1–4]. Even though the emergence of extreme events
is not likely, they can produce enormous destruction and
economic losses. Therefore, many researchers from different
areas of science have been focusing in studying the mech-
anisms underlying such events in order to anticipate their
appearance.

Though there is no strict mathematical definition of ex-
treme events, it is largely accepted that they imply a heavily
tailed probability distribution and at least four times the
standard deviation over peaks’ average. Using the above
criteria, the extreme events have been identified in linear
[5–9] and nonlinear [10–19] dynamical systems, modeled by
partial and ordinary differential equations and observed in
superfluid helium [5], plasma [7], optical fibers [6,15], lasers
[16,17,20], forced Liénard system [19], gravity and capillary
waves [21], etc. The experimental evidence of extreme events
has also been demonstrated in many scientific laboratories
[5–8,10,16,17,19–22].

The underlying mechanisms of extreme events were shown
to have either stochastic or deterministic nature. While in
noisy systems, extreme events can arise due to multistabil-
ity [16] or noise-induced transitions far from equilibrium
[23], in pure deterministic systems, they can appear due
to nonlinearity and chaos [17,20,24–26]. Despite extensive
studies of extreme events, their origin in many dynamical
systems remains unknown. The classical theory of extreme
values says that they can obey various statistical distributions,
such as Fréchet, Gumbel, Weibull, etc., depending on the

probability density tail [27]. Although there are no universal
rules for all existing extreme events, we may expect that some
classes of extreme events obey specific laws. The discovery
of common properties inherent to a certain class of extreme
events remains a challenge for nonlinear dynamics.

In this paper, we introduce a new class of extreme events
which emerges in dissipative systems with discontinuous
boundaries. Such systems are frequently encountered in many
fields of science and engineering, from the cantilever bridge
over the Rhine River between Germany and France to com-
plex electronic and optical devices. The examples include
systems with friction [28], micro-electro-mechanical system
(MEMS) cantilevers [29], class-B lasers [24,30,31], the Olsen
model for the peroxidase-oxidase reaction [32], mass-spring-
damper oscillator [33], etc. The existence of a sliding portion
along the discontinuous boundary is a specific feature of these
systems. The basic concept of systems with discontinuous
boundaries was developed by Filippov [34]. Since then, many
scientists have used and extend the Filippov’s theory to inves-
tigate dynamics of such systems [33,35–38].

The sliding motion is a constrained evolution of the tra-
jectory in a subset of the system’s state space. The transition
between orbits with and without sliding portions occurs in
a discontinuous bifurcation [35], also known as a sliding
bifurcation [36]. This bifurcation, typical in nonlinear systems
with discontinuous vector fields, can occur due to a piecewise
function, discontinuity in equations, singularity, or boundary
conditions. It is worth noting that the sliding bifurcation
through stick-slip motion was also studied in the context
of earthquakes [39] which emergence was referred to self-
organized criticality [40]. However, the mechanism behind the
extreme events in the systems with discontinuous boundaries
and the stick-slip bifurcation is not yet well understood.

Here we consider two paradigmatic examples of systems
with discontinuous boundaries, namely, a cantilever-based
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FIG. 1. Schematic representation of a system with a discontinu-
ous boundary.

MEMS and a modulated CO2 laser, both having discontinuous
boundaries, the former because of singularity, while the latter
due to boundary conditions. We demonstrate that near a stick-
slip bifurcation, the system trajectory sticks and slides along
the discontinuous boundary, and after slipping away from
the boundary, it makes a long excursion that results in a
large-amplitude oscillation. However, this bifurcation never
occurs when the trajectory is far away from the discontinuous
boundary; it only appears when the trajectory approaches the
boundary.

The paper is organized as follows. In Sec. II we describe
the system with a discontinuous boundary in a general form.
Then, in Secs. III and IV we consider particular examples of
systems with discontinuous boundaries, namely, the MEMS
and laser models. Finally, in Sec. V we summarize our results.

II. DYNAMICAL SYSTEMS WITH DISCONTINUOUS
BOUNDARIES

In general, a system with a discontinuous boundary (Fig. 1)
can be written in the vector form as follows:

ẋ =
{

g1(x), x ∈ S1

g2(x), x ∈ S2

}
, (1)

where ẋ is the time derivative of vector variable x and g1 and
g2 are vector fields in subspaces S1 and S2, respectively, sep-
arated by discontinuous boundary � = {x ∈ R2 : H (x) = 0},
where H (x) represents a nonvanishing smooth scalar gradient
function on �, such that S1 = {x ∈ R2 : H (x) < 0} and S2 =
{x ∈ R2 : H (x) > 0}.

The discontinuous boundary � can be either infinite in the
presence of singularity or closed in the presence of a bound-
ary equilibrium point. The inequality g1 �= g2 takes place in
all points on �. There is a point in the sliding set �S =
{x ∈ � : σ (x) � 0} [σ (x) = 〈Hx (x), g1(x)〉〈Hx (x), g2(x)〉],
where the vector fields g1 and g2 are tangent to � [41].

The system trajectory starting at initial condition x(0)
in region S1 is attracted to a unique solution x(t ). If the
trajectory is far away from �S , then the solution of Eq. (1)
is either a stable limit cycle or a fixed point. The trajectory
x(t ) reaches the sliding set �S at the moment t1 and leaves
it at t2. Thus, the sliding trajectory flows along �S from
point x(t1) to point x(t2) (t2 > t1), passing the sliding distance
xsd = x(t2) − x(t1).

FIG. 2. MEMS vector field near the discontinuous boundary at
x = 1.

Due to the discontinuity, there is a boundary equilibrium
tangent point, so that the trajectory begins to recede from the
sliding set �S at point x(t2), making a long excursion and
remaining in S1 for the entire time t > t2, never entering S2.

III. SLIDING BIFURCATION AND EXTREME EVENTS
IN MEMS CANTILEVERS

To elucidate how the discontinuity-induced bifurcation
leads to extreme events, let us consider first a MEMS can-
tilever consisting of a nonlinear mass-spring-damper system
with external electrostatic action. It is worth mentioning that
MEMS technology is widely used in miniaturized structures,
such as microelectronics, microsensors, and microactuators.
It conveys the advantages of miniaturization of multiple
components to design integrated electromechanical systems
and microsensors for almost every possible sensing modality,
including pressure, radiation, temperature, inertial force, mag-
netic field, chemical species, etc. [42].

A. MEMS model

The dimensionless MEMS model is given as [29]

ẋ = y, ẏ = −γy − x + β2

(1 − x)2
+ α cos(ωt ), (2)

where variables x and y are related to the displacement and
electrostatic voltage, respectively, and α and ω are the am-
plitude and frequency of an external disturbance. The system
Eq. (2) has a discontinuous boundary � due to the presence of
singularity at x = 1. Therefore, the system has two subspaces
S1 and S2 at x > 1 and x < 1, respectively.

In Fig. 2 we plot the vector field of the MEMS cantilever in
the absence of external perturbation, i.e., for α = 0. The red
vertical line at x = 1 indicates the discontinuous boundary �.
The shaded regime in aqua color shows the sliding set �S ,
where the vector field of MEMS is tangent to the discontin-
uous boundary. When the trajectory enters into any point of
this sliding set �S , it slides for a longer distance near the
discontinuous boundary �.
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FIG. 3. Stability of fixed point x∗
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(a) α for β = 0.318 and (b) β for α = 7.99.

B. Stability analysis

Due to nonlinearity in the electrostatic action, the MEMS
cantilever can be unstable. With parameters γ = 0.709 and
β = 0.318 without external forcing (α = 0), the system
Eq. (2) has three fixed points (two stable and one unstable),
whereas in the presence of external perturbation with ω =
1.28 and α > 0.138, there is only one equilibrium point
(stable focus) at x > 1. Figure 3 shows the positions of these
fixed points with respect to the control parameters α and β.
From Fig. 3(a) one can see that when the amplitude α of the
external forcing increases, the equilibrium points x∗

1 and x∗
2

collide at α = 0.138, so that beyond this amplitude only one
stable equilibrium remains.

Figure 3(b) shows that when β = 0 the system has one
stable equilibrium point at (0,0) and has no sliding orbit or
discontinuous boundary. However, when β > 0 the sliding
orbit arises in the sliding bifurcation. In the range 0 < β <

0.38, three equilibrium points coexist and beyond β > 0.38
the equilibrium points x∗

1 and x∗
2 collide and disappear, so

that only one stable equilibrium point remains. Thus, for
the chosen parameters α = 7.99, γ = 0.709, β = 0.318, and
ω = 1.28 the trajectories started in the subspace S1 always
remain in it. When the trajectory approaches the discontinuous
boundary at x = 1, it sticks to the sliding set, slides for a large
distance and slips for a long excursion in the subspace S1.

C. Extreme events in MEMS

For definition, we consider the displacement of x as an
extreme event, when it exceeds 4 times the standard deviations
σx over average peak amplitude 〈x〉, i.e., the extreme event
amplitude is defined as xEE = 〈x〉 + nσx , when n � 4. We
find that MEMS satisfies this criterion when the modulation
amplitude α exceeds a threshold value αth = 7.7. In the right
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FIG. 4. (a) (Left) Probability distribution function (PDF) and
(right) time series of dynamical variable x for α = 7.99, γ =
0.709, β = 0.318, and ω = 1.28. The upper horizontal red line
shows the threshold value for extreme events (n = 4) and the
lower horizontal green line represents average peak amplitude 〈x〉.
(b) Probability of recurrence times (PR) exhibiting a power-law
behavior (blue curve) with characteristic exponent q = 6 (in log
scale with base 10). (c) Scaling exponent of probability distribution
of recurrence times versus α.

panel of Fig. 4(a) we show the time series of the variable x,
where the extreme pulses (above the n = 4 threshold) can
clearly be distinguished. In the left panel in the same figure,
we plot the corresponding probability distribution function
(PDF), which exhibits a long-tailed behavior, typical for ex-
treme events.

The extreme behavior can also be characterized by the
probability of recurrence times (PR) versus return inter-
vals (R) between subsequent events given as

log10(PR) = p log10(R)q + r, (3)

where p and r are constants used to fit the data in Fig. 4(b)
and q is the scaling exponent. Our results show that similar
to other systems [4,43], the extreme events in MEMS exhibit
a power-law probability distribution of the recurrence times
(PR). The dependence of the scaling exponent q on the
modulation amplitude α is shown in Fig. 4(c), when all other
parameters are fixed. One can see that q linearly decreases as
α is increased.

Next, we are interested in how the maximum amplitude
max(xEE) of the extreme events during a relatively long time
(t = 10 000) depends on the modulation amplitude α. As
shown in Fig. 5 by the blue curve, for small α, max(xEE)
exhibits an approximately linear growth as α is increased.
Whereas, when α exceeds a threshold value (α > 7.5), the
character of this dependency changes, max(xEE) increases
approximately exponentially with α. At the same time, the
average value of the variable 〈x〉 remains almost independent
of α, as shown in the same figure by the red lower line.

We also calculated the number of standard deviations over
the average value 〈x〉 corresponding to max(xEE) using the
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rion are marked as “No EE” and “EE,” respectively.

following equation:

nmax = max(xEE) − 〈x〉
σx

. (4)

The dependency nmax(α) is shown in Fig. 5(b). One can see
that the character of the curve changes when α exceeds 7.4,
where it sharply goes up, thus representing a strong sensitivity
to α.

The extreme events in MEMS appear in a certain range of
the modulation amplitude α and frequency ω. In Fig. 6 we
plot the diagram of extreme events in the (ω, α)-parameter
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FIG. 6. Two-parameter diagram of extreme event maximum am-
plitude max(xEE ) in (ω, α)-parameter space. Extreme events appear
in the orange area marked as EE.
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FIG. 7. Phase-space trajectories of modulated MEMS with α =
2 (red), α = 4 (yellow), and α = 7.99 (green). The inset represents
zoom close to the discontinuous boundary �S at x = 1 marked
by the dashed vertical line. The red and yellow trajectories are
far from �S and do not exhibit extreme events. Instead, the green
trajectory approaches very close to the discontinuous boundary and
then reaches the extreme value.

space. The colors indicate the maximum amplitude max(xEE)
of extreme events. The regions without extreme events (No
EE) and with extreme events (EE) are clearly seen in the
figure. The tongue structure appears due to a resonance ef-
fect when the modulation frequency is close to the natural
frequency (around 2) and its subharmonic frequency.

For a better understanding of the mechanisms underlying
the emergence of extreme events, in Fig. 7 we plot the phase-
space trajectories for three different values of the modulation
amplitude: (i) α = 2 (red), (ii) α = 4 (yellow), and (iii) α =
7.99 (green). While the trajectories (i) and (ii) do not dis-
play extreme events, the trajectory (iii) does exhibit extreme
events. In the inset in Fig. 7, one can see that the trajectories (i)
and (ii) are always far away from the discontinuous boundary
�S at x = 1, and therefore they do not exhibit extreme events
because the system does not undergo a stick-slip bifurcation.
Instead, the trajectory (iii) approaches very close �S that
results in sticking and sliding over a long distance and finally
repulsing for a long excursion.

D. Prediction of extreme events in MEMS

The presence of a large sliding trace along the discon-
tinuous boundary �S allows the extreme event prediction,
which can be made by monitoring the phase-space trajectory
and time series. As seen from Fig. 7, prior to the extreme
event occurrence, the trajectory undergoes a very large sliding
motion along x ≈ 1. This behavior can also be distinguished
in the time series shown in Fig. 8(a), where a large y peak
amplitude appears before the variable x begins to increase.
Figure 8(b) shows that the extreme events in variable x occur
when the sliding distance ysd exceeds a critical value yc. For
a relatively large sliding distance (ysd > 20), the peak ampli-
tude max(x) is proportional to ysd and can be approximated by
the linear relation xEE = 0.4605ysd − 1.42 [Fig. 8(c)]. Small
peak y values in the shaded area in Fig. 8(c) correspond to
nonsliding trajectories, which are far from the discontinuous
boundary. The extreme events in x can be forecasted with
time tf before the event reaches its maximum amplitude by
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FIG. 8. Extreme event forecasting in MEMS. (a) Time series of
variables x and y. The variable y exhibits a long sliding motion
before the extreme event occurs in the variable x. The shaded area
shows forecasting time tf . (b) Time series of events in x (green)
and sliding distance ysd (blue). (c) Linear relation between event
amplitude max(x ) and sliding distance ysd in the sliding regime, and
nonlinear in the nonsliding regime (shaded area).

identifying the sliding distance ysd and its threshold value yc.
The longer the sliding trace in y, the higher the extreme event
in x (see Supplemental Movie [41]).

IV. SLIDING BIFURCATION AND EXTREME EVENTS
IN A CLASS-B LASER

A. CO2 laser model

To demonstrate the generality of this phenomenon, we
consider another example of a nonlinear system with a discon-
tinuous boundary, namely a single-mode CO2 laser modeled
by the following equations [31]:

İ = τ−1(N − k(t ))I, Ṅ = (N0 − N )γ − IN, (5)

FIG. 9. (a) Nullcline (red line) and equilibrium points EP1 and
EP2 (red and black dots) of Eq. (3). (b) Vector field of the CO2 laser
near the discontinuous boundary at I = 0.

where I is proportional to the mean radiation density, N is the
laser gain, N0 is the unsaturated gain of the active medium,
γ is the gain decay rate, and τ is the half round-trip time
of light in the resonator. Here, k(t ) = k0(1 + a cos 2πf t ) is
the modulated cavity losses, k0 is the constant part of the
losses, and a and f are the driving amplitude and frequency,
respectively. In this paper, we use the following constant
parameters: γ = 1.978 × 105 s−1, τ = 3.5 × 10−9 s, N0 =
0.175, k0 = 0.17, and f = 208.25 kHz.

Since the CO2 laser belongs to class-B lasers, in the
absence of external perturbation (a = 0) it behaves as a
damped oscillator, which trajectory converges to a stable
equilibrium point given as IS = γ (N0/k0 − 1) and NS = k0.
Another equilibrium point lies on the boundary at IS = 0 and
NS = N0. Figure 9(a) shows the nullclines of the CO2 laser in
the absence of external forcing. It is clearly seen the presence
of two equilibrium points, fixed point (EP1) and saddle-node
point (EP2). The latter point is situated on the boundary I = 0
and creates a closed discontinuity in the system, imposed by
the fact that the intensity cannot be negative (I � 0).

In Fig. 9(b) we plot the vector field of the CO2 laser in
the absence of external perturbation, i.e., for a = 0. Since the
CO2 laser displays a sliding set �S near the discontinuous
boundary I = 0, the trajectory stays in the subspace S1.
Therefore, the driven CO2 laser is a typical example of a
slick-slip system, able to exhibit extreme and super extreme
events in the form of large-amplitude oscillations created by a
sliding orbit.
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B. Extreme event prediction in the CO2 laser

Figure 10 shows the phase-space trajectories of the CO2

laser for three different values of the driving amplitude:
(i) a = 0.05 (red), (ii) a = 0.10 (black), and (iii) a = 0.19
(green). Similarly to the MEMS cantilever, the trajectories
(i) and (ii) do not exhibit extreme events, whereas the tra-
jectory (iii) shows extreme events. From the inset in Fig. 10,
we can see that the trajectories (i) and (ii) are far away from
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FIG. 12. Characteristic exponent of probability distribution of
recurrence time between extreme events in the CO2 laser as a
function of modulation amplitude a.

the discontinuous boundary �S at I = 0, and therefore, the
system does not undergo a stick-slip bifurcation. Instead, the
trajectory (iii) approaches �S , that results in sticking and
sliding over a large distance, and makes a long excursion.
In the laser, the extreme events are observed close to interior
crisis, and the sliding bifurcation occurs just before the crisis
point.

The mechanism of extreme events in the CO2 laser can
be better understood by considering the time series of N and
I shown in Fig. 11(a). Using the same n = 4 criterion as in
MEMS, the laser emits extreme intensity pulses after time tf
when N crosses the threshold value NC = 0.158, where NC

is defined as NC = N0 − Nsd with the critical sliding distance
for extreme events being Nsd = 0.017. One can see that before
emitting the extreme pulse, the trajectory stays far away from
the discontinuous boundary I = 0, whereas in the regime of
extreme events the trajectory approaches closer to I = 0. At
the same time, the variable N almost reaches the boundary
equilibrium point N0 = 0.175.

The extreme events in the CO2 laser also obey a linear
dependence of the maximum amplitude I/IS on Nsd, i.e.,
IEE = 2.9 × 103Nsd − 17.32, as shown in Fig. 11(b).

Similar to the MEMS cantilever, the emergence of extreme
events in the CO2 laser can be predicted by monitoring one
of the variables, in particular, by measuring the sliding dis-
tance Nsd. Practically, this can be done using the experimental
technique proposed in Ref. [30].

The probability distribution of recurrence time in the CO2

laser also obeys a power law. However, in contrast to MEMS,
the scaling exponent grows as the modulation amplitude is
increased. This dependence is shown in Fig. 12, when other
laser parameters remain fixed. One can see that q grows
approximately linearly as a is increased.

V. CONCLUSION

To conclude, we have introduced a new class of extreme
events which appear in dissipative dynamical systems with
discontinuous boundaries. These systems exhibit extreme
events when the trajectory approaches very close to the dis-
continuous boundary due to the existence of both a sliding
set and a stick-slip bifurcation. The amplitude of the extreme
event is related to the sliding distance of the trajectory along
the discontinuous boundary and obeys a power-law probabil-
ity distribution of recurrence time. Early warning signals of
this kind of extreme events can be detected by monitoring
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the phase-space trajectory or directly from time series of the
sliding variable. The longer the sliding distance, the stronger
the extreme event.

As examples of such systems, we have considered a
MEMS cantilever and a loss-modulated CO2 laser. In both
cases, the probability distribution of recurrence time displays
a power-law scaling behavior, typical of extreme events. We
have shown that the emergence of extreme events in both cases
can be predicted by measuring the sliding distance of one of
the variables.

We believe that the results of this work are not only of
fundamental interest but can also be useful in engineering

applications for characterization and prediction of extreme
events in systems with discontinuous boundaries, such as
cantilevers, systems with friction, lasers, etc.
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