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Expansion of a collisionless hypersonic plasma plume into a vacuum

Yuan Hu and Joseph Wang”

Department of Astronautical Engineering, University of Southern California, Los Angeles, California 90089-1192, USA

® (Received 24 April 2018; published 20 August 2018)

Both fully kinetic and hybrid particle-in-cell (PIC) simulations are performed to investigate the two-dimensional
(2D) expansion of a collisionless, hypersonic plasma plume into a vacuum. The fully kinetic PIC simulations are
carried out using the real ion-to-electron mass ratios of H*, Ar*, and Xe™, while the hybrid PIC model assumes
the electrons to be a massless, isothermal fluid. We find that the hypersonic plasma plume exhibits four distinct
regions, the unperturbed, quasisteady expansion, self-similar expansion and electron front regions. The behavior
of electrons is strongly anisotropic, causing considerably different expansion characteristics between the plume
direction and the transverse direction. Along the plume direction, the expansion dynamics is similar to that of the
classical one-dimensional (1D) semi-infinite plasma expansion and the electrons are almost isothermal. In the
transverse direction, the expansion process can be considered analogous to the 1D expansion of a finite plasma
where the effect of electron cooling is important. This anisotropic characteristic is attributed to the amount of
electron thermal energy available from the source in different directions. A direct comparison between the hybrid
and full PIC simulations shows that the widely used equilibrium isothermal electron fluid model is in general not

valid for modeling the expansion of a collisionless plasma plume.
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I. INTRODUCTION

This paper considers the expansion of a collisionless plasma
plume into a vacuum. The plasma plume at the emission source
is quasineutral and has a plume velocity vy for both the ions
and electrons. The ions are cold and hypersonic with a thermal
velocity ;0 < vy and a Mach number My = vy/Cyo > 1,
where Cy is the ion acoustic velocity. The electrons are thermal
with a thermal velocity v;.9 > vg. The associated expansion
process not only is a fundamental problem in plasma dynamics
but also appears in many plasma engineering applications. An
important example is the plasma plume emitted by an electric
propulsion (EP) thruster. An EP thruster emits a low density
plasma plume of cold beam ions and thermal electrons with a
flow characteristic of v;;0 < Cy0 < Vo < Vse0 [1,2]. The plume
becomes quasineutral almost immediately downstream of the
thruster exit. The collision mean free path is also much larger
than the flow characteristic length of the plume. The expansion
process not only determines the plume structure but also plays
an important role in EP plume-spacecraft interactions [2—4].

As a classical topic in plasma physics, plasma expansion
has been studied extensively using one-dimensional (1D)
models. According to the initial size of plasma, one may
distinguish between the semi-infinite plasma [5—12] and the
finite plasma [13-21] in a 1D plasma expansion. These 1D
studies showed that there are significant differences between
the semi-infinite plasma expansion and the finite plasma expan-
sion. For instance, the self-similar solution to a semi-inifinite
plasma expansion in x showed that the potential & drop is
proportional to x [5,6], while that to a finite plasma expansion
predicted a quadratic dependence of potential decrease along
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x [14]. Moreover, in a semi-infinite plasma expansion, the
ion front velocity exhibits a logarithmic dependence on time
and the final ion velocity is indefinite [8,10]. In contrast, in
a finite-size plasma expansion, the ion acceleration is limited
[16,17,19,20].

The expansion of a plasma plume into a vacuum happens
in two (2D) or three (3D) dimensions, and is qualitatively
different from the 1D process. The studies of plasma expan-
sion in dimensions higher than 1D mostly rely on numeri-
cal simulations. The particle-in-cell (PIC) method [22] is a
conventional tool for kinetic simulations of the collisionless
plasma expansion. According to how the electrons are handled
in a numerical model, one can distinguish between hybrid
PIC models, in which the ions are treated as particles while
the electrons are considered to be a fluid, and fully kinetic
or full particle PIC models, in which both the electrons
and ions are treated as particles. To save on computational
time, many studies of 2D or 3D plume expansion adopt the
fluid approximation for electrons and apply the hybrid PIC
approach. The electron fluid models used in the past hybrid
PIC simulations may be categorized as isothermal fluid models
[2,23-26], or local temperature-dependent models [27-31]. In
particular, the isothermal electron model plus the assumption
of massless electrons yields the Boltzmann relation,
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where “0” in the subscript indicates the parameters at the
reference point, and n,, ®, T,, k;, and e denote the electron
density, electric potential, electron temperature, Boltzmann
constant, and elementary charge, respectively. Equation (1) is
the most widely used assumption for modeling electrons in
hybrid PIC simulations.
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Regardless of the specific models used for electrons, the
fluid treatment of electrons is valid only when the electrons
are in an equilibrium or near-equilibrium state. This requires
frequent collisions between particles, a condition not satisfied
in a collisionless plasma plume. Recently, analytical models
taking into account the electron kinetics were applied to
study the 1D finite-size plasma expansion [20,21,32] and the
plasma expansion in a magnetic nozzle [33-36]. For 2D or
3D expansion problems, fully kinetic PIC simulations were
carried out to study the EP plasma plume [3,37-42] as well
as the laser-irradiated plasma plume [43-45]. In particular,
Hu and Wang [41,42] studied the influence of electrons’
microscopic kinetic characteristics in a EP plasma plume and
found that the electrons are mostly nonequilibrium and the
electron temperature is highly anisotropic.

However, to address the validity or the effects of using a
fluid treatment of electrons in the expansion of a finite-size
collisionless plasma plume, a direct comparison between the
hybrid and full PIC simulations is needed. Few studies have
carried out such direct comparisons because fully kinetic PIC
simulations of multidimensional plume expansion are very
computationally demanding. Fully kinetic PIC simulations
are carried out at the electron timescale, but the simulations
need to run for at least several tens of ion plasma periods so
that the plume expansion region can fully develop. A large
simulation domain is also necessary to minimize the effects of
domain boundary conditions. Moreover, to preserve the correct
velocity order for ions and electrons (v,;0 < Cyo <K Vg < Use0)
in the plume, using an artificially reduced ion-to-electron
mass ratio is often not valid for such simulations. Using
the correct ion-to-electron mass ratio in a simulation is also
desired for application studies related to EP, which uses Xe™
as the propellant species in flight and Ar' in ground testing.
Very recently, Pfeiffer et al. [46] made one of the first such
attempts for an Al™ plume expansion. However, their direct
comparison between the hybrid and full PIC simulation results
is meaningful only within a very short timescale due to the
small simulation domain used.

This paper carries out both hybrid PIC and large-scale
fully kinetic PIC simulations of a collisionless plasma plume
expansion and presents a direct comparison between the two
approaches. Results are presented on 2D plume dynamics,
and the electron and ion characteristics in the expansion. A
quantitative assessment of the effects of an electron fluid model
on the collisionless hypersonic plasma plume expansion is
also discussed. As Ar" and Xe* are the two commonly used
propellent species in EP, the effects of ion-to-electron mass
ratio on the expansion are also examined by considering H,
Ar™, and Xe™ in the full PIC simulations.

II. NUMERICAL METHOD AND SIMULATION SETUP

In this section, the governing equations are given in the
normalized and dimensionless form, indicated by the notation
“~” InPIC simulations, the dynamics of a particle is governed
by the Newton’s law of motion,

X d oo e )
7 =F. 2

InEq. (2),X = (X, ¥, 2), ¥V = (¥y, ¥y, U;), and /i1 are the instan-
taneous position vector, velocity vector, and mass of a particle,
respectively, 7 is the time, and F is the force exerted on a
particle. Only the electrostatic force is taken into account in
this paper,

F=GE, E=-Vo, 3)
where § is the charge, E is the electric field vector, and ® is

the electric potential obtained by self-consistently solving the
Poisson’s equation, Eq. (4),

—V2® = (Zn; —7i,), “4)

where Z is the ion charge number, and 71; and 7i,, are the ion and
electron number densities, respectively. In Eq. (4), both 71; and
fi, are obtained from gathering the number of macroparticles
deposited to the mesh points for the full PIC simulations. For
the hybrid PIC simulations, i; is still obtained from the particle
information, but 7, is the result from solving the equations of
fluid dynamics. Depending on the assumptions made to the
electron fluid, the difficulty in getting 71, differs. In this study,
we adopt the most commonly used Boltzmann electron fluid
model given by Eq. (1) for the hybrid simulation.

The reference physical quantities used for normalization
must be carefully selected to reflect the spatial and timescales
that a modeling attempts to capture. The fully kinetic PIC
resolves the physics at the electron scale while the hybrid PIC
only simulates the ion kinetic scale processes. Hence, the fully
kinetic PIC uses dimensionless variables normalized by the
electron plasma parameters, and the hybrid PIC uses those
normalized by the ion plasma parameters. The normalization
used for the fully kinetic PIC is as follows:

5 m Py - A4 - X
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- n . q . ed
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and that for the hybrid PIC is,
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In Egs. (5) and (6), the subscript “0” denotes the parameters
at the plume exit surface, which is used as the reference
condition. Apg = /€oky T,0/noe? is the Debye length. m, and
Wpeo = Vnoe?/eym, are the mass and plasma frequency of
electron, respectively. m; and wp;o = Vnoe?/egm; are the mass
and plasma frequency of ion, respectively. v;.0 = /kpTo0/ M.
is the electron thermal velocity. Csg = «/kyToo/m; is the ion
acoustic velocity. e denotes the elementary charge, € is the
vacuum permittivity and k; is the Boltzmann constant. It is
noted that the normalization for the fully kinetic [Eq. (5)] and
that for the hybrid PIC modeling [Eq. (6)] differ in the mass
(1), time (7) and velocity (V). As wpio <K @wpeo, the hybrid PIC
simulation is performed with a much larger time step than that
for the full particle PIC, thereby accelerating the simulation.

Figure 1 illustrates the simulation setup in this study.
The simulation domain is a rectangular box with L, x L, =
20001 po x 10001 po. The emission source is positioned in
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FIG. 1. Schematics of the simulation setup for a collisionless
hypersonic beam expansion into a vacuum.

the region of (¥, ¥) = (0 ~ 6, 0 ~ 20). Particles are injected
into the simulation domain through the injection plane located
at (%, 7) = (6,0 ~ 20). The electric potential of the source
is &, =0, and a zero-electric field condition is used at
the simulation domain boundary. Hence, ®, is floating with
respect to the ambient. Any particles (mainly the electrons
in the fully kinetic PIC simulations) attracted back to the
beam source are removed from the simulation domain. At the
boundaries of ¥ = 0 and 2000, and y = 1000, an absorbing
boundary condition for particles is also applied. The simulation
is considered to be symmetric with respect to j =0, so
the specular reflection condition for the particles and the
symmetric condition for the Poisson’s solver are imposed at
¥ = 0. Because of the symmetric boundary with respect to
¥ = 0, the beam is considered to have a radius of Ry = 20X py.

At the plume exit surface, the plume speed is taken to be
vo/Cso = (20, 0, 0) and the ion temperature is T;o/ T,o = 0.01.
We note that an ion thruster typically operates with the beam
Mach number of My = vy/Cso = 20 ~ 30. In the fully kinetic
PIC simulations, the real ion-to-electron mass ratios for HT,
Art,and Xe™ are used. Table I compares some of the mass ratio
related parameters at the emission surface used by different
simulation runs in this paper. It is noted that m;/m, in the
present hybrid PIC which uses the Boltzmann electron fluid
model can be considered to be co.

The simulation domain is discretized with a uniform mesh.
The cell size is AX = Ay = 1. The time step adopted to
push the particles is A7 = Atw,,o = 0.05 in all the full
PIC simulations, and A7 = Atwyio = 0.01 in the hybrid PIC
simulation, respectively. The simulations are run sufficiently
long (twpio = 50), such that the expansion of plasma plume
is well developed, but are terminated when the plasma front
is still far away from the outflow boundary to minimize the
boundary effects on the expansion. A uniform particle weight

TABLE I. Ion-to-electron mass ratio, plasma plume speed, and
electron-to-ion plasma frequency ratio at emission surface

Model m;/m, vo/ Cso Vo/Vre0 Wpeo/ @ pio
Hybrid PIC %0 20 — —
Full PIC (H") 1836 20 0.46674 42.85
Full PIC (Ar") 72820 20 0.074115 269.85
Full PIC (Xe™) 241073 20 0.040734 491

is used so the number of macro-particles in a cell scales with
the local plasma number density (7). Typically, more than 160
million macroparticles are tracked when the simulations are
terminated.

III. RESULTS AND DISCUSSIONS

A. Two-dimensional plume expansion

The expansion of a hypersonic plasma plume is an ion
timescale process. Here, the simulation results up to tw,; = 50
are presented. Longer simulations (up to fwp;o = 60) were run,
but not shown, to ensure the conclusions are still valid at later
time.

Figure 2 shows the time evolution of the 1D electric
potential profiles along the x axis (plume direction) inside the
core plume region after the expansion is already well devel-
oped. Four distinct plasma regions from the plasma emission
source downstream to the vacuum can be observed: (1) the
unperturbed plasma region, (2) the quasisteady propagation
region, (3) the self-similar expansion region, and (4) the pure
electron gas region.

In the unperturbed region (1), the electric potential and
plasma density is almost constant. The formation mechanism
of the unperturbed region in a high-speed plasma plume was
discussed in detail in Ref. [42]. The process is similar to the
expansion process of a supersonic neutral gas flow, as pointed
out in Refs. [47,48]. The boundary separating the unperturbed
region from the plasma expansion region should be the first
Mach line originating at the edge of plasma emission source
exit (¥, ¥) = (6, 20). This is evident in the 2D plots shown in
Figs. 3 and 4. Figure 3 shows the potential isocontours and the
electric field vectors, and Fig. 4 shows the isocontour lines of
the ion and electron densities. The black dashdot lines overlaid
in Figs. 3 and 4 are the first Mach line. The slope of the line &
is computed as

k =tan(0), where® ~ sin”! —. (7)
0

It is clear that, within the region bounded by the beam
injection plane and the first Mach line, there are negligible
variations in the potential and the plasma density. In Fig. 2(c),
this unperturbed region is nearly invisible because the two
boundaries are too close to each other.

Next to the unperturbed region behind the Mach line is
the quasisteady expansion region (2), where the plasma plume
structure is similar to that of the Prandtl-Meyer expansion fan
in a supersonic gas flow. It can be seen from Fig. 2 that in this
region the potential profiles at the earlier time are overlaid with
the ones at the later time for all the models. The quasisteady
expansion region ends at a deflection point where the potential
starts to decrease rapidly. The lines obtained from the full
PIC runs for different ion-to-electron mass ratios are almost
indistinguishable in Fig. 2. The hybrid PIC model predicts
a faster decline in the potential profiles than the full PIC
simulations in this region.

The quasisteady expansion region is followed by a re-
gion with a linear decrease in potential. It is apparent in
Fig. 2 that the slope of the potential profile almost precisely
equals —1/(tw,;). It is notable that the self-similar solution
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FIG. 2. One-dimensional electric potential profiles along the x

axis (plume direction) inside the core region for tw,; = 30 (blue), 40

(red), and 50 (black). The profiles are extracted along y = (a) 0, (b)
10, and (c) 18.

by Gurevich et al. [5] predicts e®/(kyT,) = —1 — x/(¢tCy)

or ® = —1—X/(tw,;). Therefore, this linearly decreasing
potential region is recognized as the self-similar expansion
region (3).

One of the most remarkable features observed is that
the deflection point between regions (2) and (3) propagates
downstream along the x axis with a constant speed for all
the models considered in this study. In Fig. 2, we show, for
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FIG. 3. Isocontours of the electric potential at tw,; = 50 for the
full PIC results with (a) H, (b) Ar™, (c) Xe™, and (d) the hybrid PIC
result. Yellow arrows show the electric field vectors. Black dashdot
lines (“~. =) are the calculated first Mach lines. The inner white and
outer green solid lines correspond to the ion density iso-lines with the
values of 7i; (X = 50[9y/Cso — 1] + X, ¥ = 0) and ~O0, respectively.

twy,; = 30, 40, and 50, the vertical dotted lines calculated from
X—Xs = twpi(UO - CSO)/CSO = twpi(MO -1, (8)

where ¥; = 6 denotes the position of the source injection
plane. It is evident that these vertical dotted lines match
the boundaries, as indicated by the deflection points on the
potential profiles, between the quasisteady and the self-similar
expansion regions.
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FIG. 4. Iso-contour lines of the ion (“—") and electron (“——-")
number density at fw,; = 50 for the full PIC results with (a) HY,
(b) Ar", (c) Xe*, and (d) the hybrid PIC result. Black dashdot lines
(“~.=") are the calculated first Mach lines.

The self-similar solution to the expansion of a 1D semi-
infinite collisionless plasma into a vacuum by Gurevich et al.
[5] predicts a rarefaction wave propagating inward towards
the unperturbed plasma with the ion acoustic velocity. The
dynamics of the moving boundary of the quasisteady expan-
sion region is determined by the combination of the plasma
plume’s downstream propagation and the rarefaction wave’s
upstream propagation. Consequently, the propagation speed of
the boundary (deflection point) should equal vy — Cyo instead
of vg.

Gurevich’s self-similar solution is based on the isothermal
electron assumption so the ion acoustic velocity does not
change in the process. Accordingly, the observed constant
propagation speed along the plume (x) direction implies
that the electrons in the quasisteady expansion region must
be isothermal in the plume direction. Figure 5 shows the
electron temperature profiles at fwp;o = 50 extracted at the
same locations as those in Fig. 2. Te,x and Te,y denote the
x and the y component of electron temperature, respectively.
The electron temperature exhibits a strong anisotropic feature
in the plasma plume. We find that T e.x 1s almost constant (~1)
in the entire unperturbed and quasisteady expansion regions
while 7, , experiences a considerable decrease as soon as the
electrons are emitted from the source. The nearly uniform Te,x
is consistent with the observed constant propagation speed

—— Art

(c) ——

0.0 ; ; : : : ;
0 200 400 600 800 1000 1200 1400 1600
T

FIG. 5. One-dimensional electron temperature profiles inside the
core plume region for tw,; = 50 extracted along y = (a) 0, (b) 10,
and (c) 18.

along the plume (x) direction of the quasisteady expansion
region’s boundary. Such a behavior is closely related to the
electric field characteristics. The boundary of the quasisteady
expansion region, shown by the inner white solid line in
Fig. 3, is considered to be the ion density isoline with the
value equal to 7i; at (X, §) = (fwpi[Mo — 1] + %, 0). A careful
examination reveals that, except for some random noise inher-
ent in particle simulations, the x component of the electric
field, E,, is nearly negligible. On the other hand, there is a
significant positive y-component, E, near the boundary of the
unperturbed region. E, decreases with X inside the quasisteady
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FIG. 6. Fitted value of the normalized slope of the electric
potential profile in the self-similar expansion region as a function
of time.

propagation region. As the plasma expands into the vacuum,
the electrons experience no force along the plume (x) direction
and hence no energy loss. In the transverse (y) direction, the
electrons must overcome the electrostatic force, which leads
to the temperature decrease in that direction. The transverse
electric field component in the quasisteady expansion region
is also responsible for the slow decrease in the potential profiles
observed in Fig. 2.

Figure 3 clearly shows that E, jumps from nearly zero in
the quasisteady expansion region abruptly to a finite value
in the self-similar region immediately downstream of the
boundary between the two regions. It also shows that E| is
nearly negligible for ¥ < 20 and then slowly increases with y
for > 20 in this self-similar expansion region. In response
to the electric field, 7, decreases quickly as the electrons
overcome the electrostatic force in the x-direction while 7,
keeps almost constant in the self-similar expansion region, as
clearly shown in Fig. 5. The self-similar expansion feature of
this region, once established, is preserved over time. This is
demonstrated by Fig. 6, which shows the product of tw,; and
the fitted dimensionless slope k of the potential profile in the
self-similar expansion region as a function of zw,,;. We find that
the values of & - tw pi are approximately —1, with the variation
less than 5%, for all the models considered in this study when
twp; > 15.

The self-similar expansion region ends near the ion front.
It is worth mentioning that the self-similar solution to the 1D
semi-infinite collisionless plasma expansion problem fails near
the ion front due to effects of charge separation [7]. The 2D
ion front is displayed with the green solid line in Fig. 3, and
marked with 7; = 0 in Fig. 4. The region beyond the ion front
contains only electrons of very low density, as shown in Fig. 4.
Previous 1D simulations [7,8,10] have shown that the strength
of electric field achieves a maximum near the ion front. The
present simulations show that, in general, such an observation
still holds in the 2D expansion, despite of the much more
complex 2D electric field structures. The electrostatic force
at the ion front drives the propagation of the ion front.
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FIG. 7. Ion velocity contours at tw),; = 50 for the full PIC results
with (a) HT, (b) Ar", (c) Xe™, and (d) the hybrid PIC result. The
x-component and the y-component ion velocities normalized by Cyo
are shown on the left panel (1) and the right panel (2), respectively.

B. Ion dynamics

In a plasma plume expansion, the overall plume dynamics
and plume structure are mainly determined by the ion dynam-
ics. Figure 7 shows the ion velocity contours at tw,; = 50 for
all the models considered in this study. In contrast to the 1D
plasma expansion where only ion acceleration is possible, the
2D plasma expansion exhibits a more complex ion velocity
field. Figure 7 (left panel) shows that both acceleration and
deceleration regions exist for the x component of ion velocity,
v; x. The acceleration region (v; x / Cs0 > Mo + I%Af)m"“) and
deceleration region (v; x/Cso < Mo — 0. Z%Avm"”‘) are illus-
trated with the white solid lines as the borders on top of the v; ,
contour. Here, Avma" is defined as vmaX /Cso — My, the velocity
increase in the x dlrectlon of the fastest ions. In the plume core
region, the ions are neither accelerated nor decelerated along
the x direction. Substantial accelerations for the ions are seen
beyond the plume core region. It is interesting to note that
the ions are decelerated in region outside of the core region
in the transverse direction. The acceleration and deceleration
regions are consistent with the electric field shown in Fig. 3.
The electric field has a large positive E, X in the acceleration
region, and a negative E, X in the deceleration region.

Figure 7 (right panel) shows that the y-component ion
velocity (v;,y) is accelerated immediately outside the unper-
turbed region. v; , experiences no deceleration. The boundary
of the acceleration region, shown by the white solid line in
Fig. 7 (right panel), is set to be v; ;/Cso = %lAvmyax where
AT = /% /Cyo is the velocity increase in the y direction
of the fastest ions. This line approximately agrees with the
boundary of the unperturbed region.

One can see from Fig. 7 that both v;"** and v/ in the
hybrid simulation result are apparently larger than those in the
full PIC results. The difference among the full PIC simulations
with various ion masses is almost invisible in the 2D contours.
Therefore, a careful examination of the model effects on the
ion acceleration process is necessary.

Figure 8 shows the velocity increase of the fastest ions
varying with time for tw,; =5 ~ 50. In Fig. 8, the symbols

max max
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FIG. 8. Velocity increase of fastest ions as a function of time:
(@) v/ Cso — My = AT, (b) v‘m"/CAo = Avm""‘ The present
simulation results from different models are represented by symbols.
The red solid line is the prediction of Eq. (9) from Mora’s work [10].
The dotted lines are the curves best fitted to the full PIC simulation

results with different ion species according to Eq. (10).

denote the simulation results from different models used in this
study. For both vm“lx [Fig. 8(a)] and vg‘y‘”‘ [Fig. 8(b)], the hybrid
model predicts h1gher velocity increases than all the three
full PIC models. The values of AM™ and A7 are similar
to each other for all the time in the hybrid PIC simulation.
However, the full PIC simulations predict a considerably larger
ion velocity increase in the x direction than that in the y
direction. Furthermore, different ion masses also affect the ion
accelerations in the full PIC simulations. A higher ion mass
yields a larger amount of acceleration in both v;"* and v;"}*.

Also presented by the red solid line in Fig. 8 is the t1me
dependence of ion front velocity from Mora’s semi-analytical
formula [10],

vi/Cso =2In(r + V12 + 1), 9

where T = twp;/+/2ey and the constant ey =2.71828 ... is
the Euler’s number. We find that the prediction of Eq. (9)
agrees well with the present hybrid PIC results, even though
Eq. (9) is derived from the expansion of a 1D semi-infinite
plasma while the present simulation is for a 2D finite-size
plume. Nevertheless, such an agreement is not surprising since

TABLE II. Best fitted parameters to ion velocity increase in the
x direction [Eq. (10a)].

Model (ion species) Do D1 D2 RMSE (A 5™)
H* 8.215  90.465 11.88 0.95%
Art 8.338  88.694 11.21 0.42%
Xet 8.418 94407 12.27 0.97%

the derivation of Eq. (9) is based on the same assumption
that the electrons can be considered as a massless, isothermal
fluid and described by the Boltzmann relation Eq. (1). This
assumption gives the electrons an infinite amount of energy to
drive the plasma expansion. Therefore, the hybrid model tends
to overestimate the ion acceleration, as shown in Fig. 8.

When the electron kinetics is fully taken into account, no
analytical expression for the dependence of the ion acceleration
is available in the literature. We fit the present full PIC data of
ion velocity increases in the x and y directions to the expression
given as follows,

(1)) Co — My = AT = py — — L (10a)
’ twyi + p2

U (1)) Cyo = AT™ = go— —L—, (10b)
ta)pi +q

where pg 12 and go 12 are the fitted parameters to be deter-
mined. The best fitted parameters to Egs. (10a) and (10b) are
listed in Tables II and III, respectively. RMSE in the tables
denotes the root mean square error defined as

RMSE(f) =,/ M (11

where f represents either AT or AP, and f; denotes

the predicted value by the ﬁttlng formula with respect to the
tth data point f; from the simulation results. The error of the
fitting expression given in Eq. (10) is less than 1% and 3% for
the acceleration of the fastest ions in the plume and transverse
directions, respectively. The best fitted curves of AD"*™ and
APV are also presented in Fig. 8 by the dotted lines.
The final velocity gains of the fastest ions can be extrapo-
lated from Eq. (10), thatis, v;"#*(t — 00)/Cso — Mo = po and
v (t — 00) = qo. Figure 9 shows the ion mass dependence
of the final velocity gain of the fastest ions. It is found that
both A" and AT scale with /m; /m., but A5"* shows

a stronger dependence on +/m;/m,.. Denavit [8] showed that
the electron cooling was inversely proportional to /m;/m,.
Therefore, alarger value of m; /m, corresponds to less effective
electron cooling, and thus a higher electron temperature. This

TABLE III. Best fitted parameters to ion velocity increase in the
y direction [Eq. (10b)].

Model (ion species) 9 qi 0 RMSE(A ﬁ?}"’,‘")
Ht 7.365 106.775 17.11 2.73%
Ar" 7.616 107.698 16.23 2.73%
Xe™ 7.752 112906 16.76 2.34%
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FIG. 9. Dependence of final velocity increase of the fastest ions
on mass ratio.

can be clearly seen from the 7, y profiles in Fig. 5. The energy
to drive the ion front motion comes from the electron thermal
energy. A plume with heavier ions tends to preserve a higher
electron temperature. This allows the ions to be accelerated
to a higher final velocity. Finally, the observation that A7
shows less dependence on the ion mass than A%"}* can be
attributed to the fact that the electron cooling is more effectlve
in the y-direction. The reason is that, as shown in Fig. 5, T, ; is
almost constant until the self-similar expansion region while
T, y decreases throughout most of the plume region.

C. Effects of electron characteristics

A comparison of the full PIC and hybrid PIC simulation
results in the previous sections shows that, in addition to
the quantitative difference in plume potential and density, the
hybrid PIC using the Boltzmann electron fluid model does
not resolve the difference in plume expansion in the plume
direction versus that in the transverse direction as shown in the
full PIC results. This qualitative difference is attributed to the
strong anisotropy in the electron temperature that is omitted
by the hybrid PIC modeling.

Past studies have shown that the 1D plasma expansion
may be classified as the semi-infinite plasma expansion or the
finite plasma expansion. For a freely expanding plasma in 1D,
there exists a rarefaction wave propagating inward towards
the plasma with the ion acoustic speed of C,. Therefore, for
a timescale ¢, a semi-infinite plasma refers to a plasma with
a size L > C,t such that the rarefaction wave front cannot
reach the plasma center and an unperturbed plasma region
always exists, while a finite plasma has a size L < Ct and
thus the entire plasma is affected by the expansion. Hence, for
the 2D hypersonic plasma plume considered in this study, the
expansion along the plume direction can be considered similar
to a 1D semi-infinite plasma expansion, while that along the
transverse expansion is similar to a 1D finite plasma expansion.

The main difference between the semi-infinite plasma and
finite plasma expansion is the completely different electron
thermodynamics involved. The semi-infinite plasma serves as
a reservoir with an unlimited amount of energy such that the

change of electron temperature may be ignored. Consequently,
the isothermal electron fluid model is a good approximation
for the expansion of a semi-infinite plasma into a vacuum.
The effect of electron cooling was found to be proportional
to (m;/m.)""/* [8,9]. In particular, Denavit [8] fitted the
kinetic simulation results to the polytropic relation Eq. (12) to
study the cooling effects of electrons in a semi-infinite plasma
expansion,

p

’_ —const, or = = const, (12)
y—1 nV
Ne e

where y is the polytropic coefficient. y = 1 corresponds to the
isothermal process, and y = 3,2, or 5/3 indicates the adiabatic
process in 1D, 2D, or 3D, respectively. Denavit’s [8] fitting
showed §y = y — lisassmallas0.011 whenm;/m, = 1600.
This suggests that the use of the isothermal electron model in
the semi-infinite plasma expansion problems may be justified
because electron cooling is negligible. However, for a finite
plasma expansion, assuming the electrons are isothermal is
inappropriate because only a finite amount of electron energy
is available to drive the expansion. It was noted that the electron
temperature can decrease as fast as proportional to =2 in
a finite plasma if no external energy is supplied [13,15,16].
Consequently, the electron cooling plays an important role in
the expansion of a finite plasma.

The polytropic relation Eq. (12) with an isotropic electron
temperature and a fixed value of ¥ was incorporated into
hybrid PIC codes to study the thruster plume expansion [31].
While this approach is more general than the isothermal
electron approximation, the issue whether the electrons in a
collisionless hypersonic plasma plume may be approximated
by a simple thermodynamic relation remains. Figure 10 shows
i,-T, relation in a log-log scale by extracting the flow field
data at the same locations in Fig. 5. According to Eq. (12), the
slope of a line in the log,,(7i.)- log,(7.) plot is 8. Clearly,
the expansion in the plume (x) direction is almost isothermal.
The electron cooling in the transverse (y) direction depends
on not only the ion mass but also the positions in the plume.
The cooling is apparently not a typical adiabatic process.
Hence, using a simple polytropic relation with a constant y and
an isotropic T, is insufficient to model the complex electron
dynamics for the collisionless hypersonic plasma plume.

The near constant 7, , and the decrease of Te,y shown in
Fig. 10 support the aforementioned analogy of the 2D coll-
sionless hypersonic plasma plume expansion to the two well
studied 1D expansion models. The distinct ion acceleration
processes along the plume and transverse directions, e.g.,
smaller AD"V™ than A, seen in the full PIC simulations
are due to such anlsotroplc characteristics of the electron
temperature. These observations suggest that to accurately
describe the electron dynamics in a collisionless plasma plume
expansion with a fluid model, one needs to take into account
the strong anisotropy in electron characteristics and solve for
the equivalent electron temperature in the plume direction and
the transverse direction separately.

IV. CONCLUSIONS

The expansion of a collisionless, hypersonic plasma plume
into a vacuum is simulated using both the hybrid and fully
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FIG. 10. Relation of 7, to i, inside the steady core plume region
for twp; = 50 extracted along § = (a) 0, (b) 10, and (c) 18.

kinetic PIC models. The hybrid PIC model considers the elec-
trons as a massless isothermal fluid. The full PIC simulations

are carried out using the real ion-to-electron mass ratios for
H*, Ar", and Xe*. Both the hybrid and full PIC simulations
reveal that the plume structure exhibits four distinct expansion
regions. These regions are identified as, from the plasma
emission plane to the downtream along the plume direction,
the unperturbed, quasisteady expansion, self-similar expansion
and electron front regions, respectively. The formation of the
unperturbed region, bounded by the Mach cone, is similar
to the process of a supersonic neutral gas expansion. The
establishment of the quasisteady propagation region is due to
the combined effect of the forward plume propagation and
the backward rarefaction wave propagation. The self-similar
expansion mechanism in the hypersonic plasma plume is
recognized the same as that in the 1D semi-infinite plasma
expansion.

The electron temperatures are shown to be highly
anisotropic in the plume. 7, , is almost unchanged from the
source until the self-similar region, while 7, , drops drastically
immediately downstream of the injection plane. A conse-
quence of the anisotropic electron temperatures is the different
accelerations that the fastest ions can achieve. A higher electron
temperature generally results in a larger ion acceleration.
Besides, a smaller ion mass leads to a more rapid electron
temperature decrease and thus a lower electron temperature
in the transverse direction. The saturated accelerations of the
fastest ions are obtained by extrapolating the present data to
the time at infinity. The extrapolated saturated ion accelerations
scale with </m; /m,.

The anisotropic electron thermodynamics leads to very
different expansion features along the plume emission di-
rection and the transverse direction. The results show that
the expansion along the plume direction is similar to that
described by the 1D semi-infinite plasma model and that the
electrons are mostly isothermal in that direction. However,
the expansion transverse to the plume is analogous to a 1D
finite plasma expansion situation, where the thermal energy is
limited and thereby the electron cooling effect on the expansion
is important.

The fully kinetic PIC is used to benchmark the com-
monly used hybrid PIC simulation of plume simulation. The
comparison between the hybrid and full PIC results shows
that modeling electrons either as an isothermal fluid or as
a polytropic fluid with an isotropic temperature is over-
simplified and leads to not only quantitative but also qualitative
differences. In order for an electron fluid approximation to
be applicable, the model must at least have the capabil-
ity of resolving the strong anisotropic thermodynamics for
electrons.
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