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We investigate the liquid state structure of the two-dimensional model introduced by Barkan et al
[Phys. Rev. Lett. 113, 098304 (2014)], which exhibits quasicrystalline and other unusual solid phases, focusing
on the radial distribution function g(r) and its asymptotic decay r — oo. For this particular model system, we
find that as the density is increased there is a structural crossover from damped oscillatory asymptotic decay
with one wavelength to damped oscillatory asymptotic decay with another distinct wavelength. The ratio of these
wavelengths is & 1.932. Following the locus in the phase diagram of this structural crossover leads directly to
the region where quasicrystals are found. We argue that identifying and following such a crossover line in the
phase diagram towards higher densities where the solid phase(s) occur is a good strategy for finding quasicrystals
in a wide variety of systems. We also show how the pole analysis of the asymptotic decay of equilibrium
fluid correlations is intimately connected with the nonequilibrium growth or decay of small-amplitude density

fluctuations in a bulk fluid.

DOLI: 10.1103/PhysRevE.98.012606

I. INTRODUCTION

In this paper we investigate the structure of a one-
component model fluid described by a pair potential that
exhibits two distinct length scales. We focus on the particle
pair correlations in the uniform fluid, i.e., the radial distribution
function g(r), and show that the asymptotic decay, r — oo,
of this function reflects directly the presence of the two
length scales. Specifically, our model system displays the phe-
nomenon of structural crossover whereby the wavelength of
the slowest oscillatory decay of g(r) changes discontinuously
with state point: there is a sharp line in the phase diagram where
the wavelength of the oscillations in g(r) crosses over from
one characteristic length scale to another very different one.
For our model, the crossover found in the fluid state provides
a clear indicator of the location in the phase diagram where
quasicrystals (QCs) are expected to form.

Structural crossover is a rather general phenomenon. It
requires (i) the presence of two, sufficiently distinct, length
scales in the potential function and (ii) that the liquid is
sufficiently dense that the pair correlation functions decay
in an oscillatory fashion. Liquid mixtures, where the two
species are of sufficiently different sizes, are natural candidates
for such crossover. The first reported example of structural
crossover was for a binary mixture of Gaussian soft-core
particles of different sizes with the big-small pair interaction
described by a particular mixing rule [1]. A few years later,
Grodon et al. [2,3] reported detailed studies of structural
crossover in binary (additive) mixtures of hard spheres (HSs)
which prompted experimental investigations, using confocal
microscopy, for binary HS-like colloidal mixtures confined to
two dimensions [4]. The results provided some experimental
evidence for crossover. More recent experiments [5], based on
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three-dimensional (3D) confocal microscopy measurements
of the partial radial distribution functions g;;(r) for a binary
mixture of PMMA (polymethylmethacrylate) particles sus-
pended in a suitable solvent, point clearly to a sharp structural
crossover as the concentration of the mixture is changed. The
experimental results [5] for the wavelengths of the oscillations
are very close to those found in simulation and theory for the
corresponding HS mixture. Binary mixtures, with species of
different sizes, constitute a clear-cut example where structural
CrOSSOVer occurs.

For one-component systems the genesis of structural
crossover is more subtle. A variety of different physics or
chemistry can lead to effective interaction potentials between a
pair of colloids, or nanoparticles, that exhibit two significantly
different intrinsic length scales. Obvious cases in colloid sci-
ence are the the effective interactions between charged colloids
suspended in a solvent containing nonadsorbing polymers
[6-9]. If the screening length of the solvent is relatively
large, then there is a repulsion between pairs of colloids at
larger separations since the (screened) Coulomb repulsion
dominates, but the polymers suspended in the solvent give
rise to an additional effective (depletion) attraction when the
particles become closer. Potentials of this form are often termed
“mermaid” potentials [10,11] and can also arise via other
physical mechanisms, including two-dimensional (2D) fluids
of colloidal particles adsorbed at an air-water interface [12,13].
The competing attraction and repulsion at different ranges can
lead to particles exhibiting cluster-formation and microphase
separation, in which the cluster-cluster correlations and the
particle-particle correlations give rise to contributions to g(r)
having oscillations with two very distinct wavelengths and a
distinct peak in the static structure factor S(k) at small but
nonzero wave number k [11,14,15]. We should emphasize at
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this point that the structural crossover in g(r) that we discuss
is not in any way a phase transition; there is no thermody-
namic singularity associated with the structural change. In the
mermaid systems the observed structural crossover is quite
distinct from the microphase separation which these systems
also exhibit. The latter is, at least in three dimensions, a
genuine phase transition and not a structural crossover. Note
that there are also examples of structural crossovers in some
one-dimensional systems; see, e.g., Refs. [16,17].

The study in Ref. [18] examined in detail the various
different contributions to the decay of g(r) for a model system
with ahard core and competing attractive and repulsive Yukawa
interactions. It was shown that this model exhibits oscillatory-
oscillatory crossover in its supercritical region. There is also
a growing literature on simple models of “water” that exhibit
two distinct length scales, such as the Jagla model pair potential
[19-21], which at larger distances has a soft attraction, with
a minimum at a certain value of the interparticle separation.
Additionally, the model has a repulsive ramp potential sur-
rounding a hard core potential at smaller separations, so that
if the pressure is high enough, the particles can be closer to
one another, defining a second smaller length scale in the
interparticle correlations.

Our present study is motivated by the recent development
of models with two length scales designed to understand the
formation of stable QCs in soft matter [22-25]. These built
on earlier studies [26,27] based on simple Landau-type local
free energy functionals that contain terms involving high-order
gradients of the order parameter. Several groups have worked
on understanding quasipatterns in Faraday waves [28-34].
Including high-order gradient terms permits the incorporation
of multiple length scales, and significant recent progress has
been made in understanding how and why soft matter QCs
form using such theories [35-37]. This body of work shows
clearly that effective pair interactions with two different length
scales can stabilize quasiperiodic phases [22—-25,27]. However,
it is not known what structural features such potentials might
give rise to in the fluid state. Here we study the 2D model
originally proposed by Barkan, Engel, and Lifshitz (BEL)
[24] and show that the two length scales important for QC
formation give rise to structural crossover in the fluid phase
and discuss the repercussions. While our results are for the
particular BEL model system, we expect our conclusions to
apply more generally to other 2D systems that form QCs
[38—40] and when suitably generalized to QC-forming systems
in three dimensions, of which there are many.

Our paper is arranged as follows: In Sec. II we describe
the BEL model potential. Section III describes the integral
equation and density functional (DFT) theories we employ
to calculate g(r) in the liquid state and how we determine
the asymptotic decay of this function using a pole analysis in
two dimensions. In the final part of this section we present
results for structural crossover in the BEL model. In Sec. IV
we consider the stability of the uniform fluid with respect to
density fluctuations, treated in the framework of dynamical
DFT, and provide an example of how a dodecagonal QC
evolves for a state point where the uniform liquid is unstable.
We conclude in Sec. V with a discussion of our results and their
implications for understanding QC formation in soft matter
systems.

II. MODEL POTENTIAL

We study a 2D system of particles interacting via the model
pair potential introduced in Ref. [24]. The BEL potential
combines a Gaussian envelope with a polynomial of order
eight:

o 2 4 6 8
v(r)=€e” 2 (14 Cor” + Cyr* + Cer® + Csr®). (1)

The set of coefficients C,, forn = 2,4,6, and 8, are constants.
As in many soft-core models, the energy cost required for one
particle to sit directly on top of another is finite and is given by
the parameter € > 0. The parameter o is the inverse width of
the Gaussian, and so o ~! determines the size of the particles.
The potential was constructed first in Fourier space with

2
(k) = e~ 37 (Do + Dak? + Duk* + Dk® + Dgk®),  (2)

where the coefficients C,, are related directly to the set D,, [24].
Barkan et al. introduced Eq. (2) to investigate QC and other
structure formation in two dimensions. Following earlier work
[22], the authors chose the six coefficients D,, and ¢ so that the
dispersion relation w(k) [see Eq. (24)], which determines the
growth or decay rate of density modes in the uniform liquid, has
two modes which are marginally unstable, one at wave number
ki = 1 and the second at specified wave number k, > 1. Note
that in choosing k; = 1 we are setting the larger of the two
typical length scales in the system to be 2. Thus we have
effectively nondimensionalized the model, choosing 27 to be
our unit of length.

It is known that if the ratio of the wave numbers k,/k; =
2 cos(mr/n), with integer n = 4,5,6, or 12, then stable patterns
with n-fold symmetry exist in certain models [26]. Barkan
et al. [24] performed a series of molecular dynamics computer
simulations that employed pair potentials (1) with suitably
chosen parameters. Their results exhibited a range of periodic
as well as quasiperiodic crystal structures. We focus on the
case n = 12, corresponding to dodecagonal quasicrystalline
ordering and shall return to this methodology in Sec. IV.

Figure 1 displays the BEL potential in real space for a few
values of C,4 with the coefficients C5, C¢, and Cg held fixed. The
values in the caption are those listed by Barkan et al. [24], who
showed the choice C4 = Cy4, produces two identical minima
in the Fourier transform at the required ratio of wave numbers
ky/ ki = 2cos(m/12) = 1.93185. The BEL potential changes
from having two minima at r &~ 1.5,3.5 for C4 = 0.42, to a
potential with one minimum at r =~ 1.2 for C4 = 0.55. Clearly
the parameter C4 controls the two length scales. Note that v(r)
is purely repulsive for these values of the parameters [24]. In
Fig. 2 we show the 2D Fourier transform for C4 = Cy4., which
exhibits two equal minima at the prescribed wave number ratio.

In the next section we investigate how variations in the pair
potential, as illustrated in Fig. 1, influence structure in the fluid
phase.

III. LIQUID STATE CORRELATIONS
A. Calculation of g(r)

We focus on the influence of two length scales on pairwise
correlations, i.e., on the radial distribution function g(r). For
soft potentials such as the BEL model the hyper-netted-chain
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FIG. 1. The BEL potential in Eq. (1) where we show the effect
of changing only C, while the other parameters remain constant with
valueso = 0.770746, C, = —1.09456, Cs = —0.0492739,and Cs =
0.00183183. Note that for C4 = C4. = 0.439744 the two minima in
the Fourier transform have identical values, as shown in Fig. 2.

(HNC) approximation [41] is expected to be rather accurate
[42]. For example, the reliability of the HNC has been estab-
lished by comparison with simulation for the Gaussian core
model (GCM) for a wide range of fluid states [42]. Moreover,
several studies have shown that for the GCM, and closely
related generalized exponential models (GEM-n), the simple
random phase approximation (RPA) yields results close to
those of HNC, especially at high fluid densities [42,43].

For a given (soft) pair potential v(r), the RPA approximates
the pair direct correlation function c(r), for all r, as

crpa(r) = —pu(r), 3)

where 8 = 1/(kpT), kg is Boltzmann’s constant, and 7T is
the temperature. In applications it is assumed that the Fourier
transform of v(r) exists. The total correlation function h(r) =
g(r) — listhen obtained via the (exact) Ornstein-Zernike (OZ)
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FIG. 2. The Fourier transform of the BEL potential with
C,4 = Cy.. The two equal minima are at k; = 1 and k, = 1.93185.

equation, which in Fourier space is [41]

A é(k)
h(k) = ————,
1 — poé(k)

where py is the bulk density and ¢(k) is the Fourier transform
of ¢(r). The liquid structure factor is defined [41] by S(k) =
1 + poh(k). It follows that Sgpa(k) = [1 + poBD(k)]~", and
performing the inverse Fourier transform yields grpa (7). This
is termed the OZ route. Here we choose to follow another, more
accurate, route to g(r), based on classical density functional
theory (DFT) [41,44,45] together with the Percus test particle
procedure. We build upon the work of Archer et al. [43],
who investigated the structure of a 2D GEM-4 fluid using the
intrinsic Helmholtz free energy functional:

Flp(m)] = Falp(®)] + Fex[p(1r)]

— kT / drp((In[A2p(r)] — 1}

“4)

1
s / dr / dr' p@pH(r — D), (5)

where p(r) is the one-body density profile with r = (x,y).
The first term in Eq. (5) is the free energy functional of the
ideal gas, Fig[o(r)]; A is the thermal de Broglie wavelength.
The second is the excess (over ideal) free energy functional,
Fex[p(r)], approximated by the standard mean-field form.
Taking two functional derivatives of F.x generates the pair
direct correlation function [41,44,45]:

82 Fexlp]
8p()3p(r)’
and for the approximation (5) we recover the RPA result Eq. (3).
The functional (5), and its extension to mixtures, has been
used extensively and successfully in studies of the structure
and phase behavior of soft particles [42]. Archer et al. [43]
employed the approximate DFT (5) in conjunction with the
test particle method to calculate g(r). They invoked Percus’s
[46] result that the one-body density profile p(r) around a fixed
test particle, exerting on the particles in the fluid an external po-
tential Vex(r) = v(r) identical to the pair-interaction potential,
is given by p(r) = p(r) = pog(r). By minimizing the grand
potential functional, with the approximate intrinsic free energy
functional (5), one obtains the following integral equation for
the density profile and hence g(r) [43]:

Pwrr)y=-p (6)

kgT In [%] + / dr' o (r = ') +v(r) =0. (7)

For the GEM-4 pair potential v(r) = ee~"/®" where R defines
the range, the radial distribution functions obtained from this
RPA-DFT test particle route are very close to those from the
HNC, even at low temperatures B¢ = 10 where one might have
expected the approximation to be inaccurate; see Fig. 1 of
Ref. [43].

In Fig. 3 we display our present results for g(r), with
two choices of C4 in the BEL potential (1), obtained using
this RPA-DFT test particle route alongside those from the
HNC approximation. Results are given for fixed e = 10
and three values of the (reduced) density po. In all cases
there is excellent agreement between the results from the
two different approximations. This is remarkable. The BEL
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FIG. 3. The radial distribution function g(r), (a)—(c) for C4 = 0.42 and bulk density pg as shown, (d)—(f) for C, = 0.43 and bulk density pg
as shown. For all densities there is very good agreement between the HNC and RPA-DFT test particle results. The wavelength of the oscillations

at large r changes with density.

potential is much more structured than the GEM-4 so one
expects a much more structured g(r), and it is not obvious
that the RPA-DFT should capture the full structure. Recalling
that the HNC is generally highly accurate for soft core systems
[42] these comparisons give us confidence that the RPA-DFT
test particle route is a reliable approach, and we employ this in
the remainder of the paper.

When we compare our results in Fig. 3 with those in
Ref. [43] for the GEM-4 potential, which has a single length
scale, we glean features associated with two length scales.
First, for the higher density states a shoulder develops on the
second maximum of g(r) and there is evidence for a “split
second peak™ at py = 1.0 for C4 = 0.42 and 0.43. Second,
careful observation of the decay of the oscillations in g(r) at
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large separations shows a significant change in wavelength as
the density is increased. For the two higher density states the
wavelengthis &~ 0.52 x 27, for both choices of C4, whereas for
po = 0.1 the oscillations are strongly damped but have a much
longer wavelength ~ 2. We shall account for this observation
below. Note that for the two higher densities g(r = 0) is greater
than zero reflecting the soft-core nature of the pair potential.

B. The asymptotic decay of i(r) = g(r) — 1: Background

Important insight into the length scales that determine
correlations in the fluid state can be obtained by studying the
asymptotic decay, » — oo, of the total correlation function
h(r). For one-component fluids in three dimensions the pres-
ence of repulsive and attractive portions in the pair potential
gives rise to a line in the phase diagram, termed the Fisher-
Widom (FW) [47] line after the authors who first pointed to
the crossover, whereby the ultimate decay of /(r) crosses-over
from monotonic:

h(r) =~ ée‘a“”, r— oo (3D) )

to damped oscillatory
A
h(r) ~ —e " cos(ayr +6), r— o0. (3D) )
r

FW crossover occurs when decay of type (8) switches to that of
type (9), i.e., at a state point where &y = . Monotonic decay
(8) is found in the neighborhood of the liquid-gas critical point
and in low-density gas states, whereas exponentially damped
oscillatory decay (9) is associated with high-density, liquid or
supercritical, states. Such behavior should be contrasted with
the case of one-component HS where the decay is oscillatory
for all states.

The genesis of the two decay types in Egs. (8) and (9)
emerges from asymptotic analysis of the OZ equation (4)
[48,49]. Provided the pair potentials are short-ranged the
ultimate decay of h(r) is determined by the poles o of fl(k),
i.e., by the solution of 1 — ppé(e) = 0, with the smallest
imaginary part. The poles can be complex: o = o + iy,
giving rise to the oscillatory decay in Eq. (9) or purely
imaginary o = i@, giving rise to Eq. (8). The amplitudes .4
and A are determined by the residues entering the pole analysis
[48,49]. FW crossover was found in an early DFT study of
the square-well model [48] and subsequently for a truncated
Lennard-Jones potential, using an integral equation approach
[50]. Results for the latter were confirmed in Monte Carlo
simulations [51].

The study by Archer et al. [18], based on DFT and the
Self Consistent Ornstein Zernike Approximation, for a model
(mermaid) potential with a double Yukawa potential, attractive
at short distances outside the hard core but repulsive at large
distances, revealed rich crossover behavior in the decay of
h(r). In the supercritical region of the phase diagram both
oscillatory-oscillatory and FW crossover were found. Such
complex behavior arises from the presence of the two different
(Yukawa) length scales accompanied by an attractive portion
in the pair potential.

As the BEL potential is purely repulsive, intuitively we
do not expect to find states exhibiting monotonic decay of
h(r).Rather we might expect exponentially damped oscillatory

decay for all the states we consider, albeit with the possibility
of different wavelengths 27 /«r;. Since our model fluid lives in
two dimensions, we must enquire how the standard 3D pole
analysis employed in the studies mentioned above is altered
when we consider the lower spatial dimension.

C. A general pole analysis of the asymptotic decay of &(r)
in two dimensions

We proceed as in three dimensions by considering the OZ
equation (4). The 2D Fourier transform of a function f(r) is
given by

fk)=2n / drrJo(kr) £(r), (10)
0

where Jy is the zeroth Bessel function of the first kind.
Similarly, the inverse Fourier transform is

1 [ A
fr)= 2—/ dk kJy(kr) f(k). 1D
7T Jo
It follows that
1 (k)

We now recall the following asymptotic expansion for the
Bessel function:

[ 2 1
JO(kV) = % sin (kr + %) + 0(7.37)
=,/ L Ref(1 = et 0 : 13
=V 7rr e[(1 —i)e™ ]+ (;’37’ (13)

where Re[z] denotes the real part of a complex number z.
Substituting into Eq. (12) yields

1
h(r) = Re[(1 —i)Z(r)] + 0<m>, (14)

1
273
where the integral Z(r) is given by

(k)

1 — poc(k)’
In order to evaluate this integral we convert the integrand into
an even function using the substitution k = x2. Thus
0 ) é 2
I(r)=2 / dx xze’xz’#)z-
0 1 — poé(x*)

The integral is now of the same form as in three dimensions
and can be evaluated in an analogous manner [48,49]. This is
done by noting that the integrand is even, enabling us to change
the limits of the integral 2 f; — [ and then evaluating the
new integral using a closed semicircular contour in the upper

half plane of the complex plane [48,49]. This is sketched in
Fig. 4. Using the residue theorem we obtain

I(r) = 2mi Z R, ", (17)

Ir) = / dk k2 e'*r (15)
0

(16)

where ¢, are poles in the upper half-plane, given by the
solutions of

1 — poé(gn) =0, (18)

xe(x?)

. . 2 _
and R, is the residue of oot A X = dn-
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Im(k)

-R ~ ' R Re(k

FIG. 4. The contour in the complex-k plane used to evaluate the
integral in Eq. (16), in the limit of the circle radius R — co. The
poles, marked by dots, occur in conjugate complex pairs.

For short-ranged pair potentials, i.e., those of finite range
or those that decay exponentially, or faster, the pair direct
correlation function c¢(r) is also short-ranged, at least for
states removed from the bulk critical point. In such cases
we expect the poles to be simple. Generally, and by analogy
with the 3D fluid, the poles can be pure imaginary g, = i@
or come in conjugate complex pairs g, = o) + ig. As in
three dimensions, the slowest decay of A(r) is determined by
the pole(s) with the smallest imaginary part. If there is a pure
imaginary pole, and &y < o, the ultimate decay of the total
correlation function takes the form

—dor

i 1
h(r) = A eﬁ + o(m) (2D) (19)

where the amplitude A = @gRe[(1 — i)/é/(i&())]/(ﬁpg) is
readily calculated from the residue above. When two conjugate
complex poles have oy < &g the ultimate decay takes the form

Ae ™" cos (ar + 0) 1
NG + 0<—>, 2D) (20)

73/2
where the phase 6 and the amplitude A can be calculated
directly from the residues. The calculation mimics that for the
3D case [48,49]. We see that the asymptotics in two dimensions
follow those in three dimensions, described by Eqs. (8) and (9).
The key difference is the replacement of the factor of 1 /r in 3D
by a factor of 1/,/r in 2D, reflecting the difference between
the Fourier transforms. Given some prescription for the pair
direct correlation function ¢(r) we have a means to determine
the asymptotic decay of /4(r) in two dimensions.

h(r) =

D. Poles and structural crossover for the BEL model fluid

We calculate the poles, as determined by Eq. (18), using the
direct correlation function given by the simple RPA, Eq. (3).
It is important to recognize that the same inverse decay length
and wavelength characterizing the decay of A(r) arise in the
test particle procedure described in Eq. (7). The equivalence
between the test particle and the OZ routes for the length scales
of the asymptotic decay is general and is based upon linear
response arguments; see Ref. [52]. Note, however, that the
amplitudes and phases will differ between the two routes. We
do not attempt to calculate these quantities in this paper.

For the BEL potential (1) we find only complex poles, as
expected for a purely repulsive, short-ranged pair potential.
Examples of the low-lying poles, i.e., with those the smallest
values of «, are shown in Fig. 5 for various state points. The
top row shows the pole structure for fixed C4 = 0.42 at four
different densities and fixed Se = 10 while the second row
shows the poles for fixed reduced density py = 0.774 and
several values of C4 for the same reduced temperature. We
define the inner poles as the conjugate pair closest tothe ; = 0
axis and the outer as the next closest pair. In the top row (a) to
(d), we see that the inner pole has the smaller imaginary part
at low densities while the outer pole has the smaller imaginary
part at high densities. In the second row (e) to (h), we find
that the outer pole has the smaller imaginary part for small Cy4
while the inner acquires the smaller imaginary part at large
Cy4. A state point at which the imaginary parts of the inner
and outer poles are identical is a point of structural crossover.
The locus of these points can be plotted in a “phase diagram,”
as shown in the bottom panel for fixed Be = 10. The black
dashed line is the structural crossover line calculated for the
BEL model. This line is the locus of state points where the
slowest decay of h(r) switches discontinuously from damped
oscillatory with a long wavelength 27 /oy (the inner pole is
lowest lying) to decay with a shorter wavelength (the outer pole
is lowest lying) on increasing the fluid density. The crossover
is illustrated in Fig. 6 for fixed C4 = 0.42. For densities
po < 0.35, the crossover value, the inner pole has the smaller
imaginary part and the wavelength of the slowest decaying
oscillations is &~ 2w, whereas for larger densities the outer
pole is the lowest lying and the wavelength is &~ 0.52 x 2.
This result accounts for the different wavelengths of decay
observed in the RPA-DFT and HNC results for g(r) in Fig. 3.
This observation should aid in identifying new systems that
exhibit QC formation. By finding such a crossover line with
the correct length scale ratios in the liquid state portion of
the the phase diagram and following it towards where the solid
phases exist, one is heading to the portion of the phase diagram
where QCs are most likely to occur.

Figures 7 and 8 demonstrate clearly the efficacy of the
asymptotic analysis. These figures plot In [/ h(r)] versus r,
comparing the “full function,” i.e., the results of the RPA-
DFT test particle calculations, with a single “leading pole”
approximation given by the first term in Eq. (20). Figure 7 is
for two low-density state points corresponding to the region
in Fig. 5 where the inner poles have the smallest imaginary
part and dictate the asymptotic decay. For r 2 20 the “leading
pole” approximation captures accurately both the wavelength
and the decay length of the oscillations; note that we match
the amplitude and phase in Eq. (20) to the numerical results.
The wavelength is & 27 in both cases. For the two high-density
states in Fig. 9 the outer poles dictate the decay and the “leading
pole” approximation is very accurate for r 2 5. In both cases
the wavelength is ~ 0.52 x 2.

Structural crossover is not manifest in the behavior of
the two principal peaks in the structure factor Sgpa(k) =
[1+ ,oo,Bﬁ(k)]’]. For C4 = Cy4. (see Figs. 2 and 5) the two
minima in (k) are equal and therefore the principal peaks
have equal height. If C4 < C4, the peak at the larger wave
number is higher, whereas for C4 > Cj. the peak at smaller k
is higher. This threshold value of C4 = Cy4. defines a horizontal
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FIG. 5. Pole structure and structural crossover for the BEL model potential at inverse reduced temperature ¢ = 10. The top row displays
the lowest lying poles for C, = 0.42 and reduced densities (a) po = 0.1, (b) po = 0.25, (¢) po = 0.65, and (d) pp = 2.0. In (a) and (b) the
inner poles have the smallest imaginary part, whereas in (c) and (d) the outer poles are the lowest lying. The second row displays the poles
for pg = 0.744 and (e) C4 = 0.42, (f) C4 = 0.43, (g) C4 = 0.435, and (h) C4 = 0.44. In (e)—(g) the outer poles have the smallest imaginary
parts, whereas in (h) the inner poles are the lowest lying. The bottom panel (i) is the “phase diagram” in the plane, which shows the location of
the state points (a)—(f) and displays the structural crossover line (black dashed line) where the inner and outer poles have identical imaginary
parts. To the left of this line the slowest oscillatory decay of /(r) has a longer wavelength than to the right. The two red solid curves denote
the onset of instability of the uniform fluid; the low-density branch corresponds to the mode with k£ & 1 first becoming linearly unstable while
the high-density branch corresponds to the k ~ 1.93 mode. The structural crossover line runs into the point where the two branches meet at

Cy = Cue.

line in Fig. 5. Except at high densities this is well removed
from the structural crossover line. The latter terminates at the
intersection of two (red) lines where the fluid first becomes
linearly unstable. We return to this important feature in the
next section.

Note that generally the values of «; are not exactly at the
minima of d(k), since «; is the real part of the complex pole
solutions to Eq. (18). In practice, «; lies close to the minima
of (k) for lowest poles, with small &g values. This can also be
seen from combining Eqs. (3) and (4) to give

—Bo(k)

hrpa(k) = W;

2n

i.e. the maxima of ERPA(k) are equal to the minima of 0(k) and
so the latter are equal to the least damped modes in a(r).

IV. STABILITY OF THE UNIFORM FLUID
AND QUASICRYSTAL FORMATION

The analysis described in Sec. III focuses on the stable
fluid region of the phase diagram. Here we discuss what
occurs as the density and/or the parameter C, increase in
the phase diagram of Fig. 5. We note from the first row of
Fig. 5 and from Fig. 6 that the imaginary part oy of the
leading (outer) pole decreases with increasing density at fixed
C, = 0.42 and thatag — O for pg ~ 2.5. In this limit the pole
determined by Eq. (18) is real and the leading decay of h(r)
becomes undamped oscillatory, with wavelength 2 /o ~ 7,
signaling an instability of the uniform fluid. Similarly, for
the second row of Fig. 5 one observes «g for the leading
(inner) pole decreasing towards zero at fixed pg = 0.744 as Cy
increases indicating a possible instability. This pole analysis
for determining an instability is equivalent to the venerable
Kirkwood-Monroe [53] approach for tackling freezing; see
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FIG. 6. Variation of «, the imaginary part of the inner poles (red
line) and outer poles (green dashed line), with reduced density p, for
C4 = 0.42 and Be = 10. The inset shows the corresponding plot for
o, the real part.

also Ref. [54]. It is based, of course, on static (equilibrium)
considerations.

On general grounds we can expect dynamical instabilities
to occur at real wave numbers k > 0 as the density of the
fluid, or C4, is increased. There are several approaches, but we
follow closely that adopted recently by Archer et al. [23,25],
who considered a polymeric system with a soft core plus a
corona (or shoulder) architecture, modeled as a sum of two
repulsive GEM-8 potentials of different ranges and strengths,
and investigated the time evolution of this model using DDFT
(dynamical DFT)—an accurate approximation for soft parti-
cles undergoing Brownian (overdamped) stochastic dynamics.
In DDFT the time (¢) evolution of the one-body density p(r,?)
is given by the deterministic equation

dp(r,1) Mﬁp@Jﬂ}
ot sp(r,r) |

where I' is a mobility coefficient and Q[p] is the same
grand potential functional as in equilibrium DFT [55,56].
We are concerned with the growth of density fluctuations
when a uniform fluid of density pq is weakly perturbed, i.e.,
we consider a small-amplitude perturbation of the density
at early times. Making a functional Taylor expansion of the
excess free energy functional F[p] together with appropriate
linearization one obtains the following result [23,25,43,56,57]
for the Fourier decomposition of the density perturbation:

Py =pn)—po= plkr =00 (23)
k

:FV-P@ﬁV (22)

with the dispersion relation
(k) = —=DK*[1 — poé(k)], (24)

where the diffusion coefficient is D = kgTT" and k = [K|.
Note that an equivalent result was obtained in an early DFT
treatment of spinodal decomposition [44,58]. That the uniform
fluid direct correlation function enters Eq. (24) is a direct
consequence of the functional Taylor expansion of the free
energy functional about the uniform density pg. For a stable

(a)

In| /rh(r)|

-10

Full function
Leading pole ----------

-12

0 5 10 15 20 25 30 35

Inf/rh(r)|

2 Full function z.
Leading pole ----------
-14 ! > b ) ‘ ‘ ‘ ‘
0 5 10 15 20 25 30 35
T

FIG. 7. The asymptotic decay of h(r) for fe = 10 and two low-
density states. The solid red line denotes the results of the full RPA-
DFT test particle calculations while the black dashed line corresponds
to the “leading pole” approximation Eq. (20). (a) With py = 0.09 and
C4 = 0.42; the leading pole is an inner one with g = 0.2528 and
o = 0.8535. (b) With py = 0.08 and C, = 0.44, the leading pole is
again an inner one with g = 0.2424 and o; = 0.9037.

uniform fluid the OZ Eq. (4) implies [1 — poé(k)]~! = S(k),
the liquid structure factor. The usual stability criterion that
S(k) must be positive for all real wave numbers k is therefore
equivalent to requiring w(k) < 0O for all k. This result implies
all Fourier modes in Eq. (23) must decay with increasing time:
such a state is linearly stable. Recalling the definition (6) of the
direct correlation function as a second functional derivative, it
is clear there will be bulk state points where [1 — poc(k)] < O
for certain k [56]. Correspondingly, w(k) > 0 and the mode
grows with time: the state is linearly unstable. Such states occur
inside the parameter regime where a crystal is the equilibrium
phase. The onset of linear instability, or the marginal stability
threshold, is given by the locus in the phase diagram where
the maximum growth rate is zero. This is defined by the two
conditions
dow(k)

dk lk=k,

where k. is the wave number of the marginally unstable
mode.

=0 and wk =k.) =0, (25)
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FIG. 8. The asymptotic decay of h(r) for Be = 10, C4 = 0.42
and two high-density states. The solid red line denotes the results of
the full RPA-DFT test particle calculations, while the black dashed
line corresponds to the “leading pole” approximation (20). (a) With
po = 0.5; the leading pole is an outer one with oy = 0.1440 and ) =
1.993. (b) with py = 1.0; the leading pole is again an outer one with
ap = 0.0888 and or; = 1.996.

We now make the connection between the pole analysis and
the present linear stability investigation. The latter dictates,
from Eq. (25), that a linear instability occurs when [1 —
poc(k.)] = 0, with k. real. But this is just the criterion for a
pole [see Eq. (18) and below] with vanishing imaginary part,
and k., = «ay, for the purely real pole. For example, the decrease
of «p towards zero that we see in Fig. 6 corresponds to the
approach to the onset of linear instability as determined by
the conventional dispersion relation. We can now consider the
genesis of the (red) instability lines in Fig. 5.

Within the simple RPA, ¢(k) = —B0(k) is independent of
density, and thus the Fourier transform of the pair potential
determines directly the form of the dispersion relation. It
follows from Eq. (25) that for a given Cj, the wave number k.
corresponds precisely to aminimum in (k). In Fig. 5 the lower
red line is the high-density branch of the onset of instability and
is associated with the second minimum of 9(k), occurring at the
larger wave number. On this line k. corresponds to the second
maximum of w(k), near k,, reaching zero while the upper line
is the low-density branch where the first maximum of w(k),

D! 2k )Pk
a2 &

'
-
(6]

k

FIG. 9. The dispersion relation for the BEL potential at the state
point Be = 10, C4 = 0.44, py = 1.3. Asthe maximaatk =~ 1.0 and at
k = 1.93 are positive, density modulations with both wave numbers
will grow; this state is linearly unstable.

near ki, reaches zero. For C4 = C4. the two minima in 0(k)
are equal and the two branches meet at the density py ~ 1.25.
At this point the two maxima in the dispersion relation are both
zero and modes with the values k; = 1 and k; = 1.932 grow
initially at the same rate. The scenario presented here is close
to that in Fig. 1 of Refs. [23,25]. Our parameter Cy4 plays the
role of their parameter a which determines the strength of the
corona repulsion. As in Refs. [23,25], we find the two branches
cross. However, for clarity, the smooth extensions of the
branches beyond the crossing point are not shown in our Fig. 5.

In Fig. 9 we plot the dispersion relation at the state point
Be =10, C4 = 0.44 and density pp = 1.3. This density is
slightly larger than that where the two instability branches
meet. At this state point the two almost-equal minima in
0(k) at k; =1 and k, = 1.932 yield two maxima in w(k)
at wave numbers that are very close to these values. Since
w(k) is positive at both maxima the fluid at this state point
is linearly unstable with respect to density fluctuations with
both wave numbers, albeit weakly at the smaller wave number.
“Quenching” the uniform fluid to this state point will lead
to nonuniform structures as the system evolves in time. In
Fig. 10 we show density profiles computed from DDFT,
Eq. (22), following such a quench. In implementing the DDFT
time evolution we add, at t = 0, a small-amplitude random
fluctuating variable &(r) to the uniform density py at each
point in space, i.e., p(r,t = 0) = py + £(r); see [23,25]. As
the maximum in w(k) is larger at k & 1.932 than at k ~ 1, we
see that the density modulations with the larger wave number
grow faster initially than those for the smaller value. At the
early time t* = 16 [Fig. 10(a)] we find modulations with a
short length scale, i.e., we observe a hexagonal crystal with
a short periodicity. At subsequent times nonlinear evolution
involves both length scales. The final structure [Fig. 10(d)]
at t* = 200 is the local equilibrium state of our system. This
displays domains of dodecagonal quasicrystal ordering. The
sequence of structures we observe is somewhat similar to that
found in [23,25] for the double GEM-8 model potential at
state points for which the dispersion relation is similar (see
bottom panel of Fig. 12 in Ref. [25]) to our Fig. 9. For the
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10

0

FIG. 10. DDFT results for the time evolution of the density profile in the (x,y) plane following a quench to the uniform state with Se = 10,
C4 = 0.44, py = 1.3. The corresponding dispersion relation is displayed in Fig. 9. The profiles are shown (a) for #* = 16 (top left), (b) t* = 40
(top right), (c) t* = 80 (bottom left), and (d) +* = 200 (bottom right), where t* = t/t3, with Brownian time 13 = (27/k;)?>/D. In the earlier
stages the density modulations display a shorter length scale, while at the latest time quasicrystalline structure is clearly present.

double GEM-8 model, the full phase diagram was determined
[23,25]. One finds that for states where the dispersion relation is
of this form the system first forms a crystal with a short length
scale, since that is the most unstable fastest growing mode.
However, in the double GEM-8 system such a crystal does not
correspond to the equilibrium state, which is in fact a longer
length scale crystal, whereas for the present BEL model the QC
is the minimum free energy state for some parameter vlaues.

Suppose now we follow state points on the structural
crossover line in Fig. 5, starting deep in the equilibrium fluid
phase, and move towards higher densities and higher Cy4. The
inner and outer poles have real parts that approach k; and
k, while the common imaginary part o decreases towards
zero. On the other hand, if we consider the two lines of linear
instability determined by Eq. (25) we find that at the point of
their intersection (at C4 = Cy4. and py ~ 1.25) the minima in
0(k) are equal. It follows that within our RPA treatment,

1 — poéky) = 1 — poé(kz) =0 (26)

for the (real) wave numbers k| and k;. Thus, at some special
state point there are inner and outer poles, both with vanishing
imaginary part, whose real parts are k| and k,. It is striking
that the region where QCs form lies in the neighbourhood of
this point.

We note that in the stable region of the phase diagram in
Fig. 5 it can be useful to think in terms of the structure factor
Srpa(k) = [1 + poB0(k)]~". For example, if we follow the
horizontal line at C4 = C4, increasing the density, this function
is positive and finite for all (real) k, with equal principal
peaks at k; and k;, until reaching the point of intersection
near po = 1.25. Then Sgrpa (k) diverges at both wave numbers,
consistent with Eq. (26). Note also that a line in the phase
diagram along which the static structure factor diverges for
k # 0 is sometimes referred to as the lambda line, particularly
in the context of ionic liquids [18,59-62].

V. DISCUSSION AND CONCLUSIONS

We have determined the liquid state structure of a model
fluid composed of particles interacting via the BEL pair
potential (1). At sufficiently high densities and for particular
values of the pair potential parameters {C,,o'} it is known that
the system solidifies to form a QC [24]. Here we find that
the propensity towards QC formation is manifest in the liquid
state structure. In particular, the decay r — oo of the radial
distribution function g(r) contains two exponentially damped
oscillatory contributions with quite different wavelengths but
similar decay lengths. These are associated with distinct peaks,
at wave numbers k; and k,, in the static structure factor S(k),
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where ky/k; ~ 1.932. The double-peaked form in S(k) with
the same ratio was also observed for a very different model
system, namely a double GEM-8 model [23,25] designed
to mimic a polymeric system with a soft core plus corona
architecture. We believe that these features in S(k) and g(r)
should be generic to QC-forming systems. Identifying these
in the liquid state will provide useful signposts to finding
other systems that solidify to form QCs. Our analysis shows
that there is a crossover line in the liquid-state portion of the
phase diagram at which the asymptotic decay of g(r) changes
from damped oscillatory decay with wavelength = 2 /k;
to damped oscillatory with different wavelength ~ 27 /k,.
Following the locus of this line towards higher density states
leads directly to the portion of the phase diagram where
QCs occur; see Fig. 5. In previous studies seeking to find
model systems that form QCs [22-25,36,37] the strategy used
was to identify state points where the dispersion relation
has the required double peaked structure. This is akin to
identifying a double-peaked shape in S(k). The insight from
the present study is that a search strategy based on examining
the real-space liquid state correlations would also be at least
as effective.

In determining g(r) for the BEL model we have used
both HNC theory and the RPA-DFT test particle route. The
excellent agreement between the two (see Fig. 3) indicates
that the simpler RPA-DFT is rather accurate. This result was
not obvious, given the complex form of the pair potential,
which contains multiple length and energy scales (see Fig. 1).
Although the pole analysis to determine the asymptotic decay
form of g(r) forr — oo was performed solely for the RPA, we
do not expect the results we have obtained to be significantly
different from those one would obtain with HNC or any other
reliable integral equation theory or simulation.

The pole analysis used here to determine asymptotic decay
of g(r) is a generalization to two dimensions of an approach
that has previously been used successfully for 3D systems.
Here we have shown that the general form of the asymptotic
decay r — oo of g(r) for 2D fluids, with short-ranged inter-
particle potentials away from the critical point, is either of the
form in Eq. (19) or that in Eq. (20). While these results could
have been guessed, based on our knowledge of the well-known
results in three dimensions, Egs. (8) and (9), the mathematical

derivation in two dimensions is somewhat different from in
three dimensions. In particular, the steps in Egs. (12)—(16)
are particular to two dimensions. Therefore, the present work
provides a valuable contribution to the study of 2D fluids in
general.

As described in the introduction, structural crossover in
the asymptotic decay of pair correlation functions is not
unexpected in binary mixtures when there is a sufficiently
large difference in the sizes of the two species of particles
[1-3]. However, the presence of two different length scales
often needs to be engineered in one-component mixtures.
Therefore, in this regard the present BEL model is unusual
and suggests why one-component systems that form QCs are
not common. We anticipate that binary mixtures having a
crossover in the asymptotic decay of the three partial radial
distribution functions g;;(r) from oscillatory decay with wave
number k; to oscillatory decay with wave number k;, with
ky/ ki = 2cos(mr/n) and with n = 12, will in two dimensions
be candidates for forming dodecagonal QCs. Other values
of n will also be interesting. We believe that binary col-
loidal mixtures, where the diameters of the colloids can be
finely tuned [4,5], will be the most likely candidates for
investigation.

Finally, we highlight the connection, made explicit here,
between the pole analysis for the static equilibrium fluid struc-
ture that is based on finding zeros of the quantity [1 — pyc(k)]
in the complex-k plane and the study of the nonequilibrium
growth or decay of density modulations, which is determined
by the dispersion relation w(k) in Eq. (24). w(k) is proportional
to exactly the same quantity, but evaluated for real values of k.
The connection is due to the fact that both approaches are based
on a linear response treatment. Both emphasize the importance
of the quantity ¢(k), or its Fourier transform to real space, c(r),
defined in Eq. (6).
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