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We study how the interaction between hydrodynamics and chemotaxis affects the colonization of nutrient
sources by microorganisms. We use an individual-based model and perform probabilistic simulations to ascertain
the impact of important environmental and motility characteristics on the spatial distribution of microorganisms
around a spherical nutrient source. In general, we unveil four distinct regimes based on the distribution of the
microorganisms: (i) strong surface colonization, (ii) rotary-diffusion-induced “off-surface” accumulation, (iii)
a depletion zone in the spatial distribution, and (iv) no appreciable aggregation, with their occurrence being
contingent on the relative strengths of hydrodynamic and chemotactic effects. More specifically, we show that
the extent of surface colonization first increases, then reaches a plateau, and finally decreases as the nutrient
availability is increased. We also show that surface colonization reduces monotonically as the mean run length
of the chemotactic microorganisms increases. Our study provides insight into the interplay of two important
mechanisms governing microorganism behavior near nutrient sources, isolates each of their effects, and thus
offers greater predictability of this nontrivial phenomenon.
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I. INTRODUCTION

Chemotaxis can be defined as the ability of bacteria to per-
ceive gradients in ambient nutrient or chemical concentrations
and adjust their motility so as to “climb” up or down these
gradients. It is one of the most widely studied properties of
bacteria, particularly for the enteric bacterium E. coli [1–4].
The nutrient/chemical responsible for chemotaxis is called
the chemoeffector. The motion of E. coli is termed “run and
tumble” because it consists of almost straight runs separated
by sudden tumbles, i.e., abrupt changes in the swimming direc-
tion [1–4]. Bacteria rely on temporal comparison of ambient
nutrient concentrations to gauge chemoeffector gradients and
refine their motion as required [5–9]. Based on the feedback, a
variety of changes can take place to alter bacterial motion, e.g.,
a change in swimming speed as a function of ambient concen-
tration (chemokinesis), a change in the frequency of tumbling,
or even a shift in the regime of swimming from run and tumble
to “run reverse and flick” [10]. The cumulative effect of the
above sequence of actions is to prolong the bacterium’s stay
in any desired region. For example, chemokinesis can either
slow bacteria down in regions of high nutrient concentration
or it can speed them up so as to have proportionately faster
gradient climbing. Similarly, bacteria are known to increase
their average exposure to nutrients and thus fulfill their en-
ergetic requirements by tumbling (or reversing) less often
in nutrient hotspots. In addition to chemotaxis—which is an
active response by a bacterium to ambient physicochemical
stimuli—a bacterium’s motility can also get altered passively
via hydrodynamic interactions (HI) with nearby boundaries
[11]. Some examples are “swimming on the right-hand side”
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[12], swimming in circles [13–17], reversal of swimming
direction [18], and wall attraction and accumulation [19–
26]. These near-surface phenomena, coupled with bacterial
chemotaxis, are of utmost importance in the comprehension
of biofilm formation and evolution [27–29]. While studies
focusing solely on HI [12–26], on chemotaxis without HI [30–
38], or on chemotaxis and HI due to self-generated bacterial
flows in infinite domains [39,40] abound; the combined effect
of chemotaxis and HI on the locomotion of microorganisms
near a boundary that is also a source of a chemoattractant
has not been studied. The studies that do consider the effects
of fluid flow on bacterial motion (chemotactic or otherwise)
near surfaces have been mostly limited to the cases where
the bacterial cell is translated and rotated by a pre-existing
background flow [31–36]. In absence of any background flows,
a consistent description of HIs should involve fluid flow that is
generated on account of bacterial swimming and its proximity
to surfaces.

In this paper, we aim to understand the combined or com-
petitive effects of hydrodynamic and chemotactic attraction
of model microorganisms to spherical nutrient sources. We
study the motion of a bacterium that can run and tumble
near a stationary, spherical surface which acts as a source of
the chemoeffector. Therefore, the motion is dictated by three
different mechanisms: (i) translation due to inherent motility as
well as hydrodynamic interaction (attraction) with the nutrient
source (which can be a rigid sphere or a drop), (ii) rotation due
to hydrodynamic interaction and random effects like thermal
and athermal diffusion, and (iii) chemotactic reorientation
due to the spatial distribution of a chemoeffector having a
prescribed concentration on the surface of the source [30].

The fluid flow far from a bacterium can be modeled as that
due to a force dipole, i.e., two equal and opposite, collinear
forces with an infinitesimal separation between them [24].
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A force dipole that lies within a few (1–3) body lengths
from the surface of a rigid sphere (which, in an experiment,
can be a colloid [41] or an isolated nutrient source like a
marine snow particle) is prone to getting hydrodynamically
trapped onto the surface of the sphere [25,26]. Beyond this
separation, hydrodynamics alone cannot lead to attachment of
microorganisms onto nutrient sources. In fact, Drescher et al.
performed experiments and concluded that hydrodynamics
becomes important only when a bacterium reaches within a
few microns from a surface and that hydrodynamic interactions
successfully explain the long residence times of E. coli near no-
slip surfaces [42]. This means that in order for hydrodynamics-
based capture to occur, a bacterium must reach within an λO(1)
body length from the spherical surface. This initial approach
could either be a chance encounter or directed motion in the
form of chemotaxis. It is this idea that motivates our study to
understand how effective chemotaxis is, in conjunction with
hydrodynamics, in the capture of microorganisms around a
spherical nutrient source with prescribed surface concentration
of the chemoattractant.

A study of this type has been carried out in the past by
Jackson [30], but without accounting for any hydrodynamic
interactions. Another related work is by Bearon [35], where
they quantify the rate at which motile bacteria colonize sinking
aggregates like marine snow, phytoplankton, etc. [38]. This
study neglects HIs and considers the effect of the background
flow (generated due to a sphere settling at zero Reynolds
number [43]) on the bacterium’s position and orientation but
does not consider biased tumbling due to chemotaxis. In a
similar fashion, Locsei and Pedley [36] studied the motion
of a bacterium tracking an alga wherein they evaluate a
background flow field due to a model algal cell. They then
use this flow to translate and rotate the bacterial cell and
neglect other HIs between the algal and the bacterial cell. In
addition, they model chemotaxis in an empirical fashion based
on experimental observations [44], where the chemotactic
reorientation involves just a reversal in the swimming direction
whenever the separation between the algal and bacterial cells
exceeds a threshold.

In this paper, we wish to provide a mathematical model
that consistently accounts for chemotaxis and hydrodynamic
interactions, in situations where no other background flow
exists. To this goal, it is essential to include (i) chemotactic bias
in bacterial motion stemming from the temporal comparison
of nutrient concentrations by a bacterium, and, (ii) the fluid
flow (and concomitant bacterial motion) that stems solely
from the interaction between the bacterium and the surface
or boundary. Our objective is to obtain the spatial distribution
(in the form of a probability distribution function, or, pdf) of
noninteracting chemotactic microorganisms released at a given
separation from the (nutrient) source and with an arbitrary
initial orientation. This pdf will, in general, be a function of
(i) hydrodynamic parameters like the size (diameter) of the
source, the swimming speed of the microorganism, and the
thrust force it exerts on the fluid, i.e., its dipole strength and (ii)
chemotactic parameters like the chemoeffector concentration
on the surface of the source and the tumbling frequency of the
microorganism. A thorough understanding of these functional
dependencies is warranted to successfully isolate the effects of
chemotaxis from those of hydrodynamics; and in the process,
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FIG. 1. A schematic of the problem being solved, showing a
spherical nutrient source of radius R, a spherical swimming microor-
ganism of radius b oriented along the unit vector p, and the spherically
symmetric chemoattractant distribution around it C(r ). The origin of
a fixed coordinate system XYZ lies at the center of the source. The
coordinate system defined by the unit vectors r̂, r̂⊥ and r̂⊥×r̂ can
rotate and translate with respect to the fixed coordinate system, as the
microorganism moves through the fluid. In a quiescent, unbounded
fluid (h → ∞), the microorganism will swim along the direction p.
The hydrodynamic-interaction-induced translational velocity, uHI ,
and rotational velocity, �HI , of the microorganism are expressed
as functions of its separation from the surface h, and its in-plane
orientation θ [see Eqs. (4) and (5)]. Note that h is the dimensionless
separation of the microorganism from the source.

better understand the dynamics of microorganism locomotion
and colonization in the context of lab-on-a-chip setups or
marine ecosystems.

The rest of the paper is organized as follows. We first
describe the governing equations of fluid flow and the boundary
conditions on the surface of a rigid, stationary sphere (which,
in our case, represents the source of chemoattractant). This
enables us to discuss the hydrodynamics-induced locomotion
of the model microorganism. We then describe the randomness
in the microorganism motion, the chemoattractant distribution,
and the modeling of run-and-tumble chemotaxis for a single
microorganism. We also comment on the near-field effects
and how they are expected to alter our model. Once the
mathematical model is laid out, we present the results of the
probabilistic simulations for the translational and rotational
dynamics of the microorganism. In all cases, we perform
relevant comparative studies and discussion of the results to
pinpoint the influence of different parameters involved. Finally,
we end by making some concluding remarks.

II. MATHEMATICAL MODELING AND METHODOLOGY

A. Hydrodynamic interaction

The contribution of the microorganism to the fluid flow
is modeled as a pusher force dipole (dipole strength F

oriented along p; see Fig. 1). Even though the force dipole
representation is most accurate when the flow field is being
analyzed far away from the microorganism, we note that such
representations have been shown to be accurate at distances
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as small as a few body lengths away from rigid walls [19,24]
and interfaces [45,46]. These have also been used to study
the locomotion and hydrodynamic trapping of microswimmers
around rigid spherical obstacles [25] and spherical drops [26].
To model the bacterial motion in the unbounded case (when
it is far away from any surface), we make two additions: (i)
We allow the force dipole to have swimming velocity Vsp in
an unbounded fluid, where Vs is the swimming speed of the
microorganism, and (ii) we assume that in an unbounded fluid,
the dipole orientation can tumble with a characteristic tumbling
frequency τ−1

0 and diffuse over the unit sphere with a (rotary)
diffusivity Dr ; this part is discussed in detail in Sec. II B.

The effect of a solid boundary near the bacterium, i.e.,
the hydrodynamic interaction (HI), is incorporated by first
solving the governing equations for fluid flow with appropriate
boundary conditions. These include the differential forms of
the conservation of mass,

∇ · v = 0, (1)

and momentum,

−∇P + μ∇2v = −F (p · ∇){p · δ(x − x2)}, (2)

in the Stokes flow regime, because for the length scales
involved in our problem, the flow inertia is negligible. Equa-
tions (1) and (2) need to be solved subject to the boundary
conditions:

v(|x| = R) = 0,

v(|x| → ∞) = 0. (3)

In the above equations, v, P, and μ are the fluid’s velocity,
pressure, and dynamic viscosity, respectively. R is the radius
of the spherical nutrient source. x is the position at which
the velocity needs to be evaluated, x2 is the position vector
from the origin of the coordinate system to the center of the
microorganism (see Fig. 1), and δ(x) is the three-dimensional
Dirac δ function. Equations (1)–(3) can be solved for v(x) and
P (x), by using the method of images as shown in Ref. [47].
Thereafter, an application of the Faxen’s law for a sphere,
by treating the image flow field as an ambient flow and
utilizing the force-free and torque-free conditions, yields the
linear (uHI ) and angular (�HI ) velocity of the force dipole,
due to the hydrodynamic influence of the nearby particle
(see Refs. [25,26]):

uHI

Vs

= −3AαD (1 − 3sin2θ )(A + h)

2h2(2A + h)2 r̂

+ 3A3αD (2A2 + 6Ah + 3h2) sin 2θ

4h2(2A + h)2(A + h)3 r̂⊥, (4)

�HI

Vs/b
= −3A3αD (2A2 + 6Ah + 3h2) sin 2θ

4h3(2A + h)3(A + h)2 (r̂⊥ × r̂). (5)

In Eqs. (4) and (5), b is a measure of the microorganism size (if
assumed to be spherical, then b is its radius), h = (|x2| − R)/b
is the dimensionless separation of the microorganism from the
surface of the source, A = R/b is the dimensionless radius of
the source, θ is the in-plane orientation of the microorganism
(see Fig. 1), and αD = F/(8πμb2Vs ) is the dimensionless

dipole strength of the microorganism. Before proceeding,
we make an important note regarding the generality of the
hydrodynamic aspect of our study. Equations (4) and (5)
describe the swimming dynamics of a model microorganism
near a rigid spherical nutrient source. It is also possible to
derive the same for motion around spherical drops by using
appropriate boundary conditions in place of (3), as done by
Shaik and Ardekani [48]. In this study, we restrict ourselves to
the analysis of motion around rigid, spherical nutrient sources
(e.g., marine snow particles). However, a similar analysis can
be performed for a nutrient source like an oil drop (i.e., for
a spherical fluid-fluid interface); for details see Ref. [26] and
the appendix. For a viscosity ratio corresponding to crude oil,
there is only a minor quantitative change in the final results of
interest (see Fig. 12 in the appendix). Therefore, we note that
our study also reflects the accumulation trends around crude
oil drops that are the sole source of carbon for a wide class of
marine bacteria [49]. Thus, the results of this study can be used
to understand bioremediation in an oil spill.

Once uHI and �HI are known, the motion of the microor-
ganism can be defined in terms of the evolution equations for
its position x2(t ) and orientation p(t ), where t is the time. The
former is given by

dx2

dt
= uHI + Vsp, (6)

while the hydrodynamic component of the latter is

dp
dt

∣∣∣∣
hydrodynamic

= �HI × p. (7)

Equation (7) is not complete yet because we have not accounted
for two important randomness effects in the motion of any
bacterium: the run-and-tumble motion and thermal or athermal
diffusion. We now turn our attention to modeling these effects.

B. Chemotactic reorientation

The motion of a bacterium in an unbounded, quiescent
fluid is characterized by run and tumble, i.e., nearly straight
swimming (runs) interspersed with abrupt reorientations (tum-
bles) due to certain flagellar mechanisms [50–52]. The runs
themselves are not perfectly straight due to various reasons
(Brownian rotation, flagellar imperfections, ATP availability)
and the bacterium is seen to undergo rotary diffusion during
the course of each run [53]. In this section, we discuss the
incorporation and implementation of these reorientations into
our model. The rotary diffusion is straightforward and just adds
a random component to the right-hand side of Eq. (7); written
as a stochastic differential equation, this yields

pn+1 = pn + �t (�HI )n × pn +
√

4Dr�tηr × pn, (8)

where Dr is the rotary diffusivity of the bacterium and ηr

is the Gaussian white noise on the unit sphere [3,53,54], the
subscripts n and n + 1 refer to the values of the variables at
the current, and the next time step, respectively. In general,
the rotary diffusivity is obtained by using the Stokes-Einstein
relations along with the mobility matrices of the system under
consideration [11]. Because of the changing geometry of
the problem, the mobility matrices will be a function of the
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position and the orientation of the microorganism, and the
effect of Brownian rotation will be a more involved stochastic
differential equation (see Refs. [55,56] for details) instead
of Eq. (8). Also, the magnitude of the fluctuations will be a
function of the microorganism’s distance from the source. For
the sake of simplicity, however, we assume the mobility matrix
to be constant and isotropic, in which case Eq. (8) holds. We
emphasize that this does not alter the essential physics that
we observe in our study. We discuss this idea in detail in the
appendix. The tumbling of the bacterial cell is a probabilistic
event, modeled as a Poisson process with rate τ−1

0 [3]. This
means that in an unbounded fluid, the probability of a tumble
to occur after an infinitesimal interval dt is constant and is
given by

Pt,0 = dt/τ0. (9)

Therefore, 1/τ0 is the mean tumbling frequency for a bac-
terium, and a tumble is effected by the following rule [57,58]:

pn+1 = φpn + (1 − φ)p′,

φ ≡ H (�n+1 − Pt,0), (10)

where H is the Heaviside function [59], and �n+1 is a
random number chosen from a uniform distribution on [0, 1].
Therefore, during a run (if Pt,0 < �n+1), the bacterium re-
orients smoothly via Eq. (8), but in case of a tumble (if
Pt,0 > �n+1) it changes its orientation instantaneously to a
new orientation p′. This post-tumble orientation could either
be one from a uniform distribution on the unit sphere (an
isotropic tumble) or it could be biased, i.e., correlated in some
way to the pretumble orientation (anisotropic tumble). In this
study, we use a probability distribution g(β ) of the angle β

between the pre- and post-tumble orientations which has been
observed experimentally for the bacterium E. coli [1], and a
succinct mathematical expression is provided in Ref. [60]:
g(β ) = (1 + cos β )/2. Note that in reality a tumble is not
instantaneous (it takes around 0.1 s), but we assume it to be so
for the current work.

The run and tumble described thus far enables a bacterium
to perform a random walk through its environment, just like
Brownian or diffusive motion. The effective diffusivity of this
random walk is given by Deff = V 2

s τ0/3 [61]. The true utility
of this motility feature, however, is observed when a bacterium
forages for nutrients. An intricate mechanism [22,52] allows
the bacterium to alter its tumbling frequency—or equivalently,
its run time—in such a way that it spends more (resp. less)
time in a desired (resp. undesired) region, e.g., in a region
that is rich (resp. poor) in nutrients. As a result, the rate of the
Poisson process (or, equivalently, the tumbling frequency) is no
longer a constant τ−1

0 , but it changes depending on the nutrient
exposure of the bacterium. If the organism finds itself in
regions of progressively increasing nutrient concentration, then
its tumbling frequency reduces (τ > τ0); and if the organism
moves to regions of declining nutrient concentrations, then the
tumbling frequency stays unaltered at τ = τ0. It is therefore
imperative to have an idea about the nutrient distribution,
before proceeding on to model bacterial chemotaxis. The
concentration C of the nutrient or chemoeffector is governed

by the following conservation equation,

∂C

∂t
+ ∇ · (Cv) = DC∇2C, (11)

subject to the boundary conditions:

C(|x| = R) = C0,

C(|x| → ∞) = 0. (12)

DC in Eq. (11) is the nutrient diffusivity. We now proceed to
make two simplifications to Eq. (11). First, we consider steady-
state nutrient distribution, thus dropping the first term on the
left-hand side of Eq. (11). Next, we note that the characteristic
Peclet number for the problem is very small, which allows us
to neglect the advection terms in Eq. (11). The Peclet number
is

Pe = Vslref

DC

, (13)

where Vs ≈ 10 μm/s is the reference velocity scale (the
bacterium’s swimming speed) and lref is a reference length
scale (for phytoplankton, lref ≈ 10 μm; for oil drops, lref ≈
20–60 μm [62–64]). The value of DC for some typi-
cal nutrients—like C6 sugar or hydrocarbons like CH4—is
≈10−5 cm2/s [65,66]. For the above-mentioned parameters, we
see that the Pe is O(0.1), and thus advection can be neglected
as a first approximation. As a result, we obtain the very simple
diffusion equation for the chemoeffector concentration,

DC∇2C = 0, (14)

which can be solved using the boundary conditions (12) to get

C(r ) = C0R

r
, (15)

where r = |x2| is the radial distance from the origin of the coor-
dinate system (see Fig. 1). We can now define the chemotactic
motion of the bacterium by relating its tumbling frequency to
the temporal evolution of the nutrient concentration C in the
bacterial reference frame. To this end, we employ the biphasic
tumbling frequency model developed by Brown and Berg for
E. coli [2], but without the memory effect, i.e.,

τ =
⎧⎨
⎩τ0 exp

[
αC

KD

(KD+C )2
DC
Dt

]
, DC

Dt
> 0,

τ0,
DC
Dt

� 0,

(16)

where KD is a measure of how well the chemoattractant binds
to the chemoreceptor and αC is a timescale characteristic
to the system being studied. A lack of the memory effect
means that τ depends only on the instantaneous rate of change
(material derivative) of C (i.e., DC/Dt) with respect to the
bacterial motion, and not on the averaged time history of
nutrient concentration [67]. It is clear that if the material
derivative is positive, then the run time τ > τ0; if the material
derivative is negative, then the run time does not change, as
observed in experiments with E. coli [2]. Equation (16) thus
provides us with a framework that explains how tumbles assist
a microorganism in foraging for desired chemical species. As
the organism swims through its environment, it senses the
changes in the ambient nutrient concentration and alters its
tumbling statistics according to Eq. (16) [68,69]. Therefore,
in the presence of a chemoeffector, a tumble occurs within
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TABLE I. Summary of various mechanisms dictating swimming behavior near a rigid, spherical surface exuding a chemoattractant with a
specified concentration at the surface of the source.

Mechanism: dimensionless parameter Contribution

Hydrodynamic interaction (HI): αD and A Attraction of nearby microorganisms leading to scattering or trapping
Chemotaxis: C0/KD and τ ∗ Initial attraction of distant bacteria toward the nutrient source
Hard-core repulsion: |x2|/(R + b) � 1 Balance with HI leads to orbiting or entrapment
Rotary diffusion: D Orientational fluctuations may cause the microorganism to escape from surface

an infinitesimal time interval dt , if Pt = dt/τ > �n+1; notice
how Pt can be lesser than Pt,0 [Eq. (9)] if a chemoeffector
is involved. We note that although the above model was
developed for the enteric E. coli, a judicious choice of the
quantity αC and slight changes in the type of reorientation
can enable us to mimic chemotactic responses that are not
of the run-and-tumble type; e.g., see the recent work by Son
et al. [70].

C. Near-wall effects

So far, we have described the effect of HI and chemotaxis
on the locomotion of a microorganism modeled as a force
dipole. These descriptions are apt in situations when the

microorganism is a few (>2) body lengths away from the
source. What happens when the microorganism drifts to within
two body lengths from the solid surface? In such a scenario,
the far-field force dipole assumption can lead to the mi-
croorganism penetrating into the solid surface, an occurrence
which is clearly aphysical. This could be prevented by (i)
the inclusion of higher order singularities (and images) in
Eq. (2) or (ii) use of the lubrication or thin-film approximation,
as the microorganism-surface distance becomes very small.
Both these methods are unwieldy, and so, for the sake of
simplicity, we model the near-field hydrodynamics as a hard-
core repulsion [20,21,25]; i.e., we set the normal velocity of
the microorganism to be zero if its distance becomes less than
one body length from the surface:

dx2

dt
=

{
uHI + Vsp; |x2| � (R + b), (uHI + Vsp) · r̂ > 0

(uHI + Vsp) · r̂⊥; |x2| � (R + b), (uHI + Vsp) · r̂ � 0
. (17)

While the evolution of the microorganism position x2 is clear
from the relation (17), we still need to ascertain the evolution of
the microorganism orientation p, when it is close to the surface.
The microorganism orientation is affected deterministically by
�HI and randomly via the Gaussian white-noise (rotary diffu-
sion, Dr ) and the Poisson process [tumbling, Eq. (10)]. It is the
third behavior that we need to treat carefully, keeping in mind
how surfaces affect bacterial tumbling. As stated by Elgeti et al.
in a recent review article, “the swimming behavior of bacteria
close to surfaces differs from the run-and-tumble motion in
free solution” [53]. This difference in swimming behavior is
well documented in prior experimental studies [12–15,22,71].
Specifically, it is known that tumbling of the bacterium E. coli
is reduced by as much as ≈50% in the proximity of solid
surfaces [22,71] and that E. coli can escape these surfaces
not by tumbling away but by diffusing their orientation away
from the surface and then swimming away [20,21]. Even in the
event that a tumble does occur, the post-tumble orientations
are mostly restricted to the tangent plane at the location of the
bacterium. The near-interface behavior of marine bacteria—
that do not necessarily utilize the run-and-tumble motion of E.
coli—has not been investigated in detail. Therefore, we take
an empirical approach to near-surface tumbling and postulate
that the microorganism ceases to tumble at distances from the
solid surface that are less than twice its body length. The rotary
diffusion of a bacterium, on the other hand, is independent of its
ability to tumble or display other motility traits [3]. It is a well-
known behavior of most bacterial species, both enteric and
marine, and is attributed to thermal fluctuations and/or intrinsic

irregularities. Therefore, the Dr term influences the orientation
p of the microorganism irrespective of its distance from the
surface. In summary, the microorganism motion in the bulk
(>2 body lengths separation) is governed by Eqs. (6), (8), (10),
(15), and (16); while that near the surface (<2 body lengths
separation) is governed by (8) and (17). In what follows, we
numerically solve these equations for sufficiently large number
of instances, to get statistically meaningful results and deduce
the effect of the various mechanisms (see Table I) on the dis-
tribution of microorganisms around spherical nutrient sources.

III. RESULTS AND DISCUSSION

A. Interplay between hydrodynamic interaction and chemotaxis

We select the following scales to nondimensionalize the
various quantities of interest: lengths by the characteristic mi-
croorganism size b (1 μm), speeds by the swimming speed Vs

(10 μm/s), time by b/Vs (0.1 s), dipole strength by μb2Vs (0.01
pN μm), nutrient concentration by KD , and rotary diffusivity
by Vs/b (10 s−1). This yields the important dimensionless
parameters, along with their orders of magnitude, in our study
to be as follows: radius of the source A = R/b ≈ 20–60,
dipole strength αD = F/(8πμb2Vs ) ≈ 0.1–2.0 (F ≈ 0.1–10
pN μm), diffusivity D = Drb/Vs ≈ 10−5–10−3, surface con-
centration (representative nutrient availability) C0/KD ≈
10−2–102, and run time (or equivalently, inverse of tumbling
frequency) τ ∗ = τ0Vs/b ≈ 4–12.

In our simulations, the baseline parameters are: αC =
300 s, C0/KD = 1.0, τ ∗ = 6, αD = 0.8 or 10−3, A = 20, D =
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FIG. 2. (a) The concept of the critical trapping radius [25]: The
swimmer trajectory around the smaller sphere escapes, while that
around the larger sphere (whose radius is greater than a critical
trapping radius) gets trapped. The swimmers’ initial orientation,
p(0) = eY . (b) Alternatively, for a fixed radius, only the swimmer
with αD larger than a critical dipole strength will get trapped around
the sphere. (c) The concept of the basin of attraction [25]: The
swimmer whose initial location is marked by a circle (resp. square)
and whose trajectory is shown by a solid line (resp. by a dashed line),
starts inside (resp. outside) the basin of hydrodynamic attraction, and
thus it gets trapped onto (resp. escapes) the surface. The swimmers’
initial orientation, p(0) = eX . It is important to note that the basin
of attraction is defined only in cases when hydrodynamic trapping is
ensured.

7.5×10−4 (or, D ≈ 0, when rotary diffusion is neglected).
The swimming dynamics is solved for 10 000 instances, each
running up to 200 dimensionless time units (tend = 200). In
each case, the initial position of the microorganism is 20
body lengths away from the source (|x2(0)| = 40), and the
initial orientation is randomly assigned. The final result that we
investigate is the distribution of the microorganisms’ locations
r (=|x2|) at the end of the simulations. We compute two
different quantities of interest: (i) a surface concentration Cs

and (ii) a radial distribution function f (r ). Cs is the fraction
of the total microorganisms that get trapped at the surface, i.e.,
those whose trajectory end point lies within a separation of 1.5
body lengths from the source. It is a measure of the surface
colonization by the bacteria. f (r ) is a distribution function
such that the fraction of microorganisms that lie in a thin
spherical shell of radius dr is equal to 4πr2f (r )dr . In other
words, the probability of finding a microorganism between r

and r + dr is proportional to 4πr2f (r )dr . f (r ) is normalized
such that together with Cs , it satisfies

Cs +
∫ ∞

r=A

4πr2f (r )dr = 1. (18)

A confluence of chemotaxis, hydrodynamics, hard-core
repulsion, and rotational diffusion shapes the behavior and sub-
sequent distribution of the swimming microorganisms around
the source. Before proceeding to isolate the effects of each of
these, we provide a qualitative description of the important
physicochemical interactions taking place. Spagnolie et al.
used solely hydrodynamics-based arguments to show that if the
radius of a spherical obstacle is larger than a critical trapping
radius, then it can hydrodynamically capture or trap swimmers
that directly impinge upon it [see Fig. 2(a)]. Alternatively,
swimmers with dipole strengths larger than a critical value
can get hydrodynamically trapped around spherical obstacles
[see Fig. 2(b)]. In addition, for all cases where hydrodynamic
trapping is expected to occur, there exists a basin of attraction
such that tangentially directed pusher swimmers that lie within
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FIG. 3. An illustration of the effect of hydrodynamics on the
motion of the microorganism as it gets trapped onto the surface of
the nutrient source. The thin blue arrows are the microorganism’s
intrinsic motility Vsp, the thick orange arrows are the hydrodynamic
component of microorganism motion toward the center of the nutrient
(uHI · r̂), and the black arrows are the instantaneous velocity, dx2/dt

[Eq. (17)]. [(i), (ii)] Hydrodynamics—if strong enough—rotates the
microorganism such that it always maintains a constant separation
ht (≈ 1) and in-plane angle θt , and such that (uHI + Vsp) · r̂ � 0.
As a result, the microorganism moves tangentially along the surface
and stays trapped. (iii) Rotary diffusion—if significant—can cause
the microorganism to rotate to an in-plane angle greater than θt which
reduces the hydrodynamic attraction, causes (uHI + Vsp) · r̂ > 0, and
thus leads to escape.

the basin get trapped and travel along the surface of the sphere
[see Fig. 2(c)]. The depth of this basin varies with the sphere
radius A and the dipole strength αD . It is at most 2.5 body
lengths for A as large as 200 and αD = 0.8. At such small
separations, Molaei et al. have shown the inability of an
E. coli cell to tumble or even escape the solid surface [22,71].
Therefore, hydrodynamics is strongest, and tumbling weakest,
when the microorganism is located very close to the source.
Conversely, when the microorganism is far from the source,
the hydrodynamics becomes negligible and chemotaxis is the
dominant factor in dictating its motion.

Thus, a bacterium located far away from the source can get
attracted to and even trapped onto it via the following sequence
of events: (i) chemotaxis, i.e., biased tumbling causing the
bacterium to come within 2–3 body lengths from the source,
followed by (ii) hydrodynamic attraction on account of the
theory detailed in Secs. II A and II C. Once the bacterium
reaches the nutrient, its behavior is governed by the interplay
of (i) hydrodynamics, (ii) hard-core repulsion, and (iii) rotary
diffusion. The interaction between the first two may result in
the trapping of the microorganism, depending on its dipole
strength and the radius of the source. If the radius is larger than
the critical trapping radius (corresponding to the bacterium’s
dipole strength), then the bacterium will be trapped at the
surface—due to a balance between hydrodynamic attraction
and hard-core repulsion—and will orbit around the source. The
third effect contributes to probable escape of any bacterium
that would get trapped onto the surface based purely on
hydrodynamics. The escape can occur due to a reorientation
that turns the bacterium to an extent that (uHI + Vsp) · r̂ > 0
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FIG. 4. A schematic of the effect of chemotaxis strength on the accumulation around the nutrient source. The left, central, and right
columns show the x-y, y-z, and x-z projections, respectively, of the microorganisms’ trajectories. The microorganisms are located initially at
[x(0), y(0), z(0)] = [0, −40, 0], and oriented arbitrarily. It is important to note that in the absence of chemotaxis, most of the microorganisms
would just swim away from the source without appreciably changing their orientations. The upper (resp. lower) row represents strong (resp.
weak) chemotaxis, which could either be due to C0/KD = 1.0 (resp. C0/KD � 1.0), or a small (resp. large) value of τ ∗. Clearly, strong (resp.
weak) chemotaxis leads to the microorganisms being, in general, closer to (resp. further from) the nutrient.

[see Eq. (17)], thus allowing it to swim away from the surface.
This three-way coupling has been explained schematically
in Fig. 3 and discussed in greater detail in Refs. [25,26].
Note also that rotary diffusion causing escape (for a variety
of microorganisms) from solid surfaces has been observed
experimentally in Refs. [20,21,42].

Quantitatively, it suffices to remember that hydrodynamic
trapping is most favored for high values of αD and low
values of D. This is because large αD results in stronger
hydrodynamic attraction, and small D reduces the influence of
rotary diffusion. We further explain this idea in the next section.
Table I summarizes the influence of the mechanisms discussed
above, on the fate of a microorganism located initially at
some arbitrary distance from the source and oriented along
any arbitrary direction. Figure 4 shows typical trajectories
and provides an understanding of microorganism distribution
around the source for the case of strong and weak chemotaxis;
in the subsequent sections, we quantify these results.

B. Types of behaviors

Figure 5 provides us with an intuition about the different
physical mechanisms dictating microorganism attraction and
entrapment onto nutrient sources. It contains features of run-
and-tumble chemotaxis as well as hydrodynamic trapping. We
see that chemotaxis does not always succeed in bringing the
microorganism to the source (red trajectory) or that chemotaxis
can lead the microorganism close enough to the source but
still outside its basin of attraction (blue trajectory). In the
case shown by the magenta trajectory, we see how chemotaxis
allows a microorganism to make contact with the source but it

later gets scattered instead of being trapped. Finally, we also see
how chemotaxis and hydrodynamics enable the microorganism
to make contact with the source and then glide along its
surface due to hydrodynamic entrapment (green trajectory).
This rich variety of trajectories emerges due to an interplay
involving varying strengths of one or all of the mechanisms

-80080
-80
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80

0 50 100 150
0

20

40

60

FIG. 5. (a) Visualization of the different behaviors elicited by the
mechanisms discussed in Table I. The starting positions are shown by
black dots. Red: this microorganism is unable to locate the source in
the time for which the simulations were run. Blue: this microorganism
chemotaxes close enough to the source, but does not enter the basin
of hydrodynamic attraction. Magenta: in this case, the microorganism
does make contact with the source, but the hydrodynamic attraction
is not strong enough for trapping to occur. Green: an example of
a successful trapping wherein chemotaxis and hydrodynamics work
in conjunction to bring and trap a microorganism onto the source.
See main text for details about the regimes in which such behaviors
occur. (b) The time evolution of the distance from the source, h(t ), of
trajectories in panel (a).
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FIG. 6. (a) Variation of the surface concentration, Cs , with the
dipole strength αD for D ≈ 0 (negligible rotary diffusion) and
D = 7.5×10−4 (moderate rotary diffusion). (b) Main figure: The
distribution f (r ) for D ≈ 0, and αD = 0.1 (green dashed line), αD =
0.6 (orange dash-dotted line), αD = 0.7 (blue solid line), αD = 1.0
(red dotted line). Inset: The distribution f (r ) for αD = 0.7 for D ≈ 0
and 7.5×10−4 [corresponding surface concentrations are shown in
panel (a) by filled symbols]. Notice the drastic difference in the values
of Cs and f (r ) for the two different values of rotary diffusivities.

detailed in Table I. It is clear that the phenomena being
investigated is very nontrivial in all its complexity. A better
understanding can be obtained by first considering limiting
values of certain parameters and then moving on to more
general parametric regimes. In particular, an understanding of
the limiting scenarios D ≈ 0 and/or αD ≈ 0 is warranted. We
will see that both these parameters play an important role in
the extent of surface colonization Cs , and the nature of the
distribution function f (r ).

C. Influence of the dipole strength αD

and the rotary diffusivity D

Figure 6(a) shows the variation in Cs with αD for D ≈ 0 and
D = 7.5×10−4. The corresponding bulk distributions f (r ) are
shown in Fig. 6(b). The other parameters are kept at their
baseline values, such that chemotactic approach is guaranteed
in most cases. The bulk concentration is highest near the
surface and reduces monotonically to zero as r increases. This
shows that chemotaxis, on average, helps the microorganisms
to locate nutrient-rich regions in their surroundings.

We note that for D ≈ 0, the response is binary, i.e., Cs

is either ≈0.155 or ≈0.60 and f (r ) varies as one of the
two discernible curves in the main plot of Fig. 6(b). This is
because in the absence of orientational fluctuations, bacteria
that enter the basin of attraction (through chemotaxis) behave
deterministically: They either get trapped or they escape. For
a given size of the source (A = 20 in all our results), the type
of behavior—both qualitative and quantitative—depends only
on the value of αD: (i) for large enough αD , a majority of
microorganisms get trapped at r ≈ 20, while (ii) for smaller
αD , a majority is distributed in the bulk fluid [recall Fig. 2(b)].
This behavior can be understood by considering the depen-
dence of hydrodynamic interactions on the dipole strength
and on the distance of the microorganism from the source.
At large distances, hydrodynamics has a negligible impact on
reorienting the bacteria, and they behave more or less similarly,
irrespective of their αD values. However, once inside the basin,
the fate of a bacterium (trap or escape) depends acutely on

αD; and for a given size A, any bacterium with αD above
(resp. below) a critical value gets hydrodynamically trapped
(resp. escapes). In fact, for a fixed A, purely hydrodynamics-
based trapping occurs above a critical αD � 8/(3A1/2) [25].
Therefore, for A = 20, trapping should occur for αD � 0.65,
as evident in Fig. 6. Even then, the randomness of the initial
approach means that Cs < 1; i.e., not all microorganisms get
trapped (recall the red and the blue trajectories in Fig. 5).

Another feature of the results in this section is that higher
Cs values imply a lower average value of f (r ). This allows
us to identify the regions where most of the microorganisms
accumulate. In all scenarios when Cs < 0.2, the nature of f (r )
is such that

∫ 2A

A
4πr2f (r )dr ≈ 0.5. This can be interpreted

as an off-surface accumulation. It occurs due to an efficient
chemotactic approach combined with weak hydrodynamic
attraction, causing most microorganisms to gather within one
(source) radius from the surface.

As a microorganism with αD � 0.65 comes in contact with
the source, it begins to travel along the surface due to the
mechanisms explained in Fig. 3. The only mechanism that can
get such a trapped microorganism to escape is its own rotary
diffusivity. This idea was explained schematically in Fig. 3
and an example of such an escape can be seen in the magenta
trajectory of Fig. 5. Figure 6(a) shows (blue line marked
with squares) the variation of Cs with αD for D = 7.5×10−4.
It can be seen that rotary diffusivity markedly affects the
tendency of the microorganism to accumulate at the surface
and consequently, results in more microorganisms in the fluid
surrounding the source [inset in Fig. 6(b)]. For example, for
αD = 0.7 there is ≈60% reduction (resp. increment) in surface
colonization (resp. average bulk distribution) for a modest
rotary diffusivity. As the strength of hydrodynamic attraction
grows (αD increases), a greater fraction of the microorganisms
get trapped at the surface, in spite of orientational fluctuations.
Therefore, the near-field hydrodynamic attraction acts as a
crucial mechanism that allows microorganisms to colonize
nutrient sources.

Finally, whenever hydrodynamic attraction is weak
(αD < 0.65), the rotary diffusivity does not affect the surface
concentration at all (values of Cs for D ≈ 0 and D > 0
are coincident for αD < 0.65, for a wide range of D). This
is understandable because if hydrodynamic interactions are
weak, the microorganism just does not rotate fast enough to
stay trapped onto the surface, and thus its escape is guaranteed
regardless of other influences (see Fig. 3). The very weak
dependence on D comes from the fact that far away from the
source—where the microorganisms predominantly reside—
orientational changes due to rotary diffusivity are negligible as
compared to those due to a tumble, as also seen for collective
motion of active suspensions [72]. Figure 10 in the appendix
shows that the bulk distributions are also practically identical
in this case.

D. Variability in chemotactic factors: C0/K D and τ ∗

In Sec. III C, we saw the importance of hydrodynamics in
trapping chemotactic microorganisms onto the source. We also
explained how rotary diffusivity of the microorganisms reduces
surface colonization. The main question that we aim to answer
in this section is the following: How does chemotaxis-based
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FIG. 7. Variation of the surface concentration Cs with (a) C0/KD ,
and, (b) τ ∗. In each case, Cs is highest when αD > 0.65 and D is
negligible, as expected based on the discussion in Sec. III C. Also,
the results are independent of D for αD ≈ 0. For small τ ∗, Cs varies
almost linearly with τ ∗.

initial approach affect the colonization of nutrient sources by
bacteria? There are two factors that we need to consider:
(i) nutrient availability in the form of a prescribed back-
ground concentration and (ii) the microorganism’s intrinsic
response to gradients in nutrient concentration. The nutrient
availability—which is an environmental factor—is quantified
by the ratio C0/KD . Thus, it could be an indication of the
actual concentration of a given chemoattractant at the source
(e.g., the amount of soluble hydrocarbons in a drop of crude
oil) or the affinity of the chemoreceptor to the chemoattractant
[32]. The intrinsic chemotactic response—which is a motility
trait of individual bacteria—depends on the mean tumbling
frequency τ−1

0 .
Does greater nutrient availability enhance the colonization

of nutrient sources by bacteria? Figure 7(a) shows that this
is not necessarily the case, irrespective of the hydrodynamic
influences. The Cs vs C0/KD trend for all combinations
(high/low) of αD and D is the same: an approximately
twofold initial increase, followed by little change for a
wide range of C0/KD , and then a reduction. There is not
much difference in the surface concentration [and the bulk
distribution; see Fig. 8(a)] between C0/KD = 0.1, 1.0, 10.0.
This behavior is explained by the scaling of the run time
τ with C0/KD , which can be easily assessed by examining
Eq. (16). If C0 � KD , then τ/τ0 ∼ exp (DC/Dt ); if C0 ∼
KD , then τ/τ0 ∼ exp (C−1DC/Dt ); and if C0  KD , then
τ/τ0 ∼ exp (C−2DC/Dt ) [2]. This means that higher nutrient
availability does not always result in a proportionate increase
in the run time τ in nutrient-rich regions, and so it does not
necessarily translate to improved chemotactic performance.
In fact, if C0/KD is increased even further to 100.0, then
we observe a decline in Cs as compared to the previous
three cases, due to the dominant contribution of the C−2

term, as described above. Physically, C0 � KD would mean
that the ambient nutrient concentration is not high enough to
prompt rapid chemotaxis, while the other extreme C0  KD

is equivalent to a nutrient abundance that makes chemotactic
foraging unnecessary.

The chemotactic response of bacteria is much more sen-
sitive to τ ∗ (dimensionless run time) than it is to C0/KD .
The variation of Cs with respect to τ ∗ is monotonic, and
bacteria with lower mean run lengths are much more effective
in colonizing nutrient sources. Figure 7(b) shows that surface
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FIG. 8. The bulk distribution f (r ) as a function of [(a), (b)]
C0/KD and [(c), (d)] τ ∗. Note the almost similar distributions for
C0/KD = 0.1, 1.0, 10.0, just like the corresponding Cs values in
Fig. 7. In conjunction with Fig. 7, it is evident how rotary diffusion
causes more microorganisms to stay in the bulk. For weak chemotaxis,
there is no appreciable accumulation anywhere in the bulk. f (r )
increases to a maximum and then decays to zero for weak chemotaxis
in the panels (b) and (d). See main text for details.

colonization can be as high as 80% for τ ∗ = 4. The green
trajectory of Fig. 5 is a good example of such strong surface
colonization, wherein chemotaxis enables the microorganism
to make contact with the source and strong hydrodynamic
attraction keeps it trapped at the surface. Owing to their random
initial orientations, it is essential for the distant bacteria to
tumble more frequently in order to locate the source. This
is why bacteria with smaller τ ∗ values are able to orient
themselves along ∇C—and ultimately enter the basin of
hydrodynamic attraction—faster than those with larger τ ∗, and
high Cs values for the former are just a consequence of this
rapid chemotactic response.

An inspection of Fig. 8 in the context of Fig. 7 enables
us to draw useful conclusions about the bacterial distribution
in the bulk for different values of C0/KD and τ ∗. A general
observation from Fig. 7 is that chemotaxis can be consid-
ered strong (resp. weak) whenever C0/KD ≈ O(1) (resp.
C0/KD � 1) and/or τ ∗ < 8 (resp. τ ∗ > 8). We see that the
value of f (r = 20) and the subsequent decline of f (r ) is
much more gradual for weak chemotaxis [Figs. 8(a) and 8(c)],
with

∫ 4A

A
4πr2f (r )dr ≈ 0.5. This suggests insignificant ac-

cumulation at any particular location because the chemotactic
bias is not strong enough. The curves for C0/KD = 0.01, 100
in Fig. 8(b) and for τ ∗ = 12 in Fig. 8(d) exemplify the
scenarios when hydrodynamic attraction is strong enough to
promote surface aggregation, but the initial approach toward
the source is highly hindered. As opposed to all other cases,
these distributions exhibit a gentle maximum at a distance
r ≈ 30. This is an interesting aspect of the present study:
the existence of a depletion zone in the bulk distribution of
microorganism positions for all scenarios involving strong
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hydrodynamics and weak chemotaxis. In spite of the latter
effect, some microorganisms do encounter the source and get
trapped onto it, while others move in an almost random fashion.
The depletion zone spatially demarcates these two extremes.

IV. CONCLUSION

We formulated a mathematical model and performed prob-
abilistic simulations to ascertain the distribution of microor-
ganisms around a spherical nutrient source. The model was
based on, and the distribution was mediated by, a combination
of (i) hydrodynamic interaction (HI) with the source and (ii)
chemotaxis toward the nutrient or chemoeffector emanating
from the source. In our model, we assumed that hydrodynamic
interactions and rotary diffusion dominate in the near field
of the nutrient source, while chemotaxis dominates when the
microorganism is far away. This distinction stems from the
fact that bacterial tumbling is hindered in the proximity of
solid surfaces (thus precluding run-and-tumble chemotaxis and
surface escape via tumbling) [22], and so near-surface bacterial
behavior is governed by hydrodynamics in conjunction with
rotary diffusion [20,21,25]. Hydrodynamic interactions can be
strong or weak, depending on the value of the microorganism’s
dipole strength and the radius of the source. Chemotaxis too
can be strong or weak, depending on the microorganism’s
mean tumbling frequency and the nutrient availability in
its surroundings. Therefore, the distribution is affected by
environmental (source size and nutrient availability) factors,
as well as by the microorganism’s intrinsic motility features
(dipole strength, tumbling frequency, etc.). Although both
hydrodynamics and chemotaxis attract a bacterium toward
the source, their separate domains of influence and relative
strengths can lead to interesting changes in the spatial dis-
tribution of microorganisms around the surface from which
the nutrient diffuses out into the environment. To this end, we
performed a systematic parametric study and revealed different
surface colonization and bulk distribution features, highlighted
in Fig. 9.

We see that stronger HI always leads to greater surface
colonization (i.e., the quantity Cs), irrespective of the strength
of the chemotactic influence. Similarly, stronger chemotaxis
always leads to greater surface colonization, irrespective of
the strength of the hydrodynamic influence. Understandably,
Cs is greatest when both the influences are strong, because
this scenario corresponds to a more effective initial approach
(toward the source) due to chemotaxis, followed by a strong
hydrodynamic attraction. On the other hand, it is the least when
both chemotaxis and HI are weak. The surface colonization is
also not substantial (Cs < 0.5) whenever chemotaxis or HI is
weak. Strong chemotaxis but weak HI leads to an off-surface
accumulation with majority of microorganisms collecting in
the bulk within a distance of one (source) radius from the
surface. Finally, we find an interesting bulk distribution for
the case of weak chemotaxis and strong HI, which leads
to the formation of a depletion zone in the microorganism
distribution, characterized by a gentle maximum in the value
of f (r ) at r ≈ 30. This is because weak chemotaxis does
not enable enough bacteria to come close to the source, but
those that do come close enough get trapped due to strong hy-
drodynamic attraction. These sufficiently general trends help
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FIG. 9. The four qualitatively different behaviors, or spatial dis-
tributions f (r ), that can be realized due to the combined influence
of hydrodynamics (abbreviated in the legend as HI) and chemotaxis
(abbreviated in the legend as Ch) on the locomotion of microorgan-
isms around a spherical nutrient source. ↑ (resp. ↓) denotes a strong
(resp. weak) influence. The inset shows the surface colonization Cs

for each of the four behaviors, with correspondence based on marker
type.

establish the importance of chemotaxis and hydrodynamics in
our problem. From them, we conclude that strong chemotaxis
is essential to obtain greater aggregation of microorganisms
near nutrient sources, and strong hydrodynamic interactions
enable surface colonization. In addition to these generalities,
we also find that higher nutrient availability—reflected in the
value of the dimensionless parameter C0/KD—does not lead to
proportionate increase in surface colonization [see Fig. 7(a)].
This is because the bacterium’s run length τ depends on both its
ambient nutrient concentration, C, and the instantaneous rate at
which this concentration changes, DC/Dt , via Eq. (16). How-
ever, strong chemotaxis on account of lesser mean run time τ0

is much more effective in enhancing the surface colonization
[see Fig. 7(b)]. In this way, our study yields a qualitative and
quantitative insight into the process of bacterial attraction to,
and aggregation around, nutrient sources under the combined
influence of the two major factors dictating microorganism
locomotion: passive response via hydrodynamics and active
response via chemotaxis.

An important assumption in our study is that tumbling,
and hence chemotaxis, is suppressed when the bacterium is
at a distance less than or equal to two body lengths from the
source. The basis of this assumption is the experimental work
by Molaei et al. which confirmed tumbling suppression near
rigid walls [22,71]. In addition, we use the model proposed by
Brown and Berg to incorporate bacterial chemotaxis [2] and ne-
glect any “memory effects” when calculating the run time in the
presence of a chemoeffector [see Eq. (16)]. We emphasize that
the finer aspects of chemotaxis can be easily incorporated into
our study, like tumbling anisotropy enforced due to proximity
to surfaces and/or due to altogether different foraging tactics
like reversals and flicks. It would be interesting to see the extent
to which these influences affect the results of our study. Equally
interesting is the possibility of studying hydrodynamic inter-
actions between microorganisms in the semidilute regime and
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FIG. 10. The bulk distribution f (r ) as a function of (a) C0/KD

and (b) τ ∗ for negligibly small hydrodynamic attraction (αD ≈ 0) and
D ≈ 0, D = 7.5×10−4.

how it would affect their spatial distribution around nutrient
sources. A more complex mathematical model—one which
includes some, or all, of the aforementioned effects—would
require experiments to ascertain tumbling alteration close to
curved surfaces and predict bacterial re-orientations differing
from the archetypal tumble. The present study improves our
understanding of bacterial colonization of surfaces and is
expected to have far-reaching consequences in bioremediation,
selective microorganism capture, lab-on-a-chip assays and
investigations on bacteria in porous media.

Data are publicly available through the Gulf of Mexico
Research Initiative Information and Data Cooperative
(GRIIDC) [73].
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APPENDIX

In Fig. 7, we saw that rotary diffusivity has no effect
on the surface colonization when hydrodynamic effects are
negligible, i.e., αD ≈ 0. Figure 10 shows that even the bulk
distribution is not affected significantly in this case. This is
because for αD ≈ 0, the microorganisms execute a biased
random walk and get reflected from the surface irrespective of
the magnitude of rotary diffusion, as explained in Sec. III C.

In Sec. II B, we mentioned that the effect of rotary diffusion
as given by Eq. (8) is strictly correct only if the rotary
diffusion tensor—say DR—is isotropic, i.e., when DR = DrI.
In reality, the presence of a surface and the approach of
bacterium to the spherical source imparts anisotropy and time
dependence, respectively, to DR. The stochastic effects become
considerably involved when the diffusivities evolve with time
(see Eqs. (13) and (14) in Ref. [56]). However, in our problem,
fluctuations in the bacterial orientation are only important in
the near field, i.e., when a bacterium orbits around the source
[see Fig. 3, Table I, and the discussion in the last paragraph
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FIG. 11. The bulk distribution f (r ) for two different cases: (i)
when the value of Dr in Eq. (8) is taken to be half of the rotary
diffusivity in an unbounded fluid, Dr0, in the entire domain (solid line)
and (ii) when Eq. (A1) is used to assign bacterial rotary diffusivities
based on separation of the microorganism from the source (dashed
line marked with circles). The surface colonization values are within
1.25% of each other. The value of the dimensionless rotary diffusivity
in unbounded fluid is 7.5×10−4, i.e., Dr0b/Vs = 7.5×10−4.

of Sec. III C in relation to Figs. 6(a) and 10]. Also, the change
in ‖DR‖ for a sphere is most significant when it is very close
to a solid wall [74–76]. In fact, using the mobility expressions
given by Cichocki and Jones [75] we can estimate that ‖DR‖
is halved when a sphere almost makes contact with the wall
(assuming, of course, that their results can be reasonably
used for our configuration of two spheres—the source and the
bacterium—because R/b  1). Therefore, the Dr in Eq. (8)
can be considered as the reduced rotary diffusivity due to close
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FIG. 12. Comparison of the bulk distribution f (r ) for combined
chemotactic and hydrodynamic attraction to (i) a rigid sphere (aster-
isks) and (ii) a clean drop with viscosity ratio λ = 10 corresponding
to crude oil (circles), for the baseline simulation parameters given in
Sec. III A. The difference between the two cases is not very significant.
The surface colonization for the rigid sphere (Cs,rigid = 0.3589) is 4%
larger than that for the drop (Cs,drop = 0.3446). For motion around
the drop, the hydrodynamics-induced linear and angular velocities
are taken from Ref. [48].
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proximity to a surface. In other words, if the rotary diffusivity
in the unbounded fluid is Dr0, then that near the source will
be Dr = kDr0, where k ≈ 1/2. Note that using two different
values of Dr ,

Dr =
{
Dr0, |x2|  (R + b)
Dr0

2 , |x2| ≈ (R + b)
, (A1)

instead of using only Dr = (Dr0/2) everywhere in the domain,
will not change our results appreciably, once again because of
the near-field significance of rotary diffusion (see Fig. 11).

The methodology outlined in Sec. II also enables us to
compute the distribution of microorganisms around more
general surfaces, for example, that near fluid-fluid interfaces.
The fundamental difference in this case is that the boundary
conditions change from those given in Eq. (3), to the more
general form of continuity of fluid velocity and stress [43].

As a result, for microorganism motion around clean drops,
the viscosity ratio of the drop with respect to the suspending
fluid—denoted by λ—appears as an extra parameter that can
dictate the distribution function f (r ). This change is reflected
in the expressions for uHI and �HI , which were derived
recently by Shaik and Ardekani [48]. If we assume that the
near-field hydrodynamic and tumbling characteristics remain
the same as those in Sec. II C and that the microorganism
does not simply adsorb onto the drop’s surface, we can
estimate the distribution of chemotactic bacteria around drops
as well. Figure 12 shows the spatial distribution of chemotactic
microorganisms around a stationary drop with viscosity ratio
10, which is indicative of crude oil [77]. The distribution
is almost the same as that around a rigid, spherical nutrient
source (limiting case of λ → ∞), thus suggesting the utility
of our results in the analysis of biodegradation of hydrocarbon
effusing crude oil drops.
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