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Although outdegree distributions of gene regulatory networks have scale-free characteristics similar to other
biological networks, indegree distributions have single-scale characteristics with significantly lower variance than
that of outdegree distributions. In this study, we mathematically explain that such asymmetric characteristics arise
from dynamical robustness, which is the property of maintaining an equilibrium state of gene expressions against
inevitable perturbations to the networks, such as gene dysfunction and mutation of promoters. We reveal that the
expression of a single gene is robust to a perturbation for a large number of inputs and a small number of outputs.
Applying these results to the networks, we also show that an equilibrium state of the networks is robust if the
variance of the indegree distribution is low (i.e., single-scale characteristics) and that of the outdegree distribution
is high (i.e., scale-free characteristics). These asymmetric characteristics are conserved across a wide range of
species, from bacteria to humans.
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I. INTRODUCTION

Many biological networks are scale-free (or scale-free-like)
networks, where the number of links originating from a given
node exhibits a power-law distribution [1,2]. For example,
metabolic networks [3,4], protein-protein interaction networks
[5,6], and gene coexpression networks [7] can be characterized
as scale-free networks. Metabolic networks are generated
by the chemical reactions of metabolites in a cell. These
networks are represented by directed graphs corresponding to
the direction of the chemical reaction. In directed graphs, the
indegree and outdegree distributions can differ from each other.
However, it is known that there are no differences between the
indegree and outdegree distributions of metabolic networks,
and both distributions have scale-free characteristics or at least
broad-tailed characteristics [2,8]. In protein-protein interaction
networks and gene coexpression networks, no differences
are observed between the indegree and outdegree distribu-
tions because these networks are represented by undirected
graphs. Therefore, their scale-free characteristics are also
symmetric.

Among such biological networks, gene regulatory networks
are unique in that the characteristics of the indegree and
outdegree distributions differ from each other [1]. Gene regu-
latory networks govern the expression of genes, which encode
various proteins. The expression of a gene is regulated by
transcription factors. Transcription factors bind a promoter,
which is the regulatory region of the gene, thereby enhancing
(or repressing) the transcription of the gene to a messenger
RNA (mRNA). Then, a protein translated from the mRNA

performs a biological function in the cell. A transcription factor
by itself is a type of protein. Therefore, the regulatory rela-
tionship leads to the construction of interconnected networks.
Here, the outdegree distribution is determined by the number
of promoters bounded by a transcription factor. It is known
that the outdegree distribution is a power-law distribution
[1,2]. The indegree distribution is determined by the number
of transcription factors that bind a promoter. In contrast to
the outdegree distribution, in Escherichia coli and yeast, the
indegree distribution is an exponential distribution, which has
lower variance than that of a power-law distribution [9,10].

As compared to scale-free networks that are characterized
by a power-law distribution with high variance, networks
having a low-variance degree distribution are referred to as
single-scale networks [11]. The variance of the power-law dis-
tribution infinitely diverges in a certain range of the parameter.
Therefore, we cannot have prior information about the scale
of the number of connections in a gene. The word “scale-
free” is derived from the absence of the scale of the number
of connections [12]. Conversely, the variances of Poisson
and exponential distributions have linear and square orders,
respectively, for the mean values. Such a degree distribution
is referred to as “single-scale” [11], because the scale of the
number of connections can be estimated from the mean value.
In other words, gene regulatory networks have single-scale
characteristics for the indegree distribution, and scale-free
characteristics for the outdegree distribution.

We hypothesize that these asymmetric characteristics of in-
degree and outdegree distributions are derived from dynamical
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robustness of the gene regulatory networks [1]. Robustness of
networks can be categorized into topological and dynamical
robustness [1]. As regards topological robustness, the changes
of interconnectedness of the networks to a node dysfunction are
discussed. The interconnectedness is measured by a network
diameter, which is the mean of the shortest path between
any two nodes. Thus, networks are topologically robust if
the network diameter is relatively unchanged when a node is
deleted. Moreover, it is known that scale-free networks are
topologically robust [13]. However, networks are dynamically
robust if there are less changes of the internal states when
a node is perturbed. For example, in gene regulatory net-
works, dynamical robustness implies the maintenance of an
equilibrium state of gene expressions against perturbations,
such as gene dysfunction and mutation of promoters [14,15].
The biological role of the gene regulatory networks is to
express a specific gene at an appropriate place and time. As
long as such appropriate gene expressions are achieved, gene
regulatory networks do not necessarily maintain the network
topology. Therefore, dynamical robustness is more important
than topological robustness to understand gene regulatory
networks. Although the two types of robustness are mutually
related, the optimal network structures required to attain both
types of robustness are not necessarily identical. Therefore, to
understand the structure of the gene regulatory networks, we
require an alternative approach of dynamical robustness that
differs from that of topological robustness.

In developmental biology, dynamical robustness is referred
to as “canalization.” This term was proposed by Waddington
to explain the fact that phenotypic variation is low despite the
abundance of genetic and environmental perturbations in the
development of organisms [16]. In gene regulatory networks,
such phenotypic constancy corresponds to the maintenance of
an equilibrium state of gene expressions. Wagner proposed
a model of gene regulatory networks to evaluate canaliza-
tion and showed that highly connected networks are more
robust [17]. Based on Wagner’s work, several studies focused
on the relationship between canalization and properties of
gene regulatory networks, such as connection density [18,19],
network topology [20,21], and mutation rate [22]. However,
most of these studies were conducted based on dynamical
simulation of the networks. Therefore, the theoretical mech-
anism of dynamical robustness or canalization to explain
the structural properties of gene regulatory networks remains
elusive.

This work attempts to reveal the mechanism underlying the
asymmetric characteristics of indegree and outdegree distribu-
tions by proposing a mathematical framework to analyze the
dynamical robustness. In Sec. II, using a simple neuron-like
model, we discuss the effect of the number of connections on
the dynamical robustness in a single gene. We show that the
single gene is robust if the number of inputs is large and the
number of outputs is small. Based on these results, in Sec. III,
we discuss the effect of degree distributions on the dynamical
robustness in the networks. We show that the networks are
robust if the indegree distribution has low variance and the
outdegree distribution has high variance. In Sec. IV, we analyze
the experimental distributions of E. coli, fruit fly, and human
genes, and we show that the asymmetric characteristics are
conserved across a wide range of species.

II. ROBUSTNESS OF A SINGLE GENE

A. Gene regulatory network model

Based on Wagner’s work [17], we adopt the following model
for gene regulatory networks:

si(t + 1) = sgn[xi(t)], xi(t) =
N∑

j=1

wij sj (t), (1)

where t is the discrete time, N is the number of genes, si is the
expression state of the ith gene, xi is the internal state of the
ith gene, wij is the connection weight from the j th gene to the
ith gene, and sgn is the signum function:

sgn(x) =
{−1 if x < 0

1 if x � 0
. (2)

The expression state of a gene can have two values correspond-
ing to gene expression (si = 1) and resting (si = −1). We refer
to the vector of the expression states s = (s1,s2, . . . ,sN )T as
the expression pattern. The connection weight represents the
strength of transcriptional regulation, in which a positive value
(wij > 0) indicates transcriptional activation and a negative
value (wij < 0) implies repression. In particular, wij = 0
implies that there is no connection from the j th gene to the
ith gene.

In actual gene regulatory networks, the connection weight
wij indicates that the ith gene has the binding motif of the
j th gene in the regulatory region (promoter) in the genome.
Moreover, the genomes of all cells in an individual are
(almost) identical; therefore, the gene regulatory networks are
essentially identical (however, connection strength can change
by the effect of epigenetics [23]).

Many biological factors except transcription factors are
involved in gene expressions, such as transcription initiation,
transcription termination, translation, and post-translational
modifications. In addition, other molecules such as metabolites
and microRNAs can also regulate gene expressions. However,
in our model, we focus only on the networks of transcription
factors. This is because our purpose is to analyze the degree
distributions of transcription-factor regulatory networks. The
other important point is that we assume equilibrium states
as dynamics of gene regulatory networks, as shown in the
subsequent section. In an equilibrium state, it is expectable that
each factor is fixed at a certain level. In this case, we can exclude
the factors except transcription factors from the analysis be-
cause their effects on the dynamics are constant. Therefore, we
can focus only on transcription factors to analyze the dynamics
of gene regulatory networks.

B. Modelling equilibrium states

Gene regulatory networks have multistable equilibrium
states [24]. The multistability of the gene regulatory networks
can explain cell differentiation to distinct cell types in multi-
cellular organisms. In unicellular organisms, it is known that
the system of lactose metabolism (the lac operon) has bistable
states [25]. As regards the multistability of networks, there
are several studies in the field of neural networks such as
associative memory [26–29]. In the associative memory model,
based on Hebbian learning [30], the connection weights are
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determined by correlation learning, which uses a priori known
patterns. However, in gene regulatory networks, methods
determining the connection weights based on specific patterns
cannot be adopted because gene regulatory networks do not
“learn” expression patterns. Instead of specific-pattern-based
methods, in gene regulatory networks, several works have
randomly determined the connection weights [18]. However,
in this case, we cannot obtain the expression pattern in the
equilibrium state directly from a specific set of the connection
weights. Thus, we are required to obtain the equilibrium state
by iterating Eq. (1) from a certain initial pattern. To avoid this
problem, we consider the correlation between the connection
weight and the expression pattern in an assumed equilibrium
state.

Let s∗ = (s∗
1 ,s∗

2 , . . . ,s∗
N ) be the expression pattern in the

equilibrium state, in which the following equations hold:

s∗
i = sgn(x∗

i ), x∗
i =

N∑
j=1

wij s
∗
j . (3)

We consider the following characteristic value ui :

ui = s∗
i x

∗
i = s∗

i

N∑
j=1

wij s
∗
j . (4)

By the definition of sgn, x∗
i and s∗

i have the same sign. There-
fore, ui is always nonnegative (ui � 0) [31]. We decompose
the summation in Eq. (4) into each element:

vij = s∗
i wij s

∗
j . (5)

Since ui is nonnegative, vij tends to be nonnegative with
high probability if there is no excessive outlier in wij . The
correlation between the connection weight and the expression
pattern is defined by the probability ρ that vij is nonnegative:

ρ = P (vij � 0|wij �= 0). (6)

As mentioned earlier, we cannot obtain the expression pattern
in the equilibrium state directly from the given connection
weights. In this work, instead of the expression pattern, we
assume that the correlation ρ is known. If ρ is known, then
we can evaluate the equilibrium state without obtaining the
expression pattern, as will be in the subsequent sections.

Let the connection weight be generated by the uniform
random distribution in the closed interval [−1,1]. We assume
that the sign of vij is approximately independent of |wij |. Then,
the density distribution of vij is represented by the mixture
distribution with the probability ρ:

P (vij |wij �= 0) ≈

⎧⎪⎨
⎪⎩

1 − ρ if − 1 � vij < 0

ρ if 0 � vij � 1

0 otherwise

. (7)

The mean μv and the variance σ 2
v of vij are represented as

follows:

μv = ρ − 1
2 , σ 2

v = 1
12 + ρ − ρ2. (8)

ui is the sum of vij , i.e., ui = ∑N
j=1 vij . Let kin be the num-

ber of input connections that have nonzero wij . By applying
normal approximation, the density distribution of the sum of
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FIG. 1. Density distribution of ui . The solid lines indicate the
simulated distributions, and the dashed lines indicate the theoretical
distributions by Eq. (10). Each simulated distribution is calculated by
1000 networks. Here, N = 50, where N is the number of genes. We
show the distributions for the following numbers of input connections
kin = 10, 25, and 49. The correlation ρ is estimated by the mode of
the simulated distribution with kin = 49 (ρ = 0.539).

vij can be represented by the normal distribution with mean
kinμv and variance kinσ

2
v . However, by the condition of the

equilibrium state, it is known that ui � 0. Thus, in all possible
sums of vij , we observe only the positive realization values of
ui . Therefore, the density distribution of ui is approximately
represented by the following truncated normal distribution:

P (ui) = P

⎛
⎝ N∑

j=1

vij

∣∣∣∣∣∣
N∑

j=1

vij � 0

⎞
⎠ (9)

≈

⎧⎪⎨
⎪⎩

0 if ui < 0

φ
(
ui ; kinμv,kinσ

2
v

)
1 − �

(
0; kinμv,kinσ 2

v

) if ui � 0 ,
(10)

where φ(u; μ,σ 2) is the normal distribution with mean μ and
variance σ 2, and � is the cumulative density distribution of φ.

We evaluate the approximation accuracy of the density dis-
tribution P (ui) by simulation. In the simulation, we randomly
select kin of (N − 1) possible connections in each gene (not
including the self-connection wii). We determine the value of
the selected connection wij by the uniform random in [−1,1].
We obtain an equilibrium state by iterating Eq. (1) from a
random initial state. The networks in which an equilibrium
state cannot be obtained in 1000 iterations are excluded. The
simulated distribution of ui is calculated by using the 1000
networks obtained by this procedure.

The correlation ρ used in the theoretical distribution of
Eq. (10) is estimated from the simulated distribution. Note
that ρ cannot be observed directly from simulated vij although
ρ is the probability of nonnegative vij . This is because
simulated vij has a bias because ui � 0. Since the mode of the
density distribution is equivalent to kinμv = kin(ρ − 1/2) as
the property of the truncated normal distribution (if kinμv � 0),
we estimate ρ from the mode of the simulated distribution with
full connections. As shown in Fig. 1, the theoretical distribution
of Eq. (10) sufficiently follows the simulated distribution with
changes of kin.
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Despite the continuous-time nature of gene regulatory
networks, we adopt the discrete-time model. However, in equi-
librium states, both the models have equivalent characteristics.
For example, let us consider the following continuous-time
model:

dsi(t)

dt
= −γ si(t) + f [xi(t)], xi(t) =

N∑
j=1

wij sj (t), (11)

where t is the continuous time, γ is the degradation rate, and
f is a nonlinear function. Then, in an equilibrium state (i.e.,
dsi (t)

dt
= 0), we obtain the following relation:

s∗
i = f (x∗

i )/γ, x∗
i =

N∑
j=1

wij s
∗
j . (12)

In other words, the characteristic of the continuous-time model
is equivalent to that of the discrete-time model shown in Eq. (3)
if f/γ = sgn. Therefore, the following analysis can be applied
to both the discrete-time and continuous-time models.

C. Robustness for the number of input connections

An expression flip derived from a gene dysfunction and a
change of the connection weight derived from a mutation of
promoter are considered as perturbations to the gene regulatory
networks. In the former, when the expression of the j th gene
with nonzero wij is flipped, the value of vij changes to −vij .
Therefore, the characteristic value u′

i after the perturbation is
represented by the following equation [14]:

u′
i = ui − 2vij . (13)

In the latter, when the nonzero connection wij is lost, the value
of vij changes into zero. Therefore, the characteristic value u′′

i

after the perturbation is represented as follows:

u′′
i = ui − vij . (14)

Since Eqs. (13) and (14) have a similar tendency, we focus on
Eq. (13), which has a greater perturbation than Eq. (14).

The robustness for the number of input connections can
be defined as the probability that the expression pattern
does not change after the perturbation. This implies that u′

i

is nonnegative similar to ui . The probability P (u′
i � 0) is

dependent on kin and its higher value implies that the gene
is more robust. We assume that ui and vij are approximately
independent of each other. Then, using Eqs. (7) and (10), the
robustness rin(kin) = P (u′

i � 0) is represented by the integral
of the convolution between ui and vij , which is given as
follows:

rin(kin) ≈
∫

u′
i=ui−2vij �0

P (ui)P (vij |wij �= 0)duidvij , (15)

=
∫ ∞

−∞

∫ ∞

2vij

P (ui)P (vij |wij �= 0)duidvij , (16)

≈
∫ 1

0

∫ ∞

2vij

ρP (ui)duidvij +
∫ 0

−1
(1 − ρ)dvij , (17)

≈ ρ

1−�v(0)

[
1−

∫ 1

0
�v(2vij )dvij

]
+ (1−ρ), (18)
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FIG. 2. Robustness rin(kin) for the number of input connections
kin. The solid line indicates the simulation results and the dashed line
indicates the theoretical values of Eq. (18). Each measure is calculated
by 1000 networks (N = 50, ρ = 0.539).

where �v(u) = �(u; kinμv,kinσ
2
v ). Equations (17) and (18) are

obtained by applying Eqs. (7) and (10) to Eq. (16), respectively.
In the second term of Eq. (17), we use

∫ ∞
v

P (ui)dui =
1 (if v � 0). The integral part of Eq. (18) is represented as
follows:∫ 1

0
�v(2vij )dvij = 1

2
{2�v(2) − kinμv[�v(2) − �v(0)]

+ kinσ
2
v [φv(2) − φv(0)]}, (19)

where φv(u) = φ(u; kinμv,kinσ
2
v ).

Figure 2 shows the theoretical values of Eq. (18) and the
simulation results. The simulation procedure is the same as
that shown in Fig. 1. In the simulation, we calculate the
probability that u′

i � 0 (i.e., ui − 2vij � 0) for nonzero wij .
In the simulation results, the inaccuracy of ρ leads to the slight
overestimation of the theoretical values. The second term of
Eq. (18) indicates thatρ contributes to a bias of rin, and hence rin

is over- or underestimated. However, with the exception of the
bias, rin sufficiently follows the simulation results for changes
of kin. The results indicate that the gene with the larger number
of input connections is more robust. Intuitively, this implies
that the effect of the perturbation for one connection is smaller
if the number of connections are larger.

D. Robustness for the number of output connections

Similar to the input connections, we consider an expression
flip by a dysfunction of the j th gene. The flip of s∗

j affects all ith
genes with nonzero wij . Thus, the robustness for the number
of output connections can be defined as the probability that the
expression states of all genes originating from the j th gene do
not change after the perturbation. We assume that the number of
input connections of the genes originating from the j th gene is
identical (we discuss this assumption in the following section).
Let kout be the number of output connections of the gene. Then,
the robustness rout(kout) is represented as follows:

rout(kout) =
∏

i∈{i ′ |wi′j �=0}
P (u′

i � 0) = [rin(kin)]kout . (20)

We evaluate the theoretical values of Eq. (20) using simula-
tion, as shown in Fig. 3. The simulation procedure is the same
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FIG. 3. Robustness rout(kout) for the number of output connections
kout. The solid line indicates the simulation results and the dashed line
indicates the theoretical values of Eq. (20). All measures are calculated
by 10 000 networks (N = 50, kin = 20, rin(20) = 0.880).

as that illustrated in Fig. 1. However, the number of input con-
nections is fixed at kin = 20. Therefore, 10 000 networks are
used to increase the number of measures. The genes are sorted
based on their kout because the number of output connections
has various values as a consequence of random selections. We
calculate the probability that u′

i � 0 (i.e., ui − 2vij � 0) holds
at the same time for all i with nonzero wij in each kout. In Fig. 3,
since kout is Poisson distributed, the errors are remarkable at
the tails of the distribution where the number of data is low.
However, rout sufficiently follows the simulation results in the
wide region around the distribution mean.

In contrast to rin, the results of rout indicate that the gene
with the smaller number of output connections is more robust.
Intuitively, this implies that the effect of a gene dysfunction
on the other genes is limited if the gene has a small number of
output connections. The asymmetric characteristics of the gene
regulatory networks are attributed to the fact that the robustness
for the number of input connections is contrary to that for the
number of output connections.

III. ROBUST DEGREE DISTRIBUTIONS

A. Network robustness

As mentioned in the previous section, the gene with a large
number of input connections and a small number of output
connections is robust. However, these results do not directly
determine the degree distributions of the gene regulatory
networks. To determine the degree distributions, we use the
fact that the total number of input connections is necessarily
equivalent to that of output connections. This is because an
edge comprises a pair of input and output connections. There-
fore, the total number of input connections cannot increase or
decrease independently of that of output connections, and vice
versa. Thus, we assume that the mean values of the numbers
of input and output connections (μin and μout) are fixed. μin

is the mean value for all genes; however, μout is defined by
the genes that have the number of output connections greater
than zero. This is attributed to the fact that all genes have input
connections, but the genes, except transcription factors, have
no output connections.

We assume that a gene dysfunction or a mutation of
promoter occurs independently of the gene properties. This
implies that the occurrence probability of these perturbations is
uniform for all genes. Therefore, we define network robustness
by the expectation value of the robustness for all genes. The
network robustness for the indegree and outdegree distribu-
tions (Rin and Rout) are represented as follows:

Rin = E[rin(kin)], Rout = E[rout(kout)], (21)

where kin and kout are randomly distributed with mean values
μin and μout, respectively.

B. Optimal distributions for network robustness

In the previous section, rin and rout are characterized as
monotonically increasing and decreasing functions, respec-
tively. At the same time, rin and rout are also concave and
convex functions, respectively. rin is a concave function if the
following inequality holds:

rin(k − 1) + rin(k + 1) � 2rin(k). (22)

rout is a convex function if the following inequality holds:

rout(k − 1) + rout(k + 1) � 2rout(k). (23)

rout is a convex function because it can be regarded as an
exponential function with a positive base. In a certain region
of parameters (ρ > 0.5, kin � 105), we numerically confirm
that rin is a concave function. When determining the optimal
distribution for network robustness, the convexity of rin and
rout is more important than the monotonicity of rin and rout.

The network robustness is defined by the expectation values
of rin and rout. Jensen’s inequality describes the relationship
between an expectation value and convexity [32,33]. For the
concave function rin, Jensen’s inequality is represented as
follows:

Rin = E[rin(kin)] � rin(μin) = R
opt
in . (24)

This inequality indicates that the network robustness Rin for
the indegree distribution cannot exceed the robustness rin(μin).
In addition, we assume that μin is fixed, and hence rin(μin) is
also fixed. Therefore, rin(μin) is the optimal robustness R

opt
in .

The optimal robustness R
opt
in is obtained by the networks in

which the numbers of input connections for all genes are
identical. Consequently, the optimal indegree distribution can
be represented as follows:

P (kin) =
{

1 if kin = μin

0 otherwise
. (25)

In Sec. II D, we derive the robustness rout of a single gene
based on the assumption that kin is fixed. This assumption is
appropriate because it is equivalent to the optimal indegree
distribution of Eq. (25).

In the network robustness for the outdegree distribution,
we obtain the optimal value R

opt
out of the convex function rout by

using converse Jensen’s inequality [33]:

Rout = E[rout(kout)] � p rout(1) + (1 − p)rout(kmax) = R
opt
out,

(26)
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where kmax is the maximum number of output connections, and
p is defined as

p = kmax − μout

kmax − 1
. (27)

Although the boundary is not considered in general degree
distributions, in our case, the upper bound kmax is necessary
to obtain the optimal value. In the actual gene regulatory
networks, the upper bound exists because the number of output
connections does not exceed the number of genes N . Since it is
assumed that μout is fixed, Ropt

out is also fixed and can be regarded
as the optimal value. By using Eq. (26), the optimal outdegree
distribution is obtained as follows:

P (kout) =

⎧⎪⎨
⎪⎩

p if kout = 1

1 − p if kout = kmax

0 otherwise

. (28)

If μout � kmax, then the optimal outdegree distribution is
obtained by the networks in which almost all genes have a
single output and a small number of genes have a large number
of outputs.

The proposed method cannot quantitatively explain the
robustness of the actual gene regulatory networks because rin

and rout are derived from the qualitative model. In addition,
we assume equilibrium states as the dynamics, although
oscillatory dynamics such as circadian rhythm can appear in
the actual gene regulatory networks. Nevertheless, we consider
that the analytic results are valid in the actual gene regulatory
networks, because the optimal distributions of Eqs. (25) and
(28) are derived only from the convexity of rin and rout. In other
words, even though rin and rout do not quantitatively agree with
the actual characteristics due to the model simplification or the
oscillatory dynamics, the results are applicable if the convexity
of rin and rout holds. Therefore, the optimal distributions
proposed in this work are widely acceptable independently of
our assumptions for the model.

C. Evaluation of network robustness by connection variance

The optimal distributions of Eqs. (25) and (28) are unreal-
izable in actual networks. Therefore, we require an indicator
to evaluate the network robustness for realizable networks. We
adopt Hölder’s defect formula, which evaluates the difference
between both sides of the Jensen’s inequality [34].

For the concave function rin, the Hölder’s defect formula is
represented as follows:

cmin

2
σ 2

in � R
opt
in − Rin � cmax

2
σ 2

in, (29)

where σ 2
in is the variance of the indegree distribution, and cmin

and cmax are the minimum and maximum values of negative of
the second difference δin, respectively:

cmin = min
k

[−δin(k)], cmax = max
k

[−δin(k)], (30)

where δin is defined by

δin(k) = rin(k − 1) + rin(k + 1) − 2rin(k). (31)

By the definition of the concave function [Eq. (22)], δin is
nonpositive for all k. Therefore, cmax and cmin are nonnegative.

TABLE I. Examples of degree distributions. Here, ζ is the
Riemann ζ function.

Degree distribution Variance with mean = μ

Power-law distribution
P (k) = k−α

ζ (α) σ 2
pow = ∞ (if α � 3)

Exponential (geometric) distribution
P (k) = γ (1 − γ )k−1 σ 2

exp = μ(μ − 1)
Poisson distribution
P (k) = λk

k! e
−λ σ 2

poi = μ

Equation (29) shows that the deviation of the network
robustness from the optimal value can be evaluated by the
connection variance. In other words, a lower variance of the
indegree distribution is indicative of higher robustness. If
σ 2

in = 0, then the equality of Eq. (29) holds and the network
robustness is optimal [i.e., the optimal indegree distribution of
Eq. (25)].

For the converse Jensen’s inequality in Eq. (26), there exists
an equation similar to the Hölder’s defect formula [33], which
is given as follows:

Cmin

2

(
σ 2

max − σ 2
out

)
� R

opt
out − Rout � Cmax

2

(
σ 2

max − σ 2
out

)
,

(32)

where σ 2
max is the maximum variance of bounded distributions

and σ 2
out is the variance of the outdegree distribution. Cmin and

Cmax are the minimum and maximum values of the second
difference δout, respectively, and are given as follows:

Cmin = min
k

[δout(k)], Cmax = max
k

[δout(k)], (33)

where δout is defined by

δout(k) = rout(k − 1) + rout(k + 1) − 2rout(k). (34)

The maximum variance σ 2
max is the variance of the optimal

outdegree distribution of Eq. (28):

σ 2
max = (kmax − μout)(μout − 1). (35)

Therefore, if σ 2
out = σ 2

max, the equality of Eq. (32) holds and
the network robustness is optimal. In contrast to the indegree
distribution, Eq. (32) shows that a higher variance of the
outdegree distribution is indicative of higher robustness.

Table I shows the examples of the degree distributions
that appear in actual complex networks, and their variances
if the mean value is fixed at μ. Let σ 2

pow, σ 2
exp, and σ 2

poi be the
variances of power-law, exponential, and Poisson distributions,
respectively. As mentioned earlier, an outdegree distribution
with high variance is indicative of high robustness. Within
a normal parameter region (α � 3), σ 2

pow can be an infinite
value. Therefore, the power-law distribution of outdegree is
most robust in the three distributions.

An indegree distribution with low variance is indicative
of high robustness. Therefore, the exponential and Poisson
distributions can be candidates of the indegree distribution
because σ 2

exp and σ 2
poi are finite. As shown in Table I, σ 2

exp

is a quadratic function of μ and σ 2
poi is equivalent to μ. If

μ > 2, then the order of these variances is σ 2
exp > σ 2

poi, and
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hence the Poisson distribution of indegree can be regarded as
more robust. However, if μ < 2, the order of these variances
is σ 2

exp < σ 2
poi. In organisms such as bacteria, which have a

small-size genome, the mean value of connections can be less
than two. Therefore, in a small-size genome, the exponential
distribution of indegree can be regarded as more robust.

IV. RESULTS AND DISCUSSION

A. Estimation of distributions and statistical tests

We evaluate actual indegree and outdegree distributions of
the gene regulatory networks in terms of their fit with power-
law, exponential, and Poisson distributions. However, in actual
indegree distributions, it is observed that the variance is greater
than the mean as will be shown in the next subsection. The
variance of the Poisson distribution is equivalent to its mean.
Therefore, we use the normal distribution instead of the Poisson
distribution for the evaluation (we discuss the variance of the
indegree distribution in Sec. IV C).

For each distribution, we assume that there is a maximum
degree, kmax. Then, the distribution of the degree k is repre-
sented as follows:

pi(k) = qi(k)∑kmax
l=1 qi(l)

, (36)

where the function qi(k) is represented for the power-law (i =
1), exponential (i = 2), and normal (i = 3) distributions as
follows, respectively:

q1(k) = k−α, q2(k) = (1 − γ )k, and q3(k) = e
−(k−μ)2

2σ2 .

(37)

The value of each parameter is estimated by the maximum
likelihood estimation using the Newton method (we use the
quasi-Newton method for normal distributions).

To determine the distribution with the best fit for the given
data, we use the likelihood ratio test [35,36]. Let kn (n =
1,2, . . . ,M) be the observed degree data. The log-likelihood
for the ith distribution is represented as follows:

Li =
M∑

n=1

li(n), (38)

where li(n) is the log-likelihood for each degree:

li(n) = log pi(kn). (39)

Then, the log-likelihood ratio between the ith and j th distri-
butions is represented as follows:

Rij = Li − Lj =
M∑

n=1

[li(n) − lj (n)]. (40)

If Rij > 0 (or Rij < 0), then the ith (or j th) distribution has a
better fit for the data. To evaluate the significance of the fit, we
calculate thep value with the null hypothesis in whichRij = 0.
In the null hypothesis, Rij is approximately represented as the
normal distribution by using the central limit theorem. The
variance of Rij is approximately represented by the empirical
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FIG. 4. Degree distributions of E. coli (RegulonDB). The solid
lines indicate the degree distributions and the dashed lines indicate
the theoretical distributions with the best fit. (a) Indegree distribution.
The exponential distribution has the best fit (γ = 0.509, kmax = 14).
(b) Outdegree distribution. The power-law distribution has the best fit
(α = 1.41, kmax = 281).

variance of the data [35,36]:

σ 2
ij = 1

M

M∑
n=1

{
[li(n) − lj (n)] − Li − Lj

M

}2

. (41)

Therefore, we calculate the p value as follows:

p value =
∣∣∣∣∣∣erfc

⎛
⎝ Rij√

2Mσ 2
ij

⎞
⎠

∣∣∣∣∣∣, (42)

where erfc is the complementary Gaussian error function. If
the p value is smaller than the significance level, then the
distribution indicated by the sign of Rij can be regarded as
a better fit for the given data.

B. Degree distributions of gene regulatory networks

We show the goodness of fit for the three distributions
mentioned above for the degree data of E. coli, fruit fly, and
human. We adopt RegulonDB 9.4 [37] for E. coli, DroID
v2015_12 [38] for fruit fly, and ENCODE 3 [39] for human.
The data preprocessing for each data set is described in the
Appendix.

We show the degree distributions of E. coli in Fig. 4.
We use a log-log plot to illustrate the outdegree distribution
[Fig. 4(b)]. The data size of the outdegree distribution is
smaller than that of the indegree distribution because the
number of transcription factors is small in the data set. Thus, in
the outdegree distribution, we adopt the logarithmic binning,
wherein the bin width is constant in the logarithmic scale [40].

In the statistical tests shown in Table II, we choose the
significance level at 0.05. In the indegree distribution, R12 <

0, R23 > 0, and each p value is significant. Therefore, the
exponential distribution corresponding to index 2 is the best
distribution [as indicated by the dashed line in Fig. 4(a)]. Al-
though R13 is not significant, it does not affect this conclusion.
In the outdegree distribution, R12 > 0, R13 > 0, and each
p value is significant. Therefore, the power-law distribution
corresponding to index 1 is the best distribution [as indicated
by the dashed line in Fig. 4(b)].
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TABLE II. Results of likelihood ratio tests. The log-likelihood ratios Rij and the corresponding p values (in parentheses) are shown. The
indices 1, 2, and 3 correspond to the power-law, exponential, and normal distributions, respectively.

R12 R13 R23 Best distribution

E. coli indegree −62.5 (1.07 × 10−5) 27.3 (0.375) 89.8 (3.69 × 10−7) Exponential
E. coli outdegree 61.8 (0.0196) 212 (9.29 × 10−6) 151 (4.53 × 10−9) Power-law
Fruit fly indegree −51.1 (0.0) −518 (0.0) −467 (0.0) Normal
Fruit fly outdegree 57.7 (2.43 × 10−5) 74.9 (5.30 × 10−6) 17.3 (6.95 × 10−6) Power-law
Human indegree −2.20 × 103 (0.0) −2.82 × 103 (0.0) −615 (0.0) Normal
Human outdegree 75.1 (5.23 × 10−4) 174 (1.05 × 10−9) 98.6 (0.0) Power-law

Figures 5 and 6 show the degree distributions for fruit fly
and human, respectively. As shown in Table II, since all p

values are smaller than 0.05 for the results of fruit fly and
human, all likelihood ratios are statistically significant. The
results indicate that the best degree distributions of fruit fly
and human are equivalent; the best indegree distribution is the
normal distribution and the best outdegree distribution is the
power-law distribution.

Table III shows the mean and variance of the indegree
distribution (μin and σ 2

in) and the outdegree distribution (μout

and σ 2
out). To compare the variance with the mean, the Fano

factors of the indegree and outdegree distributions are also
shown:

Fin = σ 2
in

μin
, Fout = σ 2

out

μout
. (43)

The normal distribution is the best indegree distribution
for fruit fly and human, while the exponential distribution is
the best indegree distribution for E. coli. As mentioned in the
previous section, this discrepancy can be attributed to the mean
μin. If μin < 2, then the variance of the exponential distribution
is lower than that of the Poisson distribution. The proposed
model indicates that the networks are robust if the variance of
the indegree distribution is low. Since the mean of E. coli is
μin = 1.96 < 2, the exponential distribution is advantageous.
Therefore, this discrepancy of the indegree distributions among
species further points to the validity of the proposed model.
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FIG. 5. Degree distributions of fruit fly (DroID). The solid lines
indicate the degree distributions and the dashed lines indicate the
theoretical distributions with the best fit. (a) Indegree distributions.
The normal distribution has the best fit (μ = 23.3, σ 2 = 80.8, kmax =
55). (b) Outdegree distributions. The power-law distribution has the
best fit (α = 0.811, kmax = 1,150).

The power-law distribution has the best fit for the outdegree
distribution for all species (Table II). As shown in Table III,
the Fano factor of the outdegree distribution is two to three
orders of magnitude greater than that of the indegree distribu-
tion. These results suggest that the variance in the outdegree
distribution is maintained at a higher value than that in the
indegree distribution, as indicated in the proposed model.

If the indegree distribution is Poisson distributed, then
the Fano factor is Fin = 1. However, the Fano factors of
fruit fly and human are greater than one. Therefore, these
results indicate that their indegree distributions are not Poisson
distributed. Hence, in the following section, we discuss why the
variance of the indegree distribution is higher than expected.

C. Variance of indegree distribution

The proposed model suggests that the networks are opti-
mally robust if the variance of the indegree distribution is zero;
i.e., all genes have an identical number of input connections.
However, in actual cases, zero variance is virtually impossible
because the number of input connections is determined locally
in each gene. In actual systems, the random graph can be the
second-best structure because the number of input connections
are determined based on an identical probability for each gene
[41]. In the random graph, the indegree distribution is Poisson
distributed.

As shown in Table III, the Fano factors of fruit fly and
human are sufficiently greater than one. Therefore, the indegree
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FIG. 6. Degree distributions of human (ENCODE). The solid
lines indicate the degree distributions and the dashed lines indicate the
theoretical distributions with the best fit. (a) Indegree distributions.
The normal distribution has the best fit (μ = 4.45, σ 2 = 123, kmax =
53). (b) Outdegree distributions. The power-law distribution has the
best fit (α = 0.923, kmax = 6,246).
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TABLE III. Means, variances, and Fano factors of degree
distributions.

μin σ 2
in Fin μout σ 2

out Fout

E. coli 1.96 2.24 1.14 10.5 682 65.0
Fruit fly 23.5 77.3 3.29 295 1.23 × 105 417
Human 10.9 55.0 5.05 505 9.23 × 105 1.83 × 103

distribution is not Poisson distributed. These results appear to
be inconsistent with the proposed model, where a low variance
implies high robustness. However, the structure of gene regu-
latory networks is determined not only by the robustness but
also by the biological functions.

Paralogs of a transcription factor play a biologically impor-
tant role and are expected to significantly influence the variance
of the indegree distribution. Since the rearrangement of gene
regulatory networks is elicited by paralogs, they are consid-
ered to be important for biological functions [42]. Paralogs
frequently have a similar DNA-binding activity because they
originate from the same ancestral gene. Therefore, multiple
paralogs of a transcription factor can bind a single binding
motif. Consequently, the existence of the paralogs increases the
variance of the indegree distribution because the appearances
of the paralogs in a promoter are positively correlated with
each other.

To evaluate the effect of paralogs on the indegree dis-
tribution, we adopt TRANSFAC database [43]. Unlike the
experimentally derived databases used in the previous section,
TRANSFAC estimates the binding sites of transcription factors
with high accuracy by using position specific matrices, which
are the model of binding motifs. In addition, TRANSFAC has
a data set in which redundancy of binding motifs is eliminated.
Since the paralogous transcription factors are bounded to
similar motifs, the elimination of motif redundancy implies that
paralogs are eliminated. We evaluate the effect of the paralogs
by comparing the redundant and nonredundant data (see the
Appendix for the data).

As in the case of the ENCODE database results, in both
the redundant and nonredundant data of TRANSFAC, the
normal and power-law distributions have the best fit for the
indegree and outdegree distributions, respectively (data not
shown). However, the result of the outdegree distribution for
the nonredundant data is not statistically significant, while that
of the redundant data is significant. This may be attributed
to the reduction in the number of data (transcription factors).
However, the results of the indegree distributions for both the
redundant and nonredundant data are statistically significant.
Therefore, the results of TRANSFAC are sufficiently consis-
tent with those of ENCODE.

TABLE IV. Means, variances, and Fano factors of indegree
distributions estimated by TRANSFAC.

μin σ 2
in Fin

Redundant data 461 4.42 × 103 9.59
Nonredundant data 31.2 25.2 0.808
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FIG. 7. Indegree distribution estimated by nonredundant data of
TRANSFAC. The solid line indicates the indegree distribution and
the dashed line indicates the Poisson distribution (λ = 31.2).

Table IV shows the means, variances, and Fano factors of
the indegree distributions. As can be seen in Table IV, the Fano
factor of the redundant data is greater than one, which is similar
to the results of ENCODE. Therefore, the indegree distribution
is not Poisson distributed. However, the Fano factor of the
nonredundant data is approximately equivalent to one. As
shown in Fig. 7, the indegree distribution of the nonredundant
data is approximated by the Poisson distribution. These results
indicate that the indegree distribution is Poisson distributed if
the effect of paralogs is eliminated. Therefore, although the
gene regulatory networks have many paralogs and cause an
increase in the variance to realize the biological functions, the
networks are essentially Poisson distributed, as indicated by
the proposed model.

V. CONCLUSIONS

In this work, we defined the dynamical robustness of gene
regulatory networks and showed that the discrepancy between
the indegree and outdegree distributions can be attributed to
the dynamical robustness. The robustness characteristics as a
function of the number of input and output connections are
concave and convex, respectively. Applying these character-
istics to Jensen’s inequality, we showed that the networks are
robust if the variance of the indegree distribution is low and the
variance of the outdegree distribution is high. By analyzing the
actual gene regulatory networks of E. coli, fruit fly, and human,
we showed that the indegree distribution has a goodness of fit
for normal or exponential distributions with low variance, and
the outdegree distribution has a goodness of fit for power-law
distributions with high variance. Although the variance of the
indegree distribution is higher than expected, we elucidated
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that this is due to the effect of the paralogs of the transcription
factors.

As discussed in the results, the variance of degree distri-
butions is a suitable indicator for the evaluation of dynamical
robustness. This is confirmed by the observations that the type
of the indegree distribution is dependent on the size of the
genome; the indegree distribution has a goodness of fit for
exponential distributions if the size of the genome is small and
for Poisson distributions if the size of the genome is sufficiently
large. We can theoretically explain these observations because
the variance of exponential distributions is lower than that
of Poisson distributions if the mean value of the number of
connections is less than two and higher if not. The outdegree
distribution has a goodness of fit for power-law distributions
because of high variance. Power-law distributions can have
infinite variance. However, the proposed model cannot explain
why power-law distributions are observed as outdegree dis-
tributions among various distributions with infinite variance.
This is because magnitudes of infinite variance cannot be
compared unlike the case of the indegree distribution with finite
variance. Therefore, in addition to dynamical robustness, there
may be other factors that explain the selection of power-law
distributions. Future work will focus on the origin of power-law
distributions.
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APPENDIX: DATA SETS

We adopt RegulonDB 9.4 to construct the gene regulatory
networks of E. coli [37]. As the target of output connections,
we use the transcription unit, which is the set of genes
regulated by a single promoter. Consequently, we obtained
1082 transcription units and 202 transcription factors.

We adopt DroID (the Drosophila interaction database)
v2015_12 to construct the gene regulatory networks of fruit fly
[38]. DroID includes REDFly, which is a high quality, curated
database of gene interactions [44], and modENCODE, which is

an interaction database experimentally determined using ChIP-
seq and ChIP-chip [45]. ChIP-seq and ChIP-chip are methods
to experimentally determine whether transcription factors bind
promoters. However, since there are inactive promoters in
actual cells, the absence of binding signals by these methods
does not necessarily imply that there is no promoter binding.
Thus, we select only the active promoters by using the data
of DNase I sensitivity (Kc167 cell line) [46]. Since DNase I
sensitivity identifies low-density regions of nucleosomes, such
regions are positively correlated with active promoters. We take
an average of DNase I read density in the promoter region,
which is obtained from the eukaryotic promoter database [47],
and we adopt the top 10% of the promoters. Consequently, we
obtained 1232 promoters and 98 transcription factors.

We adopt ENCODE (Encyclopedia of DNA Elements)
version 3 to construct the gene regulatory networks of human
[39]. Similar to modENCODE, ENCODE is the interaction
database that is experimentally determined by ChIP-seq and
ChIP-chip. Given that ENCODE is a large database, we adopt
only the peak data whose scores are greater than 200 to
reduce noise. Even if there are multiple peaks for an identical
transcription factor in an identical promoter, we treat them as
a single peak. We use DBTSS R8 as the promoter data (hg19,
upstream 500 bp from transcription start sites) [48]. Similar
to the data of fruit fly, we adopt only the top 10% of the
promoters evaluated by DNase I sensitivity (ENCODE, K562
cell line). Consequently, we obtained 9286 promoters and 201
transcription factors.

To construct the gene regulatory networks of human, we
also use the data estimated by TRANSFAC, which is a
database of binding motifs [43]. We search the binding motifs
of TRANSFAC by using the condition of “minimize false
positive” for the promoters of DBTSS R8 (upstream 1000 bp
and downstream 200 bp from transcription start sites) [48].
Similar to ENCODE data, even if there are multiple hits for a
motif in a promoter, we treat them as a single hit. We use the two
types of redundant and nonredundant data sets of vertebrates.
Consequently, we obtained 96 807 promoters for both of the
redundant and nonredundant data. We also obtained 4638 and
163 transcription factors for the redundant and nonredundant
data, respectively.
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