PHYSICAL REVIEW E 97, 062307 (2018)
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In financial markets, greater volatility is usually considered to be synonymous with greater risk and instability.
However, large market downturns and upturns are often preceded by long periods where price returns exhibit only
small fluctuations. To investigate this surprising feature, here we propose using the mean first hitting time, i.e.,
the average time a stock return takes to undergo for the first time a large negative (crashes) or positive variation
(rallies), as an indicator of price stability, and relate this to a standard measure of volatility. In an empirical
analysis of daily returns for 1071 stocks traded in the New York Stock Exchange, we find that this measure of
stability displays nonmonotonic behavior, with a maximum, as a function of volatility. Also, we show that the
statistical properties of the empirical data can be reproduced by a nonlinear Heston model. This analysis implies
that, contrary to conventional wisdom, not only high, but also low volatility values can be associated with higher
instability in financial markets. This proposed measure of stability can be extremely useful in risk control.
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I. INTRODUCTION

Volatility is typically considered a monotonic indicator of a
financial market’s risk and instability. Recently, however, such
conventional wisdom has been questioned by the observation
that sizable market downturns or upturns can be anticipated by
periods of low volatility. Notable examples of this phenomenon
include the 2008 financial crisis, preceded by the so-called
“great moderation,” and the Chinese crash in 2015. These
episodes have received a lot of attention in the specialized
press and have popularized the so-called Minsky’s financial
instability hypothesis [1] that periods of calm can project a
false sense of security and lure agents into taking a riskier
investment, preparing for a crisis [2]. Therefore, a better
characterization of the relationship between volatility and
market stability seems particularly important.

Searching for empirical regularities and modeling complex
market dynamics have typically been the objective of financial
times series analysis, econophysics, and complex systems
[3-14]. Specifically, very recently, a new method to find the
critical transition points within a financial market has been
introduced in Ref. [14]. In this literature, the importance
of the statistical properties of volatility for portfolio opti-
mization strategies, risk management, and financial stability
have been underlined in Refs. [15-18]. Along these lines,
investigations have looked at the statistical properties of large
volatilities [19], cross correlations between volume change
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and price change [20], the interplay between past market
correlation structures and future volatility outbursts [21], and
temporal sequences of financial market fluctuations around
abrupt switching points [22]. There, the authors argue that
the end of microscopic or macroscopic trends in financial
markets have a parallel with metastable physical systems.
Moreover, in a very recent paper [23], the authors provide a
comprehensive analysis of a structural model for the dynamics
of the prices of assets, namely, the interacting generalization of
the geometric Brownian motion model, introduced in Ref. [24]
and exhibiting a large number of metastable states. Specifically,
the authors elucidate in detail the relation between switching
dynamics between metastable states and the phenomenon of
volatility clustering. In other words, the market states would
indeed emerge naturally as attractors of collective nonlinear
dynamics of interacting prices. In the presence of noise, many
of these attractors will survive as long-lived states and volatility
clustering is expected to arise naturally through the interplay
of the dynamics within long-lived states and the dynamics of
occasional noise-induced transitions between them [23]. In
this respect, it is worthwhile to note that in Ref. [25] a set
of distinct quasistationary market states in historical data has
been identified and their dynamics and stability discussed.

Indeed, financial market stability is often associated with
moderate levels of perceived uncertainty and measured looking
atthe intensity of price return fluctuations [26-28] or stochastic
volatility estimators based on first passage time statistics [29].
However, both approaches cannot be reconciled with the
observed evidence discussed above.

In this direction, a fundamental, and yet overlooked, ques-
tion has to be addressed: What is the typical time scale before a
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large negative or positive stock return variation? To answer this
question, we propose exploiting the notions of “level crossing”
and “hitting time” to monitor the stability of price returns and
observing its relationship with volatility [30-32]. In particular,
the mean first hitting time (MFHT) or mean first passage time
(MFPT), earlier introduced in Refs. [33-37], is the time it
takes, on average, for a variable to cross for the first time a
certain level, and it can provide the above-mentioned timescale
to observe modifications in market scenarios.

Here, we propose this quantity (MFHT) as an indicator to
measure the stability of price returns, defined as the resilience
to large negative price variations: The longer this time, the
more stable the series of price returns. Observing the daily
closing prices of a large number of stocks traded in the New
York Stock Exchange (NYSE), we find that this measure of
stability has a nonmonotonic behavior, with a maximum, as a
function of volatility, both for crashes and rallies. This result
seems in line with the view discussed above that a higher price
return instability, corresponding here to lower hitting times, is
not only associated with high values but also with low values
of volatility. As such, this measure can be considered as an
important indicator of market stability and a potential tool for
risk control.

Further, we are able to reproduce all the main statistical
features of the price return dynamics of the considered stock
market by using a nonlinear generalization of the Heston model
proposed in Ref. [30].

The paper is organized as follows. In the next section, the
definitions of the first hitting time (FHT) and the MFHT are
given, together with their relevance in the scientific literature.
In Sec. III, the MFHT as an indicator of financial stability is
proposed and the main results of the paper, obtained by an
empirical analysis, are shown. Specifically, the nonmonotonic
behaviors of the MFHT for crashes and rallies are presented.
A nonlinear generalization of the Heston model is proposed
in Sec. IV, and some of the well-established statistical char-
acteristics of the financial time series are shown in Sec.V.
Conclusions are drawn in the last section.

II. FIRST HITTING TIME

The first hitting time (FHT), or first passage time (FPT), is
defined as the random time it takes for a stochastic variable to
cross for the first time a certain level. In Fig. 1, we show the
schematic representation of the FHT calculated starting from
the time series of returns. Specifically, the FHT is the time
it takes for a stock price return to cross for the first time a
large negative or positive threshold ® ; starting from an initial
position ®;. By ensemble averaging on all the time series of
the market, we obtain the proposed indicator of price return
stability, that is, the MFHT. The MFHT, or MFPT, was earlier
introduced in scientific literature. Indeed, the study of the first
passage time and exit problem has a long-standing tradition in
physics, mathematics, engineering, and natural sciences [33—
37]. The first pioneering papers in this subject are those by
Smoluchowski, who first considered the problem of a random
walk with reflecting and absorbing barriers [33]; Pontryagin
et al., who first derived the differential equation for the mean
first passage time [34]; Kramers, with his celebrated paper on
“Brownian motion in a field of force and the diffusion model of

price return
@)

time

FIG. 1. Time series of returns and the corresponding first hitting
time, that is, the time it takes for a stock price return to cross for the
first time a large negative threshold © ; starting from an initial position
®;,. By ensemble averaging on all the time series of the market, we
obtain the proposed indicator of price return stability.

chemical reactions” [35], who understood well the mechanism
of the escape process as a noise-assisted reaction; Chan-
drasekhar, who considered the importance of the occurrence
of the escape problem in astronomical phenomena [36]; and
Feller, who gave his fundamental contribution in mathematical
literature, with his proposal of two singular diffusion problems,
called Feller processes, and the related boundary problem
appearing in these diffusion processes [37]. Indeed, the fact
that the Feller process never attains negative values has made
it an ideal candidate for modeling many natural and social
science phenomena.

In finance, the concept of FPT appears in several domains:
the valuation of barrier options, credit risk modeling, and opti-
mal exercise time of American options. Even more, the study
of the MFPT for two well-known mean-reverting processes,
that is, the square root process of Feller and the generalized
autoregressive conditional heteroskedasticity (GARCH) diffu-
sion process, was recently given in Refs. [38,39].

III. MFHT AS AN INDICATOR OF FINANCIAL STABILITY

In this paper, in order to perform our empirical analysis
and calculate the MFHT from the time series of returns, we
have relied on a well-tested data set already employed in
previous investigations by Refs. [40—44]. This includes 1071
stocks traded at the NYSE and continuously recorded for 12
years from 1987 to 1998 (3030 trading days). This period of
trading is sufficiently long and inclusive of a large number of
stocks, so that it can be considered representative of overall
market behavior. In order to investigate episodes of instability
associated with large negative or positive return variations,
following the literature on speculative pressure in the exchange
market, we identify price changes as “sizable” if they are
larger than a certain threshold, typically defined starting from
the standard deviation [45,46]. In line with this literature, the
robustness of the identification mechanism is also assessed by
considering different thresholds in the range of 1.5-3 times the
standard deviation.

In detail, we first transform the series of stock prices into
daily returns, r(t) = [p(t) — p(t — 1)]/p(t — 1), and calculate
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the standard deviation o] of each series over the entire period.
By averaging this quantity across all stocks in the sample, we
obtain the overall volatility of the market over the observed
period as 6" = ZIN=1 o/ /N =0.02254, with N = 1071. We
then proceed to compute the MFHT by considering the FHT,
and ensemble averaging over all FHTs measured in the price
return series. This random quantity has been calculated by
fixing the initial and final threshold as ®; = 6;6" and ® =
076", where 6" is the overall volatility of the market over the
observed period and the two thresholds are defined, in line with
Refs. [45,46]. The parameters ¢; and 0, define the “stability”
window and, therefore, how large a variation has to be in order
to determine an escape from a metastable state. To assess the
robustness of the results, shown in Figs. 2 and 3, we consider
a wide range of realistic numerical parameters for 6; and 6, in
the intervals [+0.9, —1.6] and [—0.5, —3.0], respectively, in
order to identify an episode of instability (see Refs. [45,46]).

This allows us to obtain several subseries, each corre-
sponding to one first hitting time. The standard deviation of
each subseries gives the value of volatility v, corresponding
to each FHT. Averaging all the FHTSs corresponding to the
same volatility value yields the nonmonotonic behavior of the
MFHT versus the volatility shown in Fig. 2(a) (blue circles),
where the values of the threshold parameters are 6; = —0.1
and 6y = —1.5. In particular, we note that the MFHT takes
smaller values for lower levels of volatility, i.e., the series of
returns exhibits negative jumps equal to or less than —1.56",
after short time intervals. This corresponds to a fast exit of
the stock return from the fixed region [®;, @ r]. As volatility
increases, the time spent within this region also increases,
which is a signal that the market is becoming more stable.
A further increase of volatility, however, shortens the MFHT,
and stability decreases. This implies that in the intermediate
region we observe a stabilizing effect of volatility. Figure 2(a)
is a clear representation of the relation between MFHT, i.e.,
the time returns stay within the fixed region, and the size of
volatility v. Considering the MFHT as a measure of market
stability, it is possible to argue that volatility plays a stabilizing
effect when its values are within the range [0.004,0.01].

In order to cross validate the robustness of this result,
we have also investigated whether this effect persists for
(i) different thresholds with fixed interval size, ® s — ©; =
—1.467 [Fig. 2(b)], and (ii) fixed starting threshold ®; but
different final thresholds ©® ; [Fig. 2(c)]. The results indicate
that the nonmonotonic behavior of the MFHT as a function of
volatility is “robust” to sizable variations of the two thresholds.

We perform a similar analysis for stock price upturns
or rallies. We find that the nonmonotonic behavior, with a
maximum, of the MFHT versus volatility occurs both in
real market data and in simulations based on the proposed
nonlinear Heston model [Egs. (5) and (6)]. This means that
we can extend our proposed measure of price return stability
not only to negative variations of price returns but also to
positive variations. The results are shown in Fig. 3. Again, we
cross validate the results of Fig. 3(a) by considering different
thresholds with a fixed interval size [Fig. 3(b)], and a fixed
starting threshold with different final thresholds [Fig. 3(c)].
We note that, differently from the case of crashes, for a fixed
difference between thresholds the curves of the MFHT versus
volatility coalesce [see Fig. 3(b)]. This could be ascribed to
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FIG. 2. Crashes: (a) MFHT as a function of volatility, with the
thresholds ®; = —0.16" and ®; = —1.56", from empirical time
series (blue circles) and theoretical results (red triangles), obtained
from a nonlinear Heston model [Eqgs. (5) and (6)]. (b) MFHT vs
volatility (real data) for a fixed difference between thresholds, ®  —
®; = —1.45", with [©;,0/] ranging from [+0.95", — 0.55"] to
[-1.65", —3.05"]. (¢) MFHT vs volatility (real data) for a fixed
starting threshold ®; = —0.16" and a different final threshold ©,
ranging from —0.56" to —3.05".

the asymmetry of the returns distribution, characterized by a
negative skewness (see Fig. 5).
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FIG. 3. Rallies: (a) MFHT as a function of volatility, with the
thresholds ®; = +0.16" and ®; = +1.56", from empirical time
series (blue circles) and theoretical results (red triangles), obtained
from a nonlinear Heston model. (b) MFHT vs volatility (real data)
for a fixed difference between thresholds, ® ; — ©; = +1.46", with
[®;,0/] ranging from [-0.96", +0.56"] to [+1.65", +3.05"].
(c) MFHT vs volatility (real data) for a fixed starting threshold
®; = +0.16" and different final thresholds © s, ranging from 4+-0.5 5"
to +3.05".

The nonmonotonic behavior observed in Figs. 2 and 3 is
similar to what is known to occur also in all physical systems
with metastable states. Indeed, the behavior of the MFHT as

a function of volatility shows the typical signature of noise-
enhanced stability (NES) observed in a variety of physical
(classical and quantum), biological, chemical, and ecological
systems [47-75]: The stability of a metastable state can be
enhanced by the noise and its average lifetime is a measure
of this stability. This noise-enhanced metastability is a conse-
quence of the interplay between the thermal fluctuations and
nonlinearity of the complex system investigated. This effect
is observed by increasing the temperature as, by analogy, the
stabilization of the price returns occurs for increasing volatility.
The empirical evidence of a NES effect in the behavior of the
MFHT (Figs. 2 and 3) suggests that price return dynamics
could be depicted by considering the value of the return as the
position of a fictitious Brownian particle, subjected to noise
and moving in an effective potential with a metastable state.

IV. MODEL

Models reproducing most of the stylized facts of financial
markets and their dynamics by nonlinear stochastic differential
equations have been presented in the literature [5,23,24,76—
79]. Moreover, financial markets present different dynamical
regimes with days of normal activity and days with large price
variations, characterized by a different behavior of volatil-
ity. In order to consider these different dynamical regimes
and feedback effects on the price fluctuations, a Langevin
approach to the market dynamics was already proposed in
Refs. [5,23,24,78,79], where a nonlinear stochastic dynamical
equation with one or more metastable states was considered.
The evolution inside the metastable state represents the normal
market behavior, while the escape from the metastable state
represents the beginning of large price variations, which is
related to the “clustering” phenomenon of volatility [23,24].

Before introducing our nonlinear model in Sec. IV B, based
on a nonlinear generalization of the Heston model, we briefly
introduce the Heston model in Sec. IV A.

A. Heston model

One of the most widely used stochastic volatility models,
being broadly accepted as a reasonable explanation for many
empirical observations, the so-called stylized facts, is the
Heston model [31,80-82], which is based on two-dimensional
diffusion processes. The model, introduced by Heston in
1993 [80], is a closed-form solution for pricing options that
seeks to overcome the shortcomings in the Black-Scholes
option pricing model related to return skewness and strike-
price bias. This model introduces a dynamics for the under-
lying asset which can take into account the asymmetry and
excess kurtosis that are typically observed in financial assets
returns.

The Heston model [31,39,80,83], which describes the dy-
namics of stock prices p(¢) as a geometric Brownian motion
with the volatility given by a mean-reverting process, known
as the Cox, Ingersoll, and Ross (CIR) process [30,39,84,85], is
defined by the following Itd stochastic differential equations,

dp(t) = updt + o (1) pdW (1), )

dv(t) = a (b — v()dt + c/v(t)dWa(2), 2)
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where o(¢) is the time-dependent volatility, v(¢) = o),
and W;(t) are uncorrelated Wiener processes with the usual
statistical properties,
(dW;) =0, (dW;(t)dW;(t)) =dt 8t —1)s ;. (3)

The CIR process, known in mathematical statistics as the Feller
process [37], and later introduced in mathematical finance [84],
represents the term structure of interest rates and it successfully
evaluates bond prices [84,85]. Moreover, the Feller process
also appears to describe the default intensity rate [86], and
the growth stock [87]. The process defined as its square root is
connected to the square of a §-dimensional Bessel process [88].
Stochastic volatility obeying the Feller model jointly with a
log-Brownian stochastic dynamics for the asset price evolution
gives rise to the two-dimensional diffusion market process of
Egs. (1) and (2) [80,83], which is a useful model for option
pricing [39,80,85]. Recently, a study of the mean first passage
time (or mean first hitting time) for two well-known mean-
reverting processes, that is, the square root process of Feller
and the GARCH diffusion process, was done in Refs. [38,39].
Specifically, in Ref. [38], the asymptotic expansions of the
MFPT around the starting position and the boundary points
of GARCH and Feller processes as well as the sensitivity
analysis of MFPT to changes in the relevant parameters were
investigated. In Ref. [39], the first passage and escape problems
for the Feller process have been fully addressed.

In Eq. (1), u represents a drift at macroeconomic scales.
In Eq. (2), the volatility o(t) = /v(t) reverts towards a
macroeconomic long time term given by the mean squared
value b, with a relaxation time a~'. Here, ¢ is the amplitude of
volatility fluctuations often called the volatility of volatility.

By introducing log returns x(¢) = In[p(¢)/p(0)] in a time
window [0,7] and using Itd’s formula [89], we obtain the
stochastic differential equation (SDE) for x(¢),

dx(t) = [ —v(t)/2]1dt + Jv(t)d W, (2). “)

We note that the Heston model gives a good reproduction of
the price returns probability density function (PDF), but does
not reproduce a long-range volatility correlation [40]. On the
contrary, the GARCH model provides a basic way to model
the volatility correlation, by modeling the high memory of the
volatility [90], but gives a rather poor fitting of the return PDF
(see Refs. [40,41,90]). Moreover, the statistical properties of
the returns and FPTs for models with stochastic volatility, such
as the Heston and the discrete GARCH (1,1) model, have been
investigated in Refs. [40,41], finding that the PDF of both stock
price returns and FPTs obtained with the Heston model exhibit
a better agreement with real market data than those calculated
in the GARCH discrete model [91].

B. Nonlinear Heston model

Here, we employ a generalization of the Heston model [80]
proposed by Ref. [30], where the geometric Brownian motion
is replaced by a random walk in the presence of a cubic nonlin-
earity. This theoretical approach considers the financial market
as an out-of-equilibrium system, whose dynamical evolution
can be described by a nonlinear Heston model defined by the
following Itd stochastic differential equations [89],
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FIG. 4. (a) Cubic potential used in the dynamic equation for the
variable x(¢). The black circle denotes the starting position (xo = 0.0)
used to obtain the theoretical results. The potential parameters are
m = 2 and n = 3. (b) PDF of the first hitting times of the returns for
real data (blue circles) and the model (red triangles).

0x 2
dv(t) = alb — v(t)] dt + c/v(t) dW>(1), (6)

dx(t) = —<8—U + @)dt +/u(t)dWi(t), (5)

with the volatility v(z) given by the mean-reverting CIR
process [37,83-85], and U(x) = mx>® + nx? is the effective
cubic potential with a metastable state [Fig. 4(a)] [79]. As
explained in Ref. [79], the parameters m and n, identified in
line with the consideration of liquid markets, are influenced
by the degree of risk aversion, the market depth, and the
“friction” of prices to changes in demand and supply in the
market. In Eq. (5), x(t) = In[p(¢)/ p(0)] is the return in the time
window [0,7], p(¢) is the price, and W; are uncorrelated Wiener
processes with the usual statistical properties (dW;(¢)) = 0,
(dWi(t)dW;(t)) = dt & ;6(t — 1).

We note that the particle is governed by a nonstationary
dynamics since it is subject to a noise source d W(t), whose
intensity is given by the volatility v(¢), which is itself a
stochastic process [see Eq. (6)]. In addition, due to the presence
of this noise source, the particle can leave the metastable well
also for low volatility, crossing the potential barrier and moving
to nonequilibrium positions along the potential profile.

For the daily returns we have

xq(1) = In[p(1)/ p(0)] — In[p(z — 1)/ p(0)]
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FIG. 5. PDF of the stock price returns for real data (blue circles)
and the model (red triangles).

=In[p®)] — In[p(t — 1)]
>~ [p@) — pt — D)/[p(t — D] = r(0), (7N

where we use Inx >~ x — 1.

We solve Egs. (5) and (6) numerically, obtaining a number
of time series of returns equal to 1071, with an initial position
xo = 0.0 and CIR stochastic process v(¢) defined by vy =
8.62 x 1073,a = 2.00,b = 0.01, and ¢ = 0.83. These values,
used to obtain the data shown in Figs. 2—6, were obtained by
best fitting between theoretical and empirical results for all
the statistical features investigated, by performing both x? and
Kolmogorov-Smirnov (KS) goodness-of-fit tests. Since we are
focusing on the daily returns we have x(¢) >~ r(¢). We fix again
the two thresholds, ®; = 70.16" and ® y = F1.56" (— for
microcrash, + for rally), where 6" = 0.023 83 is the average
standard deviation calculated over the numerical time series.
This yields, for the MFHT, the nonmonotonic behavior shown
in Figs. 2(a) and 3(a) (red triangles), which exhibits a very
close agreement with the real data (blue circles).

To quantitatively characterize the observed empirical re-
sults, we determine the probability distribution function (PDF)
of the FHTs of the daily returns, calculated by setting
®; = —0.16" and ®y = —1.56", and compare it with the
corresponding theoretical PDF, obtaining a good qualitative
agreement [Fig. 4(b)]. Performing both x2 and KS goodness-
of-fit tests, we get X2 = 0.01668, )~(2 = 0.00018 (reduced Xz),
and D =0.149, P =0.198. D and P are respectively the
maximum difference between the cumulative distributions and
the corresponding probability for the KS test. The results
indicate that the two distributions are not significantly different
[see Fig. 4(b)].

Finally, we note that in Ref. [30] the dynamical regimes
corresponding to different parameter values of a, b, and
¢ of the CIR process were studied and the parameter re-
gion was found to observe a nonmonotonic behavior of the
MFHT.

V. STATISTICAL CHARACTERISTICS

Some of the well-established statistical properties of the
financial time series are the probability distribution of stock
price returns, the PDF of volatility, the return correlation,
and the absolute return correlation. In Fig. 5 we show the

PDF of the stock price returns for real data (blue circles) and
the model (red triangles). The agreement between theoretical
results and real data of the PDFs of returns is quite good, except
at high values of the returns. This can be ascribed to the failure
of the proposed nonlinear model for returns higher than or
comparable to the height of the metastable state barrier. For
these values of returns, other mechanisms, which we have not
taken into account in the model, come into play [30,79].

To quantitatively characterize the PDF of returns (Fig. 5)
with respect to their average, width, asymmetry, and fatness,
we consider the whole set of N7 values of the daily returns
and calculate, both for real data and theoretical results, the
four moments of the PDF, that is, the mean value (r), the
variance o,, the skewness k3, and the kurtosis k4, obtaining
the following values: (r)P' = —1.91 x 1075, o5 = 0.025,
iy = —4.30, and ;™ = 442, and (r)"" = —4.76 x 1077,
otheor — (.024, Kéhe"’ = —1.96, and " = 105.

The quantitative statistical characterization of the shape of
the PDF of returns (Fig. 5) shows that the model reproduces the
asymmetry and leptokurtic distribution observed for the real
market data [4,5]. In Fig. 6(a) we show the PDF of the volatility
both for real market data and theoretical results, finding a log-
normal behavior in both cases. The agreement is quite good,
as confirmed by the Kolmorogov-Smirnov test: D = 0.2178
and P = 0.014. The values of the volatility shown in Fig. 6(a)
are those corresponding to the hitting time events observed for
®; = —0.16" and ® y = —1.56" (see Fig. 2).

Another important characteristic, emerging from the statis-
tical analysis of price variations in various types of financial
markets [78], is the absence of return autocorrelation. This
property also ensures a no-arbitrage condition. To verify
that our model fulfills this requirement, we calculate the
autocorrelations of the asset returns, and compare them with
those obtained from the real data. The results are shown
in Fig. 6(b). The autocorrelations from the model [red tri-
angles in Fig. 6(b)] are insignificant except for very short
times where microstructure effects possibly come into play.
This resultis again in close agreement with the autocorrelations
calculated for the real data [blue circles in Fig. 6(b)]. A similar
behavior, but with a slow decay to zero, is displayed by the
correlation function of the absolute returns [see the inset of
Fig. 6(b)].

Finally, we note that the “clustering” phenomenon of
volatility is important for understanding the instabilities in
price returns. We had clear evidence of this phenomenon
looking at the time series of the returns used in our empirical
analysis. Moreover, the contemporaneous presence, in the time
series of returns, of clustering and spikes of volatility gives
rise to the nonmonotonic behavior observed in Figs. 2 and 3.
Specifically, the simultaneous presence of two neighboring
spikes is correlated with the presence of low MFHTs at low
volatility, while a spike close to a cluster is related to low
MFHTs at high volatility values. Pairs of clusters and/or spikes
spaced from a nearly laminar or “tranquil” regime give rise to
an increase of the MFHT (intermediate region of volatility
values) with the presence of a maximum. This gives rise to the
observed nonmonotonic behavior of the MFHT vs volatility.

We note that this clustering phenomenon is also observed
in the time series analysis of the seismic activity of earth-
quakes [92,93]. Indeed, the clustering in these time series
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FIG. 6. (a) Probability distribution of the volatility for real data
(blue circles) and the model (red triangles). We consider the whole set
of price returns consisting of Ny = 3030 x 1071 = 3245 130 values
and calculate, both for real data and theoretical results, the related
PDFs. (b) Correlation function of the returns for real data and the
model. Inset: Correlation function of the absolute returns for real data
and the model. The values of the parameters are the same as in Fig. 3.

shows that earthquakes represent a dynamical process involv-
ing many spatiotemporal scales. However, the analysis of
the similarity between the behavior of stock returns around
microcrashes and rallies and the dynamics of earthquake
sequences would clearly require a deeper investigation and
could be a potentially interesting extension for future work.

VI. CONCLUSIONS

In summary, we have proposed using the MFHT as an
indicator of price return stability and looking at its relationship
with return volatility. In an empirical analysis carried out
on stocks traded in the New York Stock Exchange, the time
series of daily returns show limited fluctuations, that is, high

stability, when volatility increases. In particular, there is an
intermediate range of volatility values where price returns
show higher stability according to the proposed indicator,
with a maximum in the nonmonotonic behavior of the MFHT
versus the volatility. In addition, the proposed measure of
price return stability is applicable and observed not only
for negative variations of price returns (crashes) but also for
positive variations (rallies).

Moreover, our nonlinear Heston model appears to satisfy
some of the well-established properties of financial markets
and is able to reproduce the statistical properties of the hitting
times of daily returns in real stocks. The model is also able to
describe the dynamics of price returns by considering an anal-
ogy between the metastability in the market and that occurring
in a variety of physical and complex systems [22,30], [47-75].
Our findings show that lower stability (smaller mean first
hitting times) can be the result not only of large volatility, as it
would be expected during periods of market “turbulence” [27],
but also of small volatility, which is usually considered an
indicator of “tranquil” periods. This result could bear important
implications both for practitioners and policymakers responsi-
ble for market stability. Further, the proposed measure can be
considered as an additional useful indicator to monitor market
stability and to support risk control functions.

It is worth mentioning that the clustering phenomenon of
volatility is important for understanding the instabilities in
price returns and the nonmonotonic behavior of the MFHT
versus volatility. In fact, the contemporaneous presence, in
the time series of returns, of pairs of clustering and/or spikes
spaced from a nearly laminar or tranquil regime gives rise to
a nonmonotonic increase of the MFHT, with a presence of a
maximum, in the intermediate region of volatility values.

While this study has considered a sufficiently long time span
and number of stocks to make our results sufficiently general,
for the benefit of practice and policy, future extensions could
consider more recent data or even acomparative analysis across
different markets.

Finally, we note that the applications of our definition of
stability based on the concept of first hitting time can help to
quantitatively characterize the resilience of different complex
systems, both in physics and biology (such as in neuronal activ-
ity and population dynamics), to variations of a given feature.

ACKNOWLEDGMENTS

We gratefully acknowledge Rosario N. Mantegna for help-
ful discussions and a critical reading of the manuscript, and
the Observatory of Complex Systems that provided us the real
market data used for our investigation. This work was sup-
ported by a Grant of the Government of the Russian Federation
(RU) (Contract No. 14.Y26.31.0021). We acknowledge also
partial support by Italian Ministry of Education, University
and Research.

[1] P. H. Minsky, The Financial
Lévy Economics Institute
doi:10.2139/ssrn.161024 (1992).

[2] J. Yellen, Transcript of Chair Yellen’s Press Conference,

Instability Hypothesis,
Working Paper No. 74,

18 June 2014, https://www.federalreserve.gov/mediacenter/files
/FOMCpresconf20140618.pdf.

[3] R. N. Mantegna and H. E. Stanley, Nature (London) 376, 46
(1995).

062307-7


https://doi.org/10.2139/ssrn.161024
https://www.federalreserve.gov/mediacenter/files/FOMCpresconf20140618.pdf
https://doi.org/10.1038/376046a0
https://doi.org/10.1038/376046a0
https://doi.org/10.1038/376046a0
https://doi.org/10.1038/376046a0

DAVIDE VALENTI, GIORGIO FAZIO, AND BERNARDO SPAGNOLO

PHYSICAL REVIEW E 97, 062307 (2018)

[4] R. N. Mantegna and H. E. Stanley, An Introduction to Econo-
physics: Correlations and Complexity in Finance (Cambridge
University Press, Cambridge, U.K., 2000).

[5] J. P. Bouchaud and M. Potters, Theory of Financial Risks and
Derivative Pricing (Cambridge University Press, Cambridge,
U.K., 2003).

[6] V. Plerou, P. Gopikrishnan, and H. E. Stanley, Nature (London)
421, 130 (2003).

[7] E. Lillo, J. D. Farmer, and R. N. Mantegna, Nature (London)
421, 129 (2003).

[8] J. B. Bouchaud, Nature (London) 455, 1181 (2008).

[9] V. M. Yakovenko, Rev. Mod. Phys. 81, 1703 (2009).

[10] T. Preis, Eur. Phys. J.: Spec. Top. 194, 5 (2011).

[11] T. Preis, D. Y. Kenett, H. E. Stanley, D. Helbing, and E. Ben-
Jacob, Sci. Rep. 2, 752 (2012).

[12] Z. Zheng, B. Podobnik, L. Feng, and B. Li, Sci. Rep. 2, 888
(2012).

[13] M. Bardoscia, S. Battiston, F. Caccioli, and G. Caldarelli,
Nat. Commun. 8, 14416 (2017).

[14] J. Jurczyk, T. Rehberg, A. Eckrot, and I. Morgenstern, Sci. Rep.
7, 11564 (2017).

[15] F. Wang, K. Yamasaki, S. Havlin, and H. E. Stanley, Phys. Rev.
E 77, 016109 (2008).

[16] T. Adrian, D. Covitz, and N. Liang, Annu. Rev. Financ. Econ. 7,
357 (2015).

[17] R. Engle, Am. Econ. Rev. 94, 405 (2004).

[18] S. Bianco, F. Corsi, and R. Reno, Proc. Natl. Acad. Sci. U.S.A.
106, 11439 (2009).

[19] K. Yamasaki, L. Muchnik, S. Havlin, A. Bunde, and H. E.
Stanley, Proc. Natl. Acad. Sci. U.S.A. 102, 9424 (2005).

[20] B. Podonik, D. Horvatic, A. M. Peterson, and H. E. Stanley,
Proc. Natl. Acad. Sci. U.S.A. 106, 22079 (2009).

[21] N. Musmeci, T. Aste, and T. D. Matteo, Sci. Rep. 6, 36320
(2016).

[22] T. Preis, J. J. Schneider, and H. E. Stanley, Proc. Natl. Acad. Sci.
U.S.A. 108, 7674 (2011).

[23] K. Anand, J. Khedair, and R. Kiihn, Phys. Rev. E 97, 052312
(2018).

[24] R. Kiihn and P. Neu, J. Phys. A: Math. Theor. 41, 324015 (2008).

[25] Y. Stepanov, P. Rinn, T. Guhr, J. Peinke, and R. Schifer, J. Stat.
Mech.: Theory Exp. (2015) PO8O11.

[26] B. Mohr and H. Wagner, Journal of Governance and Regulation
2,7 (2013).

[27] P. Dattels, R. McCaughrin, K. Miyajima, and J. Puig, Can you
map global financial stability? IMF Working Paper, WP/10/145,
International Monetary Fund, 2010 (unpublished).

[28] B. Gadanecz and K. Jayaram, Measures of financial stability a
review, in Proceedings of the IFC Conference on “Measuring
Financial Innovation and Its Impact”, edited by Irving Fisher
Committe (Bank for International Settlements, 2009), Vol. 31,
pp- 365-380.

[29] T. G. Andersen, D. Dobrev, and E. Schaumburg, Duration-
based volatility estimation, Global COE Hi-Stat Discussion
Paper Series 034, Institute of Economic Research, Hitotsubashi
University, 2009 (unpublished).

[30] G. Bonanno, D. Valenti, and B. Spagnolo, Phys. Rev. E 75,
016106 (2007).

[31] J. Masoliver and J. Perell6, Phys. Rev. E 80, 016108 (2009); 78,
056104 (2008).

[32] G. Bonanno, D. Valenti, and B. Spagnolo, Eur. Phys. J. B 53,
405 (2000).

[33] M. V. Smoluchowski, Phys. Z. 17, 557 (1916).

[34] L. S. Pontryagin, A. A. Andronov, and A. A. Witt, Zh. Eksp.
Teor. Fiz. 3, 165 (1933).

[35] H. A. Kramers, Physica 7, 284 (1940).

[36] S. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943)

[37] W. Feller, Ann. Math. 54, 173 (1951); 55, 468 (1952).

[38] B. Zhao, Mean first-passage times of the Feller and the GARCH
diffusion processes, SSRN (Social Science Research Network),
doi:10.2139/ssrn. 1465334 (2010).

[39] J. Masoliver and J. Perell6, Phys. Rev. E 86, 041116 (2012).

[40] G. Bonanno and B. Spagnolo, Fluct. Noise Lett. 5, L325 (2005).

[41] D. Valenti, B. Spagnolo, and G. Bonanno, Physica A 382, 311
(2007).

[42] S. Micciche, G. Bonanno, F. Lillo, and R. N. Mantegna, Physica
A 314, 756 (2002).

[43] G. Bonanno, G. Caldarelli, F. Lillo, and R. N. Mantegna,
Phys. Rev. E 68, 046130 (2003).

[44] G.Bonanno, G. Caldarelli, F. Lillo, S. Micciche, N. Vandewalle,
and R. N. Mantegna, Eur. Phys. J. B 38, 363 (2004).

[45] B. Eichengreen et al., Econ. Policy 10, 249 (1995).

[46] G. Fazio, J. Int. Money Financ. 26, 1261 (2007).

[47] R. N. Mantegna and B. Spagnolo, Phys. Rev. Lett. 76, 563
(1996).

[48] N. V. Agudov and B. Spagnolo, Phys. Rev. E 64, 035102(R)
(2001).

[49] A. A. Dubkov, N. V. Agudov, and B. Spagnolo, Phys. Rev. E 69,
061103 (2004).

[50] P. D’Odorico, F. Laio, and L. Ridolfi, Proc. Natl. Acad. Sci.
U.S.A. 102, 10819 (2005).

[51] N. V. Agudov, A. A. Dubkov, and B. Spagnolo, Physica A 325,
144 (2003).

[52] P. 1. Hurtado, J. Marro, and P. L. Garrido, Phys. Rev. E 74,
050101(R) (20006).

[53] B. Spagnolo, A. A. Dubkov, and N. V. Agudov, Eur. Phys. J. B
40, 273 (2004).

[54] G. Sun, N. Dong, G. Mao, J. Chen, W. Xu, Z. Ji, L. Kang, P. Wu,
Y. Yu, and D. Xing, Phys. Rev. E 75, 021107 (2007).

[55] L. Ridolfi, P. D’Odorico, and F. Laio, J. Theor. Biol. 248, 301
(2007).

[56] M. Yoshimoto, H. Shirahama, and S. Kurosawa, J. Chem. Phys.
129, 014508 (2008).

[57] M. Turcotte, J. Garcia-Ojalvo, and G. M. Siiel, Proc. Natl. Acad.
Sci. U.S.A. 105, 15732 (2008).

[58] M. Trapanese, J. Appl. Phys. 105, 07D313 (2009).

[59] A. Fiasconaro, J. J. Mazo, and B. Spagnolo, Phys. Rev. E 82,
041120 (2010).

[60] J. H. Li and J. Luczka, Phys. Rev. E 82, 041104 (2010).

[61] G. Augello, D. Valenti, and B. Spagnolo, Eur. Phys. J. B 78,225
(2010).

[62] Z.-L. Jia and D.-C. Mei, J. Stat. Mech.: Theory Exp. (2011)
P10010.

[63] M. Parker, A. Kamenev, and B. Meerson, Phys. Rev. Lett. 107,
180603 (2011).

[64] A. Shit, S. Chattopadhyay, and J. R. Chaudhuri, J. Phys. Chem.
A 117, 8576 (2013).

[65] D. Valenti, C. Guarcello, and B. Spagnolo, Phys. Rev. B 89,
214510 (2014).

062307-8


https://doi.org/10.1038/421130a
https://doi.org/10.1038/421130a
https://doi.org/10.1038/421130a
https://doi.org/10.1038/421130a
https://doi.org/10.1038/421129a
https://doi.org/10.1038/421129a
https://doi.org/10.1038/421129a
https://doi.org/10.1038/421129a
https://doi.org/10.1038/4551181a
https://doi.org/10.1038/4551181a
https://doi.org/10.1038/4551181a
https://doi.org/10.1038/4551181a
https://doi.org/10.1103/RevModPhys.81.1703
https://doi.org/10.1103/RevModPhys.81.1703
https://doi.org/10.1103/RevModPhys.81.1703
https://doi.org/10.1103/RevModPhys.81.1703
https://doi.org/10.1140/epjst/e2011-01397-y
https://doi.org/10.1140/epjst/e2011-01397-y
https://doi.org/10.1140/epjst/e2011-01397-y
https://doi.org/10.1140/epjst/e2011-01397-y
https://doi.org/10.1038/srep00752
https://doi.org/10.1038/srep00752
https://doi.org/10.1038/srep00752
https://doi.org/10.1038/srep00752
https://doi.org/10.1038/srep00888
https://doi.org/10.1038/srep00888
https://doi.org/10.1038/srep00888
https://doi.org/10.1038/srep00888
https://doi.org/10.1038/ncomms14416
https://doi.org/10.1038/ncomms14416
https://doi.org/10.1038/ncomms14416
https://doi.org/10.1038/ncomms14416
https://doi.org/10.1038/s41598-017-11854-1
https://doi.org/10.1038/s41598-017-11854-1
https://doi.org/10.1038/s41598-017-11854-1
https://doi.org/10.1038/s41598-017-11854-1
https://doi.org/10.1103/PhysRevE.77.016109
https://doi.org/10.1103/PhysRevE.77.016109
https://doi.org/10.1103/PhysRevE.77.016109
https://doi.org/10.1103/PhysRevE.77.016109
https://doi.org/10.1146/annurev-financial-111914-042008
https://doi.org/10.1146/annurev-financial-111914-042008
https://doi.org/10.1146/annurev-financial-111914-042008
https://doi.org/10.1146/annurev-financial-111914-042008
https://doi.org/10.1257/0002828041464597
https://doi.org/10.1257/0002828041464597
https://doi.org/10.1257/0002828041464597
https://doi.org/10.1257/0002828041464597
https://doi.org/10.1073/pnas.0901165106
https://doi.org/10.1073/pnas.0901165106
https://doi.org/10.1073/pnas.0901165106
https://doi.org/10.1073/pnas.0901165106
https://doi.org/10.1073/pnas.0502613102
https://doi.org/10.1073/pnas.0502613102
https://doi.org/10.1073/pnas.0502613102
https://doi.org/10.1073/pnas.0502613102
https://doi.org/10.1073/pnas.0911983106
https://doi.org/10.1073/pnas.0911983106
https://doi.org/10.1073/pnas.0911983106
https://doi.org/10.1073/pnas.0911983106
https://doi.org/10.1038/srep36320
https://doi.org/10.1038/srep36320
https://doi.org/10.1038/srep36320
https://doi.org/10.1038/srep36320
https://doi.org/10.1073/pnas.1019484108
https://doi.org/10.1073/pnas.1019484108
https://doi.org/10.1073/pnas.1019484108
https://doi.org/10.1073/pnas.1019484108
https://doi.org/10.1103/PhysRevE.97.052312
https://doi.org/10.1103/PhysRevE.97.052312
https://doi.org/10.1103/PhysRevE.97.052312
https://doi.org/10.1103/PhysRevE.97.052312
https://doi.org/10.1088/1751-8113/41/32/324015
https://doi.org/10.1088/1751-8113/41/32/324015
https://doi.org/10.1088/1751-8113/41/32/324015
https://doi.org/10.1088/1751-8113/41/32/324015
https://doi.org/10.1088/1742-5468/2015/08/P08011
https://doi.org/10.1088/1742-5468/2015/08/P08011
https://doi.org/10.1088/1742-5468/2015/08/P08011
https://doi.org/10.22495/jgr_v2_i1_p1
https://doi.org/10.22495/jgr_v2_i1_p1
https://doi.org/10.22495/jgr_v2_i1_p1
https://doi.org/10.22495/jgr_v2_i1_p1
https://doi.org/10.1103/PhysRevE.75.016106
https://doi.org/10.1103/PhysRevE.75.016106
https://doi.org/10.1103/PhysRevE.75.016106
https://doi.org/10.1103/PhysRevE.75.016106
https://doi.org/10.1103/PhysRevE.80.016108
https://doi.org/10.1103/PhysRevE.80.016108
https://doi.org/10.1103/PhysRevE.80.016108
https://doi.org/10.1103/PhysRevE.80.016108
https://doi.org/10.1103/PhysRevE.78.056104
https://doi.org/10.1103/PhysRevE.78.056104
https://doi.org/10.1103/PhysRevE.78.056104
https://doi.org/10.1140/epjb/e2006-00388-1
https://doi.org/10.1140/epjb/e2006-00388-1
https://doi.org/10.1140/epjb/e2006-00388-1
https://doi.org/10.1140/epjb/e2006-00388-1
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1103/RevModPhys.15.1
https://doi.org/10.1103/RevModPhys.15.1
https://doi.org/10.1103/RevModPhys.15.1
https://doi.org/10.1103/RevModPhys.15.1
https://doi.org/10.2307/1969318
https://doi.org/10.2307/1969318
https://doi.org/10.2307/1969318
https://doi.org/10.2307/1969318
https://doi.org/10.2307/1969644
https://doi.org/10.2307/1969644
https://doi.org/10.2307/1969644
https://doi.org/10.2139/ssrn.1465334
https://doi.org/10.1103/PhysRevE.86.041116
https://doi.org/10.1103/PhysRevE.86.041116
https://doi.org/10.1103/PhysRevE.86.041116
https://doi.org/10.1103/PhysRevE.86.041116
https://doi.org/10.1142/S0219477505002720
https://doi.org/10.1142/S0219477505002720
https://doi.org/10.1142/S0219477505002720
https://doi.org/10.1142/S0219477505002720
https://doi.org/10.1016/j.physa.2007.03.044
https://doi.org/10.1016/j.physa.2007.03.044
https://doi.org/10.1016/j.physa.2007.03.044
https://doi.org/10.1016/j.physa.2007.03.044
https://doi.org/10.1016/S0378-4371(02)01187-1
https://doi.org/10.1016/S0378-4371(02)01187-1
https://doi.org/10.1016/S0378-4371(02)01187-1
https://doi.org/10.1016/S0378-4371(02)01187-1
https://doi.org/10.1103/PhysRevE.68.046130
https://doi.org/10.1103/PhysRevE.68.046130
https://doi.org/10.1103/PhysRevE.68.046130
https://doi.org/10.1103/PhysRevE.68.046130
https://doi.org/10.1140/epjb/e2004-00129-6
https://doi.org/10.1140/epjb/e2004-00129-6
https://doi.org/10.1140/epjb/e2004-00129-6
https://doi.org/10.1140/epjb/e2004-00129-6
https://doi.org/10.2307/1344591
https://doi.org/10.2307/1344591
https://doi.org/10.2307/1344591
https://doi.org/10.2307/1344591
https://doi.org/10.1016/j.jimonfin.2007.06.006
https://doi.org/10.1016/j.jimonfin.2007.06.006
https://doi.org/10.1016/j.jimonfin.2007.06.006
https://doi.org/10.1016/j.jimonfin.2007.06.006
https://doi.org/10.1103/PhysRevLett.76.563
https://doi.org/10.1103/PhysRevLett.76.563
https://doi.org/10.1103/PhysRevLett.76.563
https://doi.org/10.1103/PhysRevLett.76.563
https://doi.org/10.1103/PhysRevE.64.035102
https://doi.org/10.1103/PhysRevE.64.035102
https://doi.org/10.1103/PhysRevE.64.035102
https://doi.org/10.1103/PhysRevE.64.035102
https://doi.org/10.1103/PhysRevE.69.061103
https://doi.org/10.1103/PhysRevE.69.061103
https://doi.org/10.1103/PhysRevE.69.061103
https://doi.org/10.1103/PhysRevE.69.061103
https://doi.org/10.1073/pnas.0502884102
https://doi.org/10.1073/pnas.0502884102
https://doi.org/10.1073/pnas.0502884102
https://doi.org/10.1073/pnas.0502884102
https://doi.org/10.1016/S0378-4371(03)00193-6
https://doi.org/10.1016/S0378-4371(03)00193-6
https://doi.org/10.1016/S0378-4371(03)00193-6
https://doi.org/10.1016/S0378-4371(03)00193-6
https://doi.org/10.1103/PhysRevE.74.050101
https://doi.org/10.1103/PhysRevE.74.050101
https://doi.org/10.1103/PhysRevE.74.050101
https://doi.org/10.1103/PhysRevE.74.050101
https://doi.org/10.1140/epjb/e2004-00268-8
https://doi.org/10.1140/epjb/e2004-00268-8
https://doi.org/10.1140/epjb/e2004-00268-8
https://doi.org/10.1140/epjb/e2004-00268-8
https://doi.org/10.1103/PhysRevE.75.021107
https://doi.org/10.1103/PhysRevE.75.021107
https://doi.org/10.1103/PhysRevE.75.021107
https://doi.org/10.1103/PhysRevE.75.021107
https://doi.org/10.1016/j.jtbi.2007.04.025
https://doi.org/10.1016/j.jtbi.2007.04.025
https://doi.org/10.1016/j.jtbi.2007.04.025
https://doi.org/10.1016/j.jtbi.2007.04.025
https://doi.org/10.1063/1.2946710
https://doi.org/10.1063/1.2946710
https://doi.org/10.1063/1.2946710
https://doi.org/10.1063/1.2946710
https://doi.org/10.1073/pnas.0806349105
https://doi.org/10.1073/pnas.0806349105
https://doi.org/10.1073/pnas.0806349105
https://doi.org/10.1073/pnas.0806349105
https://doi.org/10.1063/1.3075864
https://doi.org/10.1063/1.3075864
https://doi.org/10.1063/1.3075864
https://doi.org/10.1063/1.3075864
https://doi.org/10.1103/PhysRevE.82.041120
https://doi.org/10.1103/PhysRevE.82.041120
https://doi.org/10.1103/PhysRevE.82.041120
https://doi.org/10.1103/PhysRevE.82.041120
https://doi.org/10.1103/PhysRevE.82.041104
https://doi.org/10.1103/PhysRevE.82.041104
https://doi.org/10.1103/PhysRevE.82.041104
https://doi.org/10.1103/PhysRevE.82.041104
https://doi.org/10.1140/epjb/e2010-10106-1
https://doi.org/10.1140/epjb/e2010-10106-1
https://doi.org/10.1140/epjb/e2010-10106-1
https://doi.org/10.1140/epjb/e2010-10106-1
https://doi.org/10.1088/1742-5468/2011/10/P10010
https://doi.org/10.1088/1742-5468/2011/10/P10010
https://doi.org/10.1088/1742-5468/2011/10/P10010
https://doi.org/10.1103/PhysRevLett.107.180603
https://doi.org/10.1103/PhysRevLett.107.180603
https://doi.org/10.1103/PhysRevLett.107.180603
https://doi.org/10.1103/PhysRevLett.107.180603
https://doi.org/10.1021/jp402565y
https://doi.org/10.1021/jp402565y
https://doi.org/10.1021/jp402565y
https://doi.org/10.1021/jp402565y
https://doi.org/10.1103/PhysRevB.89.214510
https://doi.org/10.1103/PhysRevB.89.214510
https://doi.org/10.1103/PhysRevB.89.214510
https://doi.org/10.1103/PhysRevB.89.214510

STABILIZING EFFECT OF VOLATILITY IN FINANCIAL ...

PHYSICAL REVIEW E 97, 062307 (2018)

[66] T. Yang, C. Zhang, Q. Han, C.-H. Zeng, H. Wang, D. Tian, and
F. Long, Eur. Phys. J. B 87, 136 (2014).

[67] D. Valenti, L. Magazzu, P. Caldara, and B. Spagnolo, Phys. Rev.
B 91, 235412 (2015).

[68] J. Schuecker, M. Diesmann, and M. Helias, Phys. Rev. E 92,
052119 (2015).

[69] C. Guarcello, D. Valenti, A. Carollo, and B. Spagnolo, Entropy
17, 2862 (2015).

[70] B. Spagnolo, D. Valenti, C. Guarcello, A. Carollo, D. Persano
Adorno, S. Spezia, N. Pizzolato, and B. D. Paola, Chaos, Solitons
Fractals 81, 412 (2015).

[71] C. Guarcello, D. Valenti, and B. Spagnolo, Phys. Rev. B 92,
174519 (2015).

[72] L. Serdukova, Y. Zheng, J. Duan, and J. Kurths, Chaos 26,
073117 (2016).

[73] C. Guarcello, D. Valenti, A. Carollo, and B. Spagnolo, J. Stat.
Mech.: Theory Exp. (2016) 054012.

[74] B. Spagnolo, C. Guarcello, L. Magazzu, A. Carollo, D. P.
Adorno, and D. Valenti, Entropy 19, 20 (2017).

[75] D. Valenti, A. Carollo, and B. Spagnolo, Phys. Rev. A 97,042109
(2018).

[76] O. Malcai, O. Biham, P. Richmond, and S. Solomon, Phys. Rev.
E 66, 031102 (2002).

[77] 1. P. L. Hatchett and R. Kiihn, J. Phys. A: Math. Theor. 39, 2231
(2006).

[78] J. P. Bouchaud, Physica A 313, 238 (2002).

[79] J. P. Bouchaud and R. Cont, Eur. Phys. J. B 6, 543 (1998).

[80] S. L. Heston, Rev. Financ. Stud. 6, 327 (1993).

[81] J.-P. Fouque, G. Papanicolau, and K. R. Sircar, Derivatives
in Financial Markets with Stochastic Volatility (Cambridge
University Press, Cambridge, U.K., 2000).

[82] R. Cont, Quant. Finance 1, 223 (2001).

[83] A. A. Dragulescu and V. M. Yakovenko, Quant. Finance 2, 443
(2002).

[84] J. C. Cox, J. E. Ingersoll, and S. A. Ross, Econometrica 53, 385
(1985).

[85] J. C. Hull, Options, Futures, and Other Derivatives (Prentice
Hall, London, 2011).

[86] D. Duffie and K. Singleton, Rev. Financ. Stud. 12, 687 (1999).

[87] S. Kou and S. G. Kou, Math Oper. Res. 29, 191 (2004).

[88] J. Pitman and M. Yor, Z. Wahrsch. Verw. Gebiete 59, 425 (1982).

[89] C. W. Gardiner, Handbook of Stochastic Methods (Springer,
Berlin, 2004).

[90] J. Gatheral, Consistent modeling of SPX and VIX options,
Merrill Lynch Technical Report, 2008 (unpublished).

[91] Finally, it is worth noting that the calculations of the MFHT
and its PDF with both the GARCH and Heston models were
carried out in Ref. [40], where the analysis showed a monotonic
dependence of the MFHT on the volatility. For this reason, that
analysis was not included in Ref. [40]. We would also like to
point out that these monotonic results motivated us to explore the
nonlinear Heston model used in this paper, which is at the same
time useful to describe different dynamic regimes characterized
by the presence of quasistationary states.

[92] D. A. Yuen, W. Dzwinel, Y. Ben-Zion, and B. Kadlec, Visu-
alization of earthquake clusters over multi-dimensional space,
in Encyclopedia of Complexity and System Science, edited by
Robert A. Meyers (Springer, Berlin, 2009), pp. 2347-2371; F.
Gresnigt, E. Kole, and P. H. Franses, J. Bank Financ. 56, 123
(2015).

[93] F. Baldovin, F. Camana, M. Caraglio, A. L. Stella, and M.
Zamparo, Aftershock Prediction for High-Frequency Financial
Markets? Dynamics, in Econophysics of Systemic Risk and
Network Dynamics, edited by F. Abergel, B. K. Chakrabarti, A.
Chakraborti, and A. Gosh (Springer, Berlin, 2013), pp. 49-58;
D. Sornette, Phys. Rep. 378, 1 (2003); G. Bormetti, L. M.
Calcagnile, M. Treccani, F. Corsi, S. Marmi, and F. Lillo, Quant.
Finance 15, 1137 (2015).

062307-9


https://doi.org/10.1140/epjb/e2014-50218-x
https://doi.org/10.1140/epjb/e2014-50218-x
https://doi.org/10.1140/epjb/e2014-50218-x
https://doi.org/10.1140/epjb/e2014-50218-x
https://doi.org/10.1103/PhysRevB.91.235412
https://doi.org/10.1103/PhysRevB.91.235412
https://doi.org/10.1103/PhysRevB.91.235412
https://doi.org/10.1103/PhysRevB.91.235412
https://doi.org/10.1103/PhysRevE.92.052119
https://doi.org/10.1103/PhysRevE.92.052119
https://doi.org/10.1103/PhysRevE.92.052119
https://doi.org/10.1103/PhysRevE.92.052119
https://doi.org/10.3390/e17052862
https://doi.org/10.3390/e17052862
https://doi.org/10.3390/e17052862
https://doi.org/10.3390/e17052862
https://doi.org/10.1016/j.chaos.2015.07.023
https://doi.org/10.1016/j.chaos.2015.07.023
https://doi.org/10.1016/j.chaos.2015.07.023
https://doi.org/10.1016/j.chaos.2015.07.023
https://doi.org/10.1103/PhysRevB.92.174519
https://doi.org/10.1103/PhysRevB.92.174519
https://doi.org/10.1103/PhysRevB.92.174519
https://doi.org/10.1103/PhysRevB.92.174519
https://doi.org/10.1063/1.4959146
https://doi.org/10.1063/1.4959146
https://doi.org/10.1063/1.4959146
https://doi.org/10.1063/1.4959146
https://doi.org/10.1088/1742-5468/2016/05/054012
https://doi.org/10.1088/1742-5468/2016/05/054012
https://doi.org/10.1088/1742-5468/2016/05/054012
https://doi.org/10.3390/e19010020
https://doi.org/10.3390/e19010020
https://doi.org/10.3390/e19010020
https://doi.org/10.3390/e19010020
https://doi.org/10.1103/PhysRevA.97.042109
https://doi.org/10.1103/PhysRevA.97.042109
https://doi.org/10.1103/PhysRevA.97.042109
https://doi.org/10.1103/PhysRevA.97.042109
https://doi.org/10.1103/PhysRevE.66.031102
https://doi.org/10.1103/PhysRevE.66.031102
https://doi.org/10.1103/PhysRevE.66.031102
https://doi.org/10.1103/PhysRevE.66.031102
https://doi.org/10.1088/0305-4470/39/10/001
https://doi.org/10.1088/0305-4470/39/10/001
https://doi.org/10.1088/0305-4470/39/10/001
https://doi.org/10.1088/0305-4470/39/10/001
https://doi.org/10.1016/S0378-4371(02)01039-7
https://doi.org/10.1016/S0378-4371(02)01039-7
https://doi.org/10.1016/S0378-4371(02)01039-7
https://doi.org/10.1016/S0378-4371(02)01039-7
https://doi.org/10.1007/s100510050582
https://doi.org/10.1007/s100510050582
https://doi.org/10.1007/s100510050582
https://doi.org/10.1007/s100510050582
https://doi.org/10.1093/rfs/6.2.327
https://doi.org/10.1093/rfs/6.2.327
https://doi.org/10.1093/rfs/6.2.327
https://doi.org/10.1093/rfs/6.2.327
https://doi.org/10.1080/713665670
https://doi.org/10.1080/713665670
https://doi.org/10.1080/713665670
https://doi.org/10.1080/713665670
https://doi.org/10.1088/1469-7688/2/6/303
https://doi.org/10.1088/1469-7688/2/6/303
https://doi.org/10.1088/1469-7688/2/6/303
https://doi.org/10.1088/1469-7688/2/6/303
https://doi.org/10.2307/1911242
https://doi.org/10.2307/1911242
https://doi.org/10.2307/1911242
https://doi.org/10.2307/1911242
https://doi.org/10.1093/rfs/12.4.687
https://doi.org/10.1093/rfs/12.4.687
https://doi.org/10.1093/rfs/12.4.687
https://doi.org/10.1093/rfs/12.4.687
https://doi.org/10.1287/moor.1030.0071
https://doi.org/10.1287/moor.1030.0071
https://doi.org/10.1287/moor.1030.0071
https://doi.org/10.1287/moor.1030.0071
https://doi.org/10.1007/BF00532802
https://doi.org/10.1007/BF00532802
https://doi.org/10.1007/BF00532802
https://doi.org/10.1007/BF00532802
https://doi.org/10.1016/j.jbankfin.2015.03.003
https://doi.org/10.1016/j.jbankfin.2015.03.003
https://doi.org/10.1016/j.jbankfin.2015.03.003
https://doi.org/10.1016/j.jbankfin.2015.03.003
https://doi.org/10.1016/S0370-1573(02)00634-8
https://doi.org/10.1016/S0370-1573(02)00634-8
https://doi.org/10.1016/S0370-1573(02)00634-8
https://doi.org/10.1016/S0370-1573(02)00634-8
https://doi.org/10.1080/14697688.2014.996586
https://doi.org/10.1080/14697688.2014.996586
https://doi.org/10.1080/14697688.2014.996586
https://doi.org/10.1080/14697688.2014.996586



