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Low-frequency discrete breathers in long-range systems without on-site potential
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A mechanism of long-range couplings is proposed to realize low-frequency discrete breathers without on-site
potentials. The realization of such discrete breathers requires a gap below the band of linear eigenfrequencies.
Under the periodic boundary condition of a one-dimensional lattice and the limit of large population, we show
theoretically that the long-range couplings universally open the gap below the band irrespective of the coupling
functions, while the short-range couplings cannot. The existence of the low-frequency discrete breathers, spatial
localization, and stability are numerically analyzed from long range to short range.
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I. INTRODUCTION

The discrete breather (DB) or the intrinsic localized mode
is a solution which is spatially localized as well as temporally
periodic, in a spatially discrete system [1–7]. In this article we
focus on the following factors to realize the localization: spatial
discreteness and nonlinearity of couplings. The discreteness
suppresses the band of eigenfrequencies of the linearized
system in a bounded range and the nonlinearity provides a fre-
quency outside of the band. Thus, once a localized oscillation
is excited, it can be maintained without receiving dispersion by
the linear modes. Because of the simple mechanism, DBs are
observed in various practical systems of electrical lattices [8,9],
mechanical systems [10,11], and granular crystals [12,13] and
are expected in crystals [14,15] and spin lattices [16–20].

Discrete breathers have been mainly investigated in short-
range lattice systems having, typically, the nearest-neighbor
interaction. However, long-range interacting systems also form
lattice structures as vortices of plasmas [21,22] and of fluids
[23]. A remarkable example is trapped ions, because the range
of interaction can be experimentally varied from the short range
to the long range [24–28]. The coupling constants damp as
1/rα (0 � α � 3), where r is the distance between the two
interacting ions.

The trapped ions have attracted great interest from the
viewpoint of the information propagation speed in long-range
systems. The long-range nature (α < D in the D-dimensional
space) breaks [28–30] the Lieb-Robinson bound [31,32],
which holds in short-range systems. Discrete breathers, which
are spatially localized modes, may concern the information
propagation, as we may expect that a standing DB provides
no or weak propagation and a traveling DB [33,34] provides
the ballistic propagation. Thus, the information propagation
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provides the first motivation to investigate DBs in long-range
systems.

The second motivation is to extend the realization condition
of DBs. In a lattice system, each lattice point has a nonlinear
oscillator coupling with other oscillators through the two-
body coupling potential. The nonlinearity is classified into
hard springs and soft springs, where hard (soft) springs have
higher (lower) frequency for larger amplitude. Correspond-
ingly, possible frequencies of DBs are above the band with hard
springs, or below the band with soft springs. The latter case,
however, is in short-range systems, realized only by adding
on-site potentials. We will show that the long-range interaction
universally induces a gap below the band, which is called the
lower gap in this article, without the on-site potentials.

Several studies on DBs have been performed in lattices
with algebraically damping coupling constants [35–37], but
consideration of the long-range case is lacking (with D = 1
and α > 1 in [35], α = 2 in [36], and α = 3 in [37]), as is the
existence of the lower gap.

It seems strange that the long-range couplings help to
make localized modes. We will explain the basic idea of the
mechanism from a simple example of the mean-field couplings
in Sec. II. Then we show theoretically that the lower gap exists
and survives in the limit of large population under the spatially
periodic boundary condition in Sec. III. The band structures are
exhibited for both the periodic and fixed boundary conditions
in Sec. IV to confirm the appearance of the lower band gap
only in the long-range case. The existence of low-frequency
standing one-DB solutions, spatial localization, and stability
is investigated numerically by varying the value of α from
long range to short range in Sec. V. Section VI is devoted to a
summary and discussion.

II. LINEARIZED EQUATION AND EIGENFREQUENCIES

Let us start by sketching the basic idea of having the
lower gap without the on-site potential. We consider a generic
classical one-dimensional lattice system described by the
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Hamiltonian

H (q,p) =
N−1∑
j=0

p2
j

2
+ 1

2N∗

N−1∑
j=0

N−1∑
k=0

Jjkφ(qj − qk). (1)

This Hamiltonian induces the equations of motion as

q̈j = − 1

N∗

N−1∑
k=0

Jjkφ
′(qj − qk) (j = 0, . . . ,N − 1). (2)

Let the two-body interaction potential φ(q) be smooth, even,
and satisfy the condition φ′′(0) > 0. The coupling constants
Jjk are, for instance,

Jjk =
{

1 for k = j ± 1
0 otherwise (3)

for the nearest-neighbor couplings and

Jjk = 1 (j,k = 0, . . . ,N − 1) (4)

for the mean-field couplings. The prefactor N∗ is defined by

N∗ = 1

N

N−1∑
j=0

N−1∑
k=0

Jjk (5)

and depends on N in general to ensure the extensivity of the
potential term. For instance, the mean-field couplings give
N∗ = N . The factor N∗ seems artificial but, dynamically, it
can be eliminated by modifying the time scale as

t → t/
√

N∗. (6)

We keep N∗ for convenience in discussing the limit N → ∞.
The evenness of φ(q) implies φ′(0) = 0 and hence

qj = 0 (j = 0, . . . ,N − 1) (7)

is a fixed point. Linearizing the equations of motion (2) around
this fixed point (7), we obtain

ξ̈j = −φ′′(0)
N−1∑
k=0

Ajkξk, Ajk = δjk − Jjk

N∗
, (8)

where ξj is the infinitesimal displacement from the fixed point
and δjk is the Kronecker delta. We consider the problem if the
eigenvalues of the matrix A = (Ajk)j,k=0,...,N−1 have the lower
gap.

We note that the eigenvalues of the matrix C = B + cEN ,
where EN is the identity matrix of size N , are written as
the eigenvalues of B added by c. Thus, if identical on-site
potentials U (q) satisfying U ′′(0) > 0 are applied to all the
particles, U ′′(0) is uniformly added to the eigenvalues of the
matrix φ′′(0)A. Consequently, the on-site potentials may open
the lower gap. We will show in Sec. III that the long-range
interaction opens the lower gap without the on-site potentials,
while the short-range interaction cannot do that.

The idea to have the lower gap in long-range systems
without the on-site potentials is as follows. One typical long-
range coupling is the mean-field coupling and the matrix A

becomes

AMF = EN − 1

N

⎛
⎜⎝

1 1 · · ·
1 1 · · ·
...

...
. . .

⎞
⎟⎠. (9)

The second term of AMF has rank 1 and all the eigenvalues are
zeros except for one −1. Recalling the previous remark on the
eigenvalues, all the eigenvalues of AMF are 1 except for one 0
corresponding to the total momentum conservation. Therefore,
the band of AMF has a clear gap between 0 and 1. We extend
the existence of this lower gap to the long-range case but not
mean-field one.

We remark that the diagonal elements in the second term
of AMF come not from the on-site potentials but from the
definition of Jkk = 1 for the mean-field couplings (4). They
correspond to the self-interaction and therefore they are not
essential dynamically. For instance, the degeneracy of N − 1
eigenvalues holds even if we change the definition of Jkk

(k = 0, . . . ,N − 1) as Jkk = c with c ∈ R arbitrary, although
N∗ changes.

Hereafter, we suppose that the coupling constants depend
on the distance d(j,k) between the sites j and k and they are
denoted by Jd(j,k). The distance is determined depending on
the boundary conditions, which are periodic or fixed. We also
assume that the lattice spacing is unity.

III. LOWER GAP UNDER PERIODIC BOUNDARY
CONDITION

In this section we provide two theorems under the periodic
boundary condition to reveal a contrast between the short- and
long-range systems. The distance d(j,k) is defined by

d(j,k) = min{|j − k|,N − |j − k|}. (10)

We assume that N is even for simplicity. Then the factor N∗ is
also simplified as

N∗ = J0 + 2
N/2−1∑
k=1

Jk + JN/2. (11)

The matrix A is circulant and the eigenvalues are obtained as

λj (N ) = 1 − 1

N∗

[
J0 + 2

N/2−1∑
k=1

Jk cos
2πjk

N
+ (−1)j JN/2

]
,

(12)

where j = 0,1, . . . ,N − 1 and the relation λN−j = λj holds.
The smallest eigenvalue is λ0 = 0 because the absolute value
of the term in square brackets is less than or equal to N∗ (recall
the definition of N∗ and the fact that |cos x| � 1 for any real x).
We assume that the second smallest eigenvalues are λ1 = λN−1

and consider λ1(N ) in the limit N → ∞. For the coupling
constants Jk , we assume that there exists the natural number
m (�1) such that

0 < Jk < ∞ for k = 1, . . . ,m,

0 � Jk < ∞ otherwise. (13)

Theorem 1 (short range). Assume (13). Suppose that there
exist α and J such that α > 1, J > 0, and Jk � J/kα (k =
1,2, . . .). Then

lim
N→∞

λ1(N ) = 0. (14)

Theorem 2 (long range). Assume (13). Suppose that there
exist α, J , and J ′ such that 0 � α � 1, 0 < J ′ � J , and
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J ′/kα � Jk � J/kα (k = 1,2, . . .). Then

J ′

J
22−α(1 − α)Xα � lim

N→∞
λ1(N ) � J

J ′ 2
2−α(1 − α)Xα,

(15)

where

Xα =
∫ 1/2

0
x−α sin2(πx)dx (16)

is a finite positive number.
See Appendix A for proofs. Five remarks are in order. First,

the nearest-neighbor couplings and the exponentially damping
couplings satisfy the assumptions of Theorem 1 and give the
vanishing λ1. Second, Theorem 2 implies that the equalities
in (15) hold if the Jk are purely algebraically damping as
Jk = J/kα . Third, however, the lower gap may exist even if
the coupling constants Jk are not purely algebraically damping.
For example, Jk = J/kα + exp(−k) is a target of Theorem 2.
This result helps to examine the existence of DBs experimen-
tally. Fourth, the lower gap obtained for 0 � α < 1 is enhanced
if we eliminate the factor N∗ in (1) by changing the time scale
as (6), because the corresponding frequency

√
λ1 becomes√

N∗λ1 and N∗ is O(N1−α). This scaling can be found in (A5).
All the eigenvalues share the scaling and ratios between any
pairs of eigenvalues are invariant. However, the enhancement
of the absolute value of the lower gap

√
N∗λ1 is helpful to hit

the lower gap experimentally. Moreover, this enhancement is
naturally expected since the factor N∗ is introduced artificially
to ensure the extensivity of energy. Fifth, to prove Theorems 1
and 2 we used only the matrix A, which is determined by the
coupling constants Jk , and the interaction potential φ(q) is not
included. The results obtained are therefore universal for any
coupling functions φ(q) holding φ′′(0) > 0.

IV. BAND STRUCTURE

For the periodic boundary condition, we showed theoreti-
cally the appearance of the lower gap in long-range systems
and the nonappearance in short-range systems. Thus, we may
expect that the long-range nature also opens the lower gap
under the fixed boundary condition. We now demonstrate the
validity of these results and expectation by computing the band
structure explicitly. For simplicity, we set

Jd(j,k) = 1

d(j,k)α
, α � 0 (17)

for j �= k.

A. Eigenfrequencies under periodic boundary condition

We set J0 = 1. The scaled eigenfrequencies ωj = λ
1/2
j are

obtained from the formula (12) and reported in Fig. 1(a). As
we assumed, λ1 is the second smallest eigenvalue for any value
of α. The importance of the long-range nature is confirmed
from the α dependence of ω1 in Fig. 1(b) reported with the
asymptotic value

lim
N→∞

λ1(N ) = 22−α(1 − α)
∫ 1/2

0
x−α sin2(πx)dx. (18)
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FIG. 1. Scaled eigenfrequencies of the linearized equations of
motion, which are square roots of the eigenvalues of the matrix A, for
the periodic boundary condition. (a) Band structure for several values
of α, N = 32 (large symbols) and N = 128 (small symbols), and
ω0 = 0 from the total momentum conservation. (b) The α dependence
of the smallest positive frequencyω1 for several values ofN . The black
solid curve is obtained theoretically for N → ∞. The inset shows the
N dependence for α = 0.9, 1, and 1.1 from top to bottom.

As the theorems state, the lower gap survives for α < 1 but it
tends to vanish for α � 1 as N increases.

B. Eigenfrequencies under fixed boundary condition

Under the fixed boundary condition, the distance d(j,k) is
simply defined as

d(j,k) = |j − k|. (19)

We set J0 = 0, which differs from the periodic case but
demonstrates that this choice is not crucial for the appearance
of the lower gap. We fix the −1th and N th particles, which
also have interactions with all the other particles following the
rule of coupling constants Jd(j,k).

The scaled eigenfrequencies ωj , which are the square roots
of the eigenvalues of the matrix A, are reported in Fig. 2(a).
The fixed particles break the momentum conservation and the
lowest eigenvalue of A may not be zero. Thus, to confirm the
lower gap, the smallest and second smallest eigenfrequencies
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FIG. 2. (a) Same as Fig. 1 but for the xed boundary condition,
and for N = 32 and 1024. (b) Scaled eigenfrequencies ω0 (lower open
symbols) and ω1 (upper closed symbols) for several values of N to
observe the lower gap.

ω0 and ω1 are reported as functions of α in Fig. 2(b). The lower
gap in the limit N → ∞ can be confirmed only for α < 1 as
the periodic boundary case.

V. DISCRETE BREATHERS

We have clarified the appearance of the lower gap in the
long-range case. In this section we search for low-frequency
DBs by using the lower gap. The stability and α dependence
of DBs are also investigated under both the periodic and fixed
boundary conditions. As remarked in Sec. III, the lower gap
exists for any coupling function φ(q), but, to hit the lower gap,
the interaction should be soft springs: The larger amplitude
gives the smaller frequency. To realize the soft springs, we
introduce one model for each boundary condition to emphasize
the universality of the low-frequency DBs.

The existence of several types of DBs has been proven by
considering the anticontinuous limit [38–40]. In this section,
however, we focus on the two types of one-DB solutions: the
Sievers-Takeno (ST) modes [1] and the Page (P) modes [2],
which have odd and even symmetry around the largest ampli-
tude, respectively. In other words, the ST and P modes have
the on-site and intersite characterizations, respectively. The P
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FIG. 3. Spatially localized periodic solutions in the α-HMF
model with the periodic boundary condition (α = 0.5) for the (a) and
(b) ST, (c) and (d) P-in-phase, and (e) and (f) P-antiphase modes. The
period is T = 15 in all the panels. (a), (c), and (e) Initial configurations
with zero velocities for N = 8 (red closed squares) and 32 (blue
open circles). (b), (d), and (f) Corresponding temporal evolution of
q14, . . . ,q17 for N = 32, where the amplitudes are divided by 3π for
graphical reasons. The variables qk are 2π periodic and the periodicity
makes artificial discontinuity between π and −π at some points.

modes are further classified into the P-in-phase modes and
the P-antiphase modes depending on the phase gap between
the two particles sharing the largest amplitude. To find the
three modes, we performed the shooting method with fixing
the target period T . See Appendix B for the shooting method.

A. Discrete breathers under periodic boundary condition

We consider the so-called α-Hamiltonian mean-field (α-
HMF) model [41], which is described by the Hamiltonian

HHMF =
N−1∑
j=0

p2
j

2
+ 1

2N∗

N−1∑
j=0

N−1∑
k=0

1 − cos(qj − qk)

d(j,k)α
, (20)

where 1 in the potential is added to adjust the potential
minimum as 0. We stress that this system is a classical corre-
spondence of the long-range quantum XY spin system realized
experimentally [28]. The boundary condition is periodic and
hence d(j,k) is defined by (10).

We first fix the parameter α as α = 0.5 and search the
periodic solution with the period T = 15. The corresponding
frequency is ω 	 0.42, which is in the lower gap as found in
Fig. 1(b). We can find spatially localized periodic solutions
of the ST, P-in-phase, and P-antiphase modes as exhibited in
Fig. 3.
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FIG. 4. The α dependence of the (a) and (b) ST, (c) and (d) P-in-
phase, and (e) and (f) P-antiphase modes for N = 8 (red thin dotted
lines) and N = 32 (blue thick solid lines). The period is T = 15 in
all the panels. (a), (c), and (e) The first (upper) and second (lower)
largest amplitudes. (b), (d), and (f) Maximum absolute value of the
characteristic multipliers. The inset in (b) is a distant view, whose
horizontal scale is the same as the main panel but the vertical axis
shows the interval [0,300].

It is worth commenting that, in the α-HMF system, both the
P-in-phase and the P-antiphase modes are obtained in the lower
gap. This observation is in sharp contrast with the discrete
nonlinear Klein-Gordon system, which has the in-phase in the
gap below the band, but has the antiphase in the gap above the
band [4].

Next we successively vary the value of α from α = 0.5 and
investigate the α dependence of existence, spatial localization,
and stability. The step size of α, 	α, is suitably selected from
103	α = 1, 2, 3, and 4 to search periodic solutions as much
as possible. The obtained periodic solutions are reported in
Fig. 4 and the coexistence of the three modes is observed
in 0 � α � 1.2 for N = 32. We may therefore conclude that
coexistence occurs due to the long-range interaction. Some
curves stop around α 	 1.2, beyond which no points are
plotted because we could not find periodic solutions based
on the above protocol. Of course, we cannot exclude the
existence of periodic solutions in larger α but we captured the
difficulty of finding spatially localized periodic solutions for
large α.

The spatial localization is confirmed by computing the first
and second largest amplitudes. We note that, from symmetry,
the first largest amplitude is shared by one (two) particle(s) in
the ST (P) modes and hence the amplitude of the third particle is
reported for the P modes. The localization tends to be enhanced
for larger N and for smaller α (longer range of interaction). The

stability of the periodic solutions is investigated by computing
the maximum absolute value μmax of the characteristic multi-
pliers. The periodic solution is marginally stable for μmax = 1,
while unstable for μmax > 1. The localized P-in-phase and
P-antiphase modes exist for long-range couplings, but they are
unstable. In contrast, the instability changes in a complicated
manner for the ST mode and drastically increases before the
periodic solutions cannot be captured.

B. Discrete breathers under fixed boundary condition

We introduce a modified Fermi-Pasta-Ulam-Tsingou
(FPUT) model [42,43] whose Hamiltonian is expressed as

HFPUT =
N−1∑
j=0

p2
j

2
+ 1

2N∗

N−1∑
j=0

N−1∑
k=0

φFPUT(qj − qk)

|j − k|α ,

φFPUT(q) = q2

2
+ β

q4

4
+ γ

q6

6
, (21)

where q moves on the line, q ∈ R. Topology of the q space has
a sharp contrast with the α-HMF model in which q is on the
unit circle. From an analogy of the α-Hamiltonian mean-field
model and the conventional naming of the FPUT models, we
call this model the α-FPUT-βγ model. To realize the soft
springs, the coefficients are fixed as β = −2 and γ = 1, which
give plateaus around x = ±1. The fixed boundary condition is
given as described in Sec. IV B. Spatially localized periodic
solutions of the ST, P-in-phase, and P-antiphase modes are
obtained by the shooting method with fixing the period T = 9
and the parameter α = 0.5, and they are exhibited in Fig. 5.
We note that the corresponding frequency ω 	 0.7 is in the
lower gap, as confirmed in Fig. 2(b). The periodic solutions are
continued from α = 0.5 to other values of α by varying α with
the step size 	α = 10−4, while we keep the target period as
T = 9. The spatial localization and the stability of the obtained
periodic solutions are reported in Fig. 6. Here the spatial
localization is revealed by computing the first and second
largest amplitudes, and the stability is investigated by the
maximum absolute value μmax of the characteristic multipliers.
Qualitatively, the initial configurations and dynamics of DBs
are similar to the α-Hamiltonian mean-field model. We remark
that the drastic increase of instability appears at a smaller α

than the α-Hamiltonian mean-field case with the frequency
ω 	 0.42. This is consistent with the fact that, in the α-
FPUT-βγ model with ω = 0.7, the lower gap disappears at a
smaller α.

VI. SUMMARY AND DISCUSSION

We have proposed a mechanism, the long-range couplings,
to open a lower gap without on-site potential. The two theorems
under the periodic boundary condition imply that this mecha-
nism is universal for any long-range lattice system, irrespective
of details of the coupling functions φ(q), while the lower gap
disappears in short-range systems. In the α-HMF model, which
is in classical correspondence to the quantum XY spin systems
realized experimentally [28], the existence of spatially local-
ized periodic solutions has been numerically demonstrated
with analyses of stability. The numerical results suggest that the
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FIG. 5. Spatially localized periodic solutions in the α-FPUT-βγ

model with the fixed boundary condition (α = 0.5) for the ST, P-
in-phase, and P-antiphase modes from top to bottom. The period is
T = 9 in all the panels. (a), (c), and (e) Initial configurations with
zero velocities and N = 8 (red closed squares) and N = 32 (blue
open circles). (b), (d), and (f) Corresponding temporal evolution of
q14, . . . ,q17 for N = 32, where the amplitudes are divided by 2 for
graphical reasons.

long-short boundary (α = 1 with the spatial dimension D = 1)
changes the existence and stability of the periodic solutions,
as it is the boundary of the Lieb-Robinson bound. We remark
that the criterion of the long-range interaction (α < D) is also
reported in statistical mechanics [44]: The equilibrium free
energy of α < D coincides with that of the mean-field system
[45,46] (α = 0) in a certain class.

The fixed boundary condition has been investigated also in
the α-FPUT-βγ model. This setting gives qualitatively similar
results on the band structure and the existence of DBs. These
facts allow further universality of the proposed mechanism,
that the two factors of long-range couplings and soft interaction
support the existence of low-frequency DBs.

In this article we have detected standing DBs and traveling
DBs should be considered in long-range systems. In both cases
of the α-HMF and α-FPUT-βγ models, unstable DBs tend
to move slightly, as shown in Figs. 3(f) and 5(d). This result
indicates that the traveling DB could be constructed by adding
suitable perturbation [34].

Another important thing to do is to quantize DBs for com-
paring with the experimental quantum systems. We point out
that, in a quantum Ising system, the information propagation is
partially suppressed for a while in the long-range case, while
the propagation speed breaks the Lieb-Robinson bound [29].
It might be interesting to examine the relation between this
trapping and the appearance of standing DBs.
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FIG. 6. The α dependence of the (a) and (b) ST, (c) and (d)
P-in-phase, and (e) and (f) P-antiphase modes, which are continued
from α = 0.5 reported in Fig. 5, for N = 8 (red thin dotted lines) and
N = 32 (blue thick solid lines). The period is T = 9 in all the panels.
(a), (c), and (e) The first (upper) and second (lower) largest amplitudes.
(b), (d), and (f) Maximum absolute value of the characteristic
multipliers.

The spatial localization is enhanced as the number of
particles increases. This is consistent with the long-range
nature, which is actualized by interacting with many particles.
In the limit of large population, the classical dynamics of
long-range systems, including the models considered with
α < 1, is described by the Vlasov equation [47]. The Vlasov
equation is a partial differential equation for the one-particle
distribution function and has an infinite number of Casimir
invariants. The Casimir invariants impose constraints on the
dynamics and cause strange phenomena: Critical exponents
differ from the equilibrium statistical mechanics [48–50] and
the finite-size fluctuation evolves from one level to the thermal
equilibrium level even though the initial conditions are in
thermal equilibrium [51]. We may therefore expect some
strange phenomena of DBs in long-range systems due to the
Casimir invariants; they are yet to be revealed.

Finally, we stress that introducing long-range couplings is a
different idea to excite or maintain DBs with low frequencies.
We expect this idea to motivate successive research and create
connections among material science, information theory, and
nonlinear dynamical theory.
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APPENDIX A: PROOFS OF THEOREMS 1 AND 2

1. Notation

Introducing

S(N ) =
N/2−1∑
k=1

Jk, T (N ) =
N/2−1∑
k=1

Jk sin2 πk

N
, (A1)

we can rewrite λ1(N ) as

λ1(N ) = 4T (N ) + 2JN/2

2S(N ) + J0 + JN/2
. (A2)

For the proofs, we further introduce the terms

Sα(N ) =
N/2−1∑
k=1

1

kα
, Tα(N ) =

N/2−1∑
k=1

1

kα
sin2 πk

N
, α � 0

(A3)

and the functions

fα(x) = 1

xα
, gα(x) = 1

xα
sin2(πx), α � 0. (A4)

2. Lemmas

For proving the two theorems, we show three lemmas which
give estimations of Sα(N ) and Tα(N ).

Lemma 1. Let α � 0. Then the following inequalities hold:

N1−α

∫ 1/2

1/N

fα(x)dx � Sα(N )

� 1 + N1−α

∫ 1/2

2/N

fα(x − 1/N )dx. (A5)

Proof. The summation Sα(N ) can be written as

Sα(N ) = N1−α

N/2−1∑
k=1

1

N
fα

(
k

N

)
. (A6)

Since the function fα(x) is a positive and monotonically
decreasing function, we have

fα(x) � fα(k/N) � fα(x − 1/N ), x ∈ [k/N,(k + 1)/N].

(A7)

Performing the integration in [k/N,(k + 1)/N ], summing up
from k = 2 to k = N/2 − 1, and multiplying N1−α , we have

N1−α

∫ 1/2

2/N

fα(x)dx � N1−α

N/2−1∑
k=2

1

N
fα

(
k

N

)

� N1−α

∫ 1/2

2/N

fα(x − 1/N )dx.

(A8)

The contribution from k = 1 is estimated as

N1−α

∫ 2/N

1/N

fα(x)dx � N1−α 1

N
fα

(
1

N

)
= 1 (A9)

and therefore Lemma 1 has been proven. �
Lemma 2. Let I be the interval I = (0,1/2). Here gα(x) is

positive in I . For α � 2, the function gα(x) is a monotonically
decreasing function in I . For α = 0, the function gα(x) is
a monotonically increasing function in I . For 0 < α < 2,
the function gα(x) has the unique critical point xα ∈ I and
monotonically increases (decreases) in (0,xα) [(xα,1/2)].

Proof. The positiveness of gα(x) in I is obvious. The
derivative of gα(x) is

g′
α(x) = x−α−1 sin(πx) cos(πx)hα(x),

hα(x) = 2πx − α tan(πx). (A10)

We have x−α−1 sin(πx) cos(πx) > 0 in I and we focus on the
sign of hα(x). We have hα(x) < 0 for α � 2 and hα(x) > 0 for
α = 0 in I . For 0 < α < 2, hα(x) has the unique zero point xα

and hα(x) > 0 in (0,xα) and hα(x) < 0 in (xα,1/2). Therefore,
Lemma 2 has been proven. �

We remark that, from the fact sin2(πx) � (πx)2 in x ∈
[0,1/2], we have 0 � gα(x) = x−α sin2(πx) � π2x2−α and
limx→+0 gα(x) = 0 for α < 2. This is consistent with Lemma
2, which implies that gα(x) takes a maximum value at xα for
0 < α < 2 and that gα(x) monotonically increases for α = 0.

Lemma 3. Let α � 0. Let xα (0 < α < 2) be the unique
critical point mentioned in Lemma 2 and let x0 = 1/2. For
α � 2, the inequalities

N1−α

∫ 1/2

1/N

gα(x)dx � Tα(N ) � sin2 π

N
+ N1−α

∫ 1/2

2/N

gα(x − 1/N )dx (A11)

hold. For 0 � α < 2, the inequalities

N1−α

[∫ xα

1/N

gα(x − 1/N )dx +
∫ 1/2

xα+1/N

gα(x)dx

]
� Tα(N ) � N1−α

[
1

N
gα(xα) +

∫ 1/2

1/N

gα(x)dx

]
(A12)

hold.
Proof. For α � 2, gα(x) monotonically decreases and the same strategy as for Lemma 1 results in the inequalities (A11). For

0 � α < 2, we separately discuss the three cases with introducing the notation of the interval Ik = [k/N,(k + 1)/N ].
(i) Case 0 < α < 2 and xα < 1/2 − 1/N . We have

gα(x − 1/N) � gα(k/N) � gα(x), x ∈ Ik ∩ (0,xα), 0 � gα(k/N) � gα(xα), x ∈ (xα,xα + 1/N)

gα(x) � gα(k/N) � gα(x − 1/N ), x ∈ Ik ∩ (xα + 1/N,1/2) (A13)
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and hence, from gα(x) � 0, we have

N1−α

[∫ xα

1/N

gα(x − 1/N )dx +
∫ 1/2

xα+1/N

gα(x)dx

]
� Tα(N ) � N1−α

[
1

N
gα(xα) +

∫ xα

1/N

gα(x)dx +
∫ 1/2

xα+1/N

gα(x − 1/N)dx

]

� N1−α

[
1

N
gα(xα) +

∫ 1/2

1/N

gα(x)dx

]
. (A14)

(ii) Case 0 < α < 2 and 1/2 − 1/N � xα < 1/2. The estimations are modified as

gα(x − 1/N ) � gα(k/N) � gα(x), x ∈ Ik ∩ (0,xα), 0 � gα(k/N) � gα(xα), x ∈ (xα,1/2) (A15)

and hence, noting
∫ 1/2
xα+1/N

gα(x)dx � 0, we have

N1−α

[∫ xα

1/N

gα(x−1/N)dx+
∫ 1/2

xα+1/N

gα(x)dx

]
�N1−α

∫ xα

1/N

gα(x−1/N)dx � Tα(N )�N1−α

[∫ xα

1/N

gα(x)dx + 1/2−xα

N
gα(xα)

]

� N1−α

[
1

N
gα(xα) +

∫ 1/2

1/N

gα(x)dx

]
. (A16)

(iii) Case α = 0. The function gα(x) monotonically increases and the estimations become

gα(x − 1/N) � gα(k/N) � gα(x), x ∈ Ik. (A17)

Thus, we have

N1−α

[∫ xα

1/N

gα(x − 1/N)dx +
∫ 1/2

xα+1/N

gα(x)dx

]
� N1−α

∫ 1/2

1/N

gα(x − 1/N )dx � Tα(N )

� N1−α

∫ 1/2

1/N

gα(x)dx � N1−α

[
1

N
gα(xα) +

∫ 1/2

1/N

gα(x)dx

]
. (A18)

All three cases satisfy (A12) and Lemma 3 has been proven. �

3. Proof of Theorem 1

From Lemma 1 and α > 1, S(N ) is estimated as

0 < S(N ) � JSα(N ) � J

[
1 + N1−α (1/2 − 1/N)1−α − (1/N )1−α

1 − α

]
= J

(N/2)1−α − α

1 − α
. (A19)

From the assumption (13), S(N ) is positive in the limit N → ∞ and is bounded as

0 < lim
N→∞

S(N ) � J
α

α − 1
. (A20)

Since the denominator of (A2) is bounded and JN/2, which is smaller than J/(N/2)α , goes to 0 in the limit N → ∞, it is enough
to show limN→∞ T (N ) = 0.

From the assumption Jk � J/kα , T (N ) is estimated as

0 � T (N ) � JTα(N ). (A21)

We separately discuss the two cases (i) α � 2 and (ii) 1 < α < 2.
(i) Case α � 2. Lemma 3 gives

0 � T (N ) � J

[
sin2 π

N
+ N1−α

∫ 1/2−1/N

1/N

x−α sin2(πx)dx

]
� J

[
sin2 π

N
+ N1−απ2

∫ 1/2−1/N

1/N

x2−α

]

=
⎧⎨
⎩

J
[
sin2 π

N
+ N1−απ2 (1/2−1/N)3−α−(1/N)3−α

3−α

]
(α �= 3)

J
[
sin2 π

N
+ N1−απ2 ln(N/2 − 1)

]
(α = 3).

(A22)

In this way we used the fact sin2(πx) � (πx)2 in x ∈ (0,1/2). Further, using the fact that limN→∞ N−2 ln N = 0, we have
limN→∞ T (N ) = 0.

(ii) Case 1 < α < 2. Lemma 3 gives

0 � T (N ) � N1−α

[
1

N
gα(xα) +

∫ 1/2

1/N

gα(x)dx

]
� N1−α

[
1

N
gα(xα) + π2 (1/2)3−α − (1/N)3−α

3 − α

]
. (A23)

Therefore, we have limN→∞ T (N ) = 0. �
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4. Proof of Theorem 2

From the assumption J ′/Kα � Jk � J/kα , we have

J ′Sα(N ) � S(N ) � JSα(N ), J ′Tα(N ) � T (N ) � JTα(N ). (A24)

The first eigenvalue λ1(N ) is therefore bounded as

4J ′Tα(N ) + 2JN/2

2JSα(N ) + J0 + JN/2
� λ1(N ) � 4JTα(N ) + 2JN/2

2J ′Sα(N ) + J0 + JN/2
. (A25)

The above estimations are modified by Lemmas 1 and 3 as

4J ′N1−α
[∫ xα

1/N
gα(x − 1/N )dx + ∫ 1/2

xα+1/N
gα(x)dx

]
+ 2JN/2

2J
[
1 + N1−α

∫ 1/2
2/N

fα(x − 1/N )dx
]

+ J0 + JN/2

� λ1(N ) �
4JN1−α

[
1
N

gα(xα) + ∫ 1/2
1/N

gα(x)dx
]

+ 2JN/2

2J ′N1−α
∫ 1/2

1/N
fα(x)dx + J0 + JN/2

.

(A26)

We separately discuss the two cases (i) 0 � α < 1 and (ii) α = 1.
Case (i) 0 � α < 1. Taking the limit N → ∞ in (A26), we have

4J ′ ∫ 1/2
0 gα(x)dx

2J
∫ 1/2

0 fα(x)dx
� lim

N→∞
λ1(N ) � 4J

∫ 1/2
0 gα(x)dx

2J ′ ∫ 1/2
0 fα(x)dx

. (A27)

Performing the integral appearing in the denominators, the estimations (15) can be shown.
Case (ii) α = 1. In the limit N → ∞, the integral

∫ 1/2
1/N

gα(x)dx is bounded as

0 �
∫ 1/2

1/N

gα(x)dx � π2
∫ 1/2

1/N

x dx = π2

2

(
1

22
− 1

N2

)
. (A28)

In contrast, the integral
∫ 1/2

1/N
fα(x)dx diverges as

∫ 1/2

1/N

fα(x)dx = ln
1

2
− 1

N
= ln

N

2
. (A29)

Therefore, we have limN→∞ λ1(N ) = 0. This asymptotic value satisfies the inequalities (15) with α = 1. �

APPENDIX B: SHOOTING METHOD

Let us search for a periodic solution with the period T in the dynamical system

dx

dt
= f (x,t), x,f ∈ Rn (B1)

by the shooting method. We denote the initial point at t = 0 by x0 and the corresponding orbit in (B1) is defined as

φ(t ; x0) = x0 +
∫ t

0
f (φ(s; x0),s)ds. (B2)

The basic idea is to use the Newton-Raphson method by introducing the evaluation function

F (x0,T ) = φ(t ; x0) − x0 =
∫ T

0
f (φ(t ; x0),t)dt. (B3)

This function should be zero if φ(t ; x0) represents a periodic solution with the period T .
To perform the Newton-Raphson method, we first set an initial trial x0. The increment δx for the next trial x ′

0 = x0 + δx is
computed by solving the equation

Dx0F (x0,T )δx = −F (x0,T ), (B4)

where Dx0F is the Jacobi matrix with respect to x0. We repeat this procedure. If the trial points converge to a certain point, then
the converged point gives an initial point of a periodic solution.

To realize the above procedure, we need F (x0,T ) and Dx0F (x0,T ). Here F (x0,T ) can be obtained by numerically performing
the integration of (B3). The Jacobi matrix is expressed as

Dx0F (x0,T ) = Dx0φ(T ; x0) − En. (B5)
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We show that the right-hand side of (B5) can be obtained by numerically integrating the linearized equation along the orbit
φ(t ; x0), which is written as

dξ

dt
= Dxf (φ(t ; x0),t)ξ. (B6)

The solution ξ (t ; x0) to (B6) with the initial condition ξ (0; x0) = ξ0 is

ξ (t ; x0) = ξ0 +
∫ t

0
Dxf (φ(s; x0),t)ξ (s; x0)ds. (B7)

We have n independent solutions to the linearized equation (B6) and they can be arranged in matrix form as

(
ξ (1)(T ; x0), . . . , ξ (n)(T ; x0)

) = (
ξ

(1)
0 , . . . , ξ

(n)
0

) +
∫ T

0
Dxf (φ(t ; x0),t)

(
ξ (1)(t ; x0), . . . , ξ (n)(t ; x0)

)
dt. (B8)

On the other hand, deriving (B2) with respect to x0, we have

Dx0φ(T ; x0) = En +
∫ T

0
Dxf (φ(t ; x0),t)Dx0φ(t ; x0)dt. (B9)

Comparing (B8) and (B9), we find that Dx0φ(T ; x0) is obtained by setting the initial conditions as(
ξ

(1)
0 , . . . , ξ

(n)
0

) = En. (B10)

Fortunately, the solution matrix (ξ (1)(T ; x0), . . . ,ξ (n)(T ; x0)) to the linearized equation (B6) simultaneously gives the characteristic
multipliers as the eigenvalues.
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