PHYSICAL REVIEW E 97, 052109 (2018)

Solution for a bipartite Euclidean traveling-salesman problem in one dimension
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The traveling-salesman problem is one of the most studied combinatorial optimization problems, because of the
simplicity in its statement and the difficulty in its solution. We characterize the optimal cycle for every convex and
increasing cost function when the points are thrown independently and with an identical probability distribution
in a compact interval. We compute the average optimal cost for every number of points when the distance function
is the square of the Euclidean distance. We also show that the average optimal cost is not a self-averaging quantity
by explicitly computing the variance of its distribution in the thermodynamic limit. Moreover, we prove that the
cost of the optimal cycle is not smaller than twice the cost of the optimal assignment of the same set of points.

Interestingly, this bound is saturated in the thermodynamic limit.
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I. INTRODUCTION

Given N cities and N(N — 1)/2 values that represent the
cost paid for traveling between all pairs of them, the traveling-
salesman problem (TSP) consists of finding the tour that visits
all the cities and finally comes back to the starting point
with the least total cost to be paid for the journey. The TSP
is the archetypal problem in combinatorial optimization [1].
Its first formalization probably can be traced back to the
Austrian mathematician Karl Menger, in the 1930s [2], and
it still raises interest today. As it belongs to the class of
NP-complete problems (see Karp and Steele in [1]), the study
of the TSP could shed light on the famous P vs NP problem [3].
Many problems in various fields of science (computer science,
operational research, genetics, engineering, electronics, and so
on) and in everyday life (lacing shoes, Google maps queries,
food deliveries, and so on) can be mapped on a TSP or a
variation of it; see, for example, chapter 3 in Ref. [4] for a
nonexhaustive list. Interestingly, the complexity of the TSP
seems to remain high even if we try to modify the problem.
For example, the Euclidean TSP, where the costs to travel from
cities are the Euclidean distances between them, remains NP-
complete [5]. The bipartite TSP, where the cities are divided
in two subsets and the tour has to alternate between them,
is NP-complete, too, as its Euclidean counterpart. It is well
known that the statistical properties of the optimal solution
of problems in combinatorial optimization can be related to
the zero temperature behavior of corresponding disordered
statistical mechanics models [6-9] when a class of problems
and a probability distribution for the different instances are
defined.

Previous investigations of some of us suggested that the
Euclidean matching problem is simpler to deal with in its
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bipartite version. This idea encouraged us to consider the
bipartite TSP, starting from the one-dimensional case that is
fully analyzed here.

The manuscript is organized as follows: In Sec. II we define
the TSP and its variants we are interested in. We shall introduce
a representation of the model, which is novel as far as we
know, in terms of a couple of permutations. In this way we also
establish a very general connection between the bipartite TSP
and a much simpler model, which is in the P complexity class,
the assignment problem. Always using our representation, in
Sec. III we can provide the explicit solution of the problem for
every instance of the disorder (that is, for every position of the
points) in the one-dimensional case when the cost is a convex
and increasing function of the Euclidean distance between the
cities. In Sec. IV we exploit our explicit solution to compute the
average optimal cost for an arbitrary number of points, when
they are chosen with uniform distribution in the unit interval,
and we present a comparison with the results of numerical
simulations. In Sec. V we discuss the behavior of the cost in
the thermodynamic limit of an infinite number of points. Here
the results can be extended to more general distribution laws
for the points. In Sec. VI we give our conclusions.

II. THE MODEL

Given a generic (undirected) graph G = (V,€), a cycle of
length £ is a sequence of edges ey, ez, .. .,e; € £ in which two
subsequent edges ¢; and ¢; | share a vertex fori =1, ...,k
where, for i = k the edge e;+; must be identified with the edge
e1. On a bipartite graph each cycle must have an even length.
The cycle is Hamiltonian when the visited vertices are all
different and the cardinality of the set of vertices |V/| is exactly
k for k > 2. In other terms, a Hamiltonian cycle is a closed
path visiting all the vertices in )V only once. The determination
of the existence of a Hamiltonian cycle is an NP-complete
problem (see Johnson and Papadimitriou in [1]). A graph that
contains a Hamiltonian cycle is called a Hamiltonian graph.
The complete graph with N vertices Ky is Hamiltonian for
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N > 2. The bipartite complete graph with N 4+ M vertices
Ky .m is Hamiltonian for M = N > 1.

Let us denote by H the set of Hamiltonian cycles of the
graph G. Let us suppose now that a weight w, > 0 is assigned
to each edge e € £ of the graph G. We can associate with each
Hamiltonian cycle & € H a total cost,

E(h):= ) w.. (1)

ech

In the (weighted) Hamiltonian cycle problem we search for
the Hamiltonian cycle & € ‘H such that the total cost in (1) is
minimized, i.e., the optimal Hamiltonian cycle &* € H is such
that

E(h*) = min E(h). )

When the N vertices of Cy are seen as cities and the weight for
each edge is the cost paid to cover the route distance between
the cities, the search for 2* is called the traveling-salesman
problem (TSP). For example, consider when the graph Ky is
embedded in R?, that is, for each i € [N]={1,2,...,N} we
associate a point x; € R4, and for e = (i,j)withi,j € [N]we
introduce a cost which is a function of their Euclidean distance
we = |x; — x;|” with p € R. When p = 1, we obtain the usual
Euclidean TSP. Analogously for the bipartite graph [Cn v we
will have two sets of points in R4, that is the red {ri}iernv) and
the blue {b;};cy; points and the edges connect red with blue
points with a cost,

we = |ri — bjl”. 3)

When p = 1, we obtain the usual bipartite Euclidean TSP. The
simplest way to introduce randomness in the problem is to con-
sider the weights w, independent and identically distributed
random variables. In this case the problem is called random
TSP and has been extensively studied by disordered system
techniques such as replica and cavity methods [7,10-15]
and by a rigorous approach [16]. In the random Euclidean TSP
[17-21], instead, the positions of the points are generated at
random and as a consequence the weights will be correlated.
The typical properties of the optimal solution are of interest,
and in particular the average optimal cost,

E := E(h), 4)

where we have denoted by a bar the average over all possible
realization of the disorder.

A. Representation in terms of permutations
We shall now restrict to the complete bipartite graph Ky .
Let Sy be the group of permutation of N elements. For each
o,m € Sy, the sequence fori € [N],
eri—1 = (Yo(i),bxiy),
e = (br(),To(i+1)), (5)
where o (N + 1) must be identified with o (1), defines a Hamil-

tonian cycle. More properly, it defines a Hamiltonian cycle with
starting vertex r| = ry(1) with a particular orientation, that is,

hl(o,m)] :== (rbz)yro@br@ - - Tobrv)) = (r1C),  (6)

where C is an open walk that visits once all the blue points and
all the red points with the exception of r;. Let C~! be the open
walk in the opposite direction. This defines a new, dual, couple
of permutations that generate the same Hamiltonian cycle,

hl(o.7)]:=(C7'r) = (nC™ ) =hl(e,m], ()
since the cycle (r;C~!) is the same as (r;C) (traveled in the
opposite direction). By definition,
h[(0,m)*] = (rbzn)re)Pr(N=1)Fo(N=1) * * - Dx )T o (2)Pr(1))-
(3)

Let us introduce the cyclic permutation 7 € Sy, which per-
forms a left rotation, and the inversion I € Sy, thatis, 7(i) =
i+1forie[N—1]witht(N)=1and I(()=N+1—1.
In the following we shall denote a permutation by using the
second raw in the usual two-raw notation, that is, for example,
t=2,3,...,N,)and I = (N,N —1,...,1). Then,

hl(o,m) 1 =h[(cotol,mol)]. )

There are N! (N — 1)!/2 Hamiltonian cycles for ICy . Indeed
the couples of permutations are (N!)> but we have to divide
them by 2N because of the N different starting points and the
two directions in which the cycle can be traveled.

B. Comparison with the assignment problem

From (5) and weights of the form (3), we get an expression
for the total cost,

Elhl(e.m)1 = Y [lrow) — bx|” + IFoory — br|”1. (10)
i€[N]
Now we can reshuffle the sums and we get
E[h[(o,m)]]
= Z |ri — bnoa*'(i)|p + Z |7; _bnorfloa*'(i)|p
i€[N] i€[N]
=Em(moo D+ Emrmor oo™, (11)

where E[m(})] is the total cost of the assignment m in Ky y
associated with the permutation A € Sy,

ElmO)] = Y Iri — buo”. (12)
i€[N]

The duality transformation (9), that is,
o >o0otol, (13)

T —>mol, (14)
interchanges the two matchings because

1 1 -1

— mololot o0
=ngot oo™l
1 1

U1 :=moo

(15a)

— molot 'olor 'oo™!

U2 i=TO0T 00
=noo !, (15b)
where we used
JTot'ol =1 (16)
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The two matchings corresponding to the two permutations (|
and u, have no edges in common and therefore each vertex
will appear twice in the union of their edges. Remark also that

U2 = ocoot oo™, (17)

which means that | and 1, are related by a permutation which
hastobe,asitist !, a unique cycle of length N. It follows that,
if * is the optimal Hamiltonian cycle and m* is the optimal
assignment,

E[h*] > 2E[m"]. (18)

In the case of the Euclidean assignment the scaling of the
average optimal cost is known in every dimension and for every
p > 1[22]:

NI-% d=1;
E[u*]~ { N'=2(logN)? d =2; (19)
NI-% d>2.

The scaling is anomalous in 1 and 2 dimensions, differently
from the matching problem on the complete graph Ky where in
any dimension the scaling with the number of points is always
NG, Indeed, also for the monopartite Euclidean TSP (that
is on Kpy) in [17] it has been shown that for p = 1, in a finite
region, with probability 1, the total cost scales according to
N'=7 in any dimension.

III. SOLUTION IN d = 1 FOR ALL INSTANCES

Here we shall concentrate on the one-dimensional case,
where both red and blue points are chosen uniformly in the
unit interval [0,1]. In our analysis we shall make use of the
results for the Euclidean assignment problem in one dimension
of [23] which have been obtained when in (3) is set p > 1. In
this work it is shown that sorting both red and blue points
in increasing order, the optimal assignment is defined by the
identity permutation 1 = (1,2, ...,N). From now on, we will
assume p > 1 and that both red and blue points are ordered,
Le,rp <---<ryand by <--- < by. Let

=y i ST @
and
@) =60l()=6(N+1—1i)
_ {21‘ ‘ i <(N+1)/2 o
2N —2i+1 i>(N+1)/2,

where the couple (5,7 ) will define a Hamiltonian cycle i € .
More precisely, according to the correspondence given in (5),
it contains the edges for even N,

- (r2i—1,b2i) i<N/2

&ri1 = . (22a)
(rav—2i+2,ban—2i41) @ > N/2,
(b2i r2i41) i<N/2
by.r = N/2

oy = (bn.rw) i /. (22b)

(bon—2it1,72N—21) N/2 <i <N
(b1,r1) i =N,

1 ro r3 r4

[ ] [ ] [ ]
O O O O
b1 bo bs by

FIG. 1. The optimal Hamiltonian cycle / for N = 4 blue and red
points chosen in the unit interval and sorted in increasing order.

while for N odd,

(r2i-1,b2) i <(N-1)/2
&1 = 1 (rn,bn) i=(N-1)/2 (23a)
(rav—2i+2,D2n—2i+1) 1> (N —1)/2,
(bai,12i41) i<(N-1)/2
&y = { (ban-2it1,r2v—2i) (N —1)/2 <i <N (23b)
(b1,r) i=N.

The main ingredient of our analysis is the following.

Proposition II1.1. For aconvex and increasing cost function
the optimal Hamiltonian cycle is provided by /.

This cycle is the analogous of the criss-cross solution
introduced by Halton [24] (see Fig. 1). In his work, Halton
studied the optimal way to lace a shoe. This problem can
be seen as a peculiar instance of a two-dimensional bipartite
Euclidean TSP with the parameter which tunes the cost p = 1.
One year later, Misiurewicz [25] generalized Halton’s result
giving the least restrictive requests on the two-dimensional
TSP instance to have the criss-cross cycle as the solution. Other
generalizations of these works have been investigated in more
recent papers [26,27]. We will show that the same criss-cross
cycle has the lowest cost for the Euclidean bipartite TSP in one
dimension, provided that p > 1. To do this, we will prove in a
novel way the optimality of the criss-cross solution, suggesting
two moves that lower the energy of a tour and showing that the
only Hamiltonian cycle that cannot be modified by these moves
is h.

We shall make use of the following moves in the ensemble
of Hamiltonian cycles. Given i,j € [N] with j > i we can
partition each cycle as

hl(o,7)] = (Ciro()briyCabr(jyTo(j+1)C3), (24)
where the C; are open paths in the cycle, and we can define

the operator R;; that exchanges two blue points by and by
and reverses the path between them as

hIR;j(0,7)] := (Ci7o(iy[baiyCabra(h] ™ To(j+1C3)
= (Crrowbr(C3 briiyroj+nCs).  (25)
Analogously by writing
hl(o,m)] = (Cibri—1)7o()Cato(j)br(j)C3), (26)

we can define the corresponding operator S;; that exchanges
two red points 7,(;y and r,(;) and reverses the path between
them:

h[Sij(0,7m)] := (Cba(i—1)[row)Caro(jh] ™ ba(jC3)
= (Cibai-17e()C3 Tobr(HC3)-  (2T)
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Two couples of points (7o), 7o) and (br(j),bxq)) have the
same orientation if (v, ) — 7o())(bx(j) — bx)) > 0. Note that
as we have ordered both sets of points this means also that
(o(k),o(l)) and (7 (j),m(i)) have the same orientation.

Then

Lemma 1. Let E[(o,m)] be the cost defined in (10). Then
E[R;j(o,m)] — E[(0o,7)] > 0 if the couples (r(j+1), 7)) and
(bz(j),bxi)) have the same orientation and E[S;;(o,7)] —
E[(o,m)] > 0 if the couples (r4(j), 7)) and (br(j),bzi-1))
have the same orientation.

Proof.

E[R;j(o,m)] — E[(0,7)]

= Wiryg),baiy) T Wbaayrogen) ~ Waybri) ~ Wibagyrag+n)s

(28)

and this is the difference between two matchings which is
positive if the couples (7o(j+1),70¢)) and (bz(j),br) have the
same orientation (as shown in [23,28] for a weight which is
an increasing convex function of the Euclidean distance). The
remaining part of the proof is analogous. |

Lemma 2. The only couples of permutations (o,7) with
o (1) =1 such that both (o(j + 1),0(i)) have the same ori-
entation as (7 (j),m(i)) and (% (j),7(i — 1)) and (o (j),o (7)),
foreachi,j € [N] are (¢,7) and its dual (6,7 )*.

Proof. We have to start our Hamiltonian cycle from r, (1) =
r1. Next we look at w(N), if we assume now that 7(N) > 1,
there will be a j such that our cycle would have the form
(r1C176(jyb1Caby (), if we assume j > 1 then (1,0(j)) and
(w(N),1) have the opposite orientation, so that necessarily
w(N)=1. In the case j = 1 our Hamiltonian cycle is of
the form (715, C), that is, (b;Cr;), and this is exactly of the
other form if we exchange red and blue points. We assume
that it is of the form (r;Cb)); the other form would give,
at the end of the proof, (&,7)*. Now we shall proceed by
induction. Assume that our Hamiltonian cycle is of the form
(ribary - - - xx Cyy - - - bsraby) with k < N, where x; and y, are,
respectively, ared point and a blue point when & is odd and vice
versa when k is even. Then y;.1; and x;4; mustbe in the walk C.
If yy41 itis not the point on the right of x; the cycle has the form
(r1bar3 - - - Xk s C1 V41X - - - Yx - - - b3raby) but then (x;,x;) and
(¥r+1,Ys) have opposite orientation, which is impossible, so
that s = k + 1, that is, the point on the right of x;. Where is
X417 If it is not the point on the left of y; the cycle has the
form (r1bar3 - -« xgyis1 - - YiXeg1C1Xs - - yi - - - b3raby), but
then (x;,xx+1) and (yx, y;) have the opposite orientation, which
is impossible, so that s = k + 1, that is, the point on the
left of y;. We have now shown that the cycle has the form
(r1bars -+ - Yp41Cxgy1 - - - b3rpby) and can proceed until C is

empty. |
The case with N = 3 points is explicitly investigated in
Appendix.

Now that we have understood what is the optimal Hamil-
tonian cycle, we can look in more detail at what are the two
matchings which enter in the decomposition we used in (11).
As T = & o I we have that

-1

I=6"'or=7""06. (29)

T1 r2 3 T4 rs
[ Q [ ] [ ] [ ]
O @] O O O

b1 b2 bs by bs

71 72 T3 T4 [5)
[ ] [ ] [ ] [ ] [ ]
d o) d o} o

b1 b2 bg b4 bS

FIG. 2. Decomposition of the optimal Hamiltonian cycle & for
N =5 in two disjoint matchings fi, and fi;.

As a consequence both permutations associated with the
matchings appearing in (11) for the optimal Hamiltonian cycle
are involutions:

-1

fli=To6 =06o0lod6™ =607
=[7#o5 17", (30a)
fo=#Fot o '=60lot 'olon™!
=[For o6 ', (30b)

where we used (16). This implies that those two permutations
have at most cycles of period two, a fact which reflects a
symmetry by exchange of red and blue points.
When N is odd it happens that
loGol=Fotr 7, 31)
so that

Ioﬁo[:[o&o[ol:&o‘L'*NT_]oI

—folot T ol=for . (32)
It follows that the two permutations in (30a) and (30b) are
conjugate by I,
JTofot 'os ol :ﬁot%ororNT o0
=Fo5 ", (33)
so that, in this case, they have exactly the same numbers of
cycles of order 2. Indeed we have

i =02,1,43,6,....N—1,N —2,N), (34a)
s =(1,3,2,54,...N,N — 1), (34b)
and they have % cycles of order 2 and one fixed point. See

Fig. 2 for the case N = 5.

In the case of even N the two permutations have not the
same number of cycles of order 2; indeed one has no fixed
point and the other has two of them. More explicitly,

:El’l = (291’493’69 LY ’NvN - 1)’
fir =(1,32,54,...N —1,N —2,N).
See Fig. 3 for the case N = 4.

(35a)
(35b)
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T1 T2 T3 T4
o [} [ J [ ]
O O O O

b1 bo b3 by

T1 T2 T3 T4
[ ] [ J [} [ J
O O O O

b1 bo b3 by

FIG. 3. Decomposition of the optimal Hamiltonian cycle % for
N = 4 in the two disjoint matchings fi, and fi;.

IV. EVALUATION OF THE COST

Here we will evaluate the cost of the optimal Hamiltonian
cycle i for Ky v,

En(h) = |ri = bi|” + |ry — by|”
N—1
+ ) Ubig1 —ril? 4+ |rigs — bi|?1. (36)

i=1

Assume that both red and blue points are chosen according to
the law p and let

D, (x) :=/0 ds p(s) 37

be its cumulative. The probability that among N randomly
located points the kth point is in the interval (x,x + dx), is
given by

N
Pr o [x € dx] = k ( k)cbf;%x)[l — ()1 p(x)dx.

(38)
In particular for k = 1,
Pr [x; €edx]=N[1—-®,)]" 'p(x)dx,  (39)
andk =N,
Pr lxy €dx] = N ®)~'(x)p(x)dx. (40)

Given two sequences of N points, the probability for the
difference ¢y in the position between the (k 4+ 1)th and the
kth points is

Pr)[¢r € do]

N N
() ()

X /dx dy p(x) p()8(r —y +x) D,(¥) [1 — P,(x)],

X [‘bp(x)<1>p(y)]k—1[(1 — ®,(x)( — (Dp(y))]ka—l.
41

Let us now focus on the simple case in which the law p is flat,
then ®,(x) = x.

1
|r1—b1|P=N2/ dxdy[(1 —x)(1 — N x — y|?
0

1
= N / dx dy ()N — y|?
0

=Try = bal”. 42)
For p =2,
_— 2N
Ir—bi? = ———r—, (43)
(N + 1N +2)
and
|brg1 — 7l?

_ N N
= [rep1 — B> = k(k + 1) (k) <k+ l)

1
x / dx dy (x—y)?y(1=x)(xy)  [(1—x)(1=y) ]V !
0

2k + DIV —k+ 1)

44
(N+12(N+2) ’ @9
and
NZ_:IZ(k—i-l)(N—k+1)_l(N+6)(N—1) 45)
~ (N +1XN+2) T3IN+DIN+2)

In conclusion, the average cost for the flat distribution and
p = 2 is exactly

FO _ 2N +4N -3
N3 (N4 1)?

If we recall that for the assignment the average optimal total
cost is exactly %NLH, the difference between the average
optimal total cost of the bipartite TSP and twice the assignment
is

(46)

2[ N> +4N -3 N 1 N—1
3 - = >0, @7
3 (V+1)2 N+1 3(N + 1)

and vanishes for infinitely large N. Note that the limiting value
is reached from above for the TSP and from below for the
assignment. We plot in Fig. 4 the numerical results of the
average optimal cost for different number of points.

It is also interesting to look at the contribution from the two
different matchings in which we have subdivided the optimal
Hamiltonian cycle. In the case of N odd we have for one of
them the average cost,

N-1
2N o 4k(N — 2k +2
s PR e
(N + 1D?*(N +2) k:l(N+1)(N+2)
I N>44N -3
S (48)
3 (N+1)72
and also for the other,
N—-1
2N 222k + 1D(N — 2k + 1
! +2Z ( )(2 )
(N + 1D*N +2) P (N + 1N +2)
I N2+4N -3
_INTHAN =S (49)
3 (N +1)7?
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g 03 ¢ .

R o025 4
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0 50 100 150 200 250 300

S g .

FIG. 4. Numerical results for E;&) for several values of N. The
continuous line represents the exact prediction given in (46) and the
dashed line gives the value for infinitely large N. For every N we have
used 10* instances. In the inset we show the numerical results for the
variance of the cost E;Vz) obtained using the exact solution provided
by (20) and (21). The dashed line represents the theoretical large N
asymptotic value. Error bars are also plotted but they are smaller than
the mark size.

In the case of N even we have for the matching with two fixed
points the average cost,

N=2
4N 22k 4+ 1D)(N — 2k + 1
! +22 ( )(2 )
(N + DN +2) — (N + 1D*(N +2)
I N2 4+4N -6
SRS\l (50)
3 (N4 1)
while for the other with no fixed points,
N=-2
< 4k(N —2k +2 1 N2 +4N
22 ( +2) ! + 1)

—(N+1DAN+2) 3(N+ 1D

which then has a cost higher at the order N 2.

V. ASYMPTOTIC ANALYSIS FOR THE OPTIMAL
AVERAGE COST

Motivated by the preceding discussion, one can try to
perform a more refined analysis in the thermodynamic limit. In
the asymptotic regime of large N, in fact, only the term with a
sum on { in (36) will contribute, and each of the two terms will
provide an equal optimal matching contribution. Proceeding
as in the case of the assignment [23,29], one can show that
the random variables ¢ defined above Eq. (41) converge (in a
weak sense specified by Donsker’s theorem) to ¢(s), which is
a difference of two Brownian bridge processes [30].

One can write the rescaled average optimal cost as

E,= lim N*"EP, (52)

N—oo
where we have denoted with a bar ~ the average over all
the instances. By starting at finite N with the representation
(41), the large N limit can be obtained setting k = Ns + %

and introducing the variables &, 1, and ¢ such that

XxX=s + i y =5 + L — @
in such a way that s is kept fixed when N — +o0. Using the
fact that

bx (53)

<I>;1(x) ~ d);l (s + \/E_ﬁ> = q>;1(s) + —\/N(p fq);l—)(s),
(54
we obtain, at the leading order,
Prlo(s) € do]
/i )

_ _ n=-§ exp (— 25(0—35)
—d¢/f8<(p p(CDpl(s))) 27s(1 —s) déd
(P, [(po®; )] ,

= rs(l_s)ﬁp T 4 —s) @° de, (55)

that implies that

1
E_pzzf p(s)I? ds
0
1 si(1—9)? /+°° exp| — ‘%2]
=2 | ds—m——— do |p|P ——44
/0 S[(poq>;1)(s)]p o ‘P|<P| \/G
214p p+1>/1 si(1—9)?
== _r(~— ds—————
VT ( 2 )l oo, NoT

L2 p 1 [ 001 — @,
) [ e

In the particular case of a flat distribution the average cost
converges to

—_ 2" (p+1\ [ s _, L+
Ep— ﬁ F(T) /0 dS[S(l—S)] —Zﬁ,
(57)

(56)

which is two times the value of the optimal matching. For
p = 2 this gives E, = 2/3, according to the exact result (46).
Formula (55) becomes

— a2
e 4s(1—s)

JArs(T—5s)

and similarly (see, for example, Appendix A in [29]) it can be
derived that the joint probability distribution p; ;(x,y) for ¢(s)
is (for t < s) a bivariate Gaussian distribution,

ps(x) = 8(p(s) — x) = (58)

Dis(x,y) = 8(p(t) — x) 8(p(s) — y)

Xt x—y? _ ¥

e W T AG-n i
= . 59)
4 Jt(s —t)(1 —s)

This allows one to compute, for a generic p > 1, the average
of the square of the rescaled optimal cost,

1 1
B=a[ [ aTOrROr. o0
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which is 4 times the corresponding one of a bipartite matching
problem.

In the case p = 2, the average in Eq. (60) can be evaluated
by using the Wick theorem for expectation values in a Gaussian
distribution,

2 : * = 22 4
E;=4| ds | dt dxdy p;s(x,y)x"y° = 3 61)
0 0 —00

and, therefore,
E}—FE, =— =035. (62)

This result is in agreement with the numerical simulations (see
inset of Fig. 4) and proves that the rescaled optimal cost is not
a self-averaging quantity.

VI. CONCLUSION AND PERSPECTIVES

In this work we studied the random Euclidean bipartite
TSP in one dimension using a weight function which is a
power p of the Euclidean distance between red and blue
points. The complete bipartite graph is a special case of a more
general problem. The motivation of this choice is twofold: On
one hand in the one-dimensional case we have been able to
address clearly the connection between this problem and the
assignment and on the other hand we expect the bipartite TSP
to be more easily tractable than its monopartite counterpart
in more than one dimension. Traveling-salesman problems on
bipartite graphs may also turn out in practical situations (for
instance, a vehicle needing to visit a set of destinations and
a set of charging stations). We provide an explicit solution in
the convex case p > 1, giving the best cycle for each disorder
instance of the problem. This allowed us to compute explicitly
the average optimal cost when p = 2 and for every number
of points N. Interestingly, the value of the average optimal
cost turned out to be twice the average optimal cost of the
assignment problem. In the continuum limit we were also
able to find the average optimal cost for generic exponent p,
using the relation of the one-dimensional assignment with the
Brownian bridge process [23]. In the same thermodynamic
limit we computed the variance of the distribution of the
optimal costs; since we get a nonvanishing result, we deduce
that the average optimal cost is not a self-averaging quantity.
This feature is present also in the case of the assignment
problem, where the average optimal cost has been shown to
be self-averaging only ind > 2 [31].

In the field of combinatorial optimization problems, espe-
cially in mean field cases (i.e., where the random variables
are not correlated), the theory of spin glasses and disordered
systems can be used to calculate statistical properties of the
optimal solution analytically [8]. In such cases this approach
also sheds light on the design of new algorithms to find
solutions [9]. However, it is not clear in general how to apply
these techniques (beyond expanding around the mean field case
[32,33]), when correlations play an important role, as happens
when the graph is embedded in Euclidean spaces. For other
problems besides the TSP, analysis of the one-dimensional
case has enabled progress in the study of higher-dimensional
cases [34]. As a consequence, a relevant question is whether
the relations we obtained in one dimension continue to exist

N
<

FIG. 5. The whole diagram describing the N = 3 case. In the
squared boxes the various cycle configurations are represented. Lower
boxes correspond to lower costs. All the possible moves suggested in
Lemma 1 are represented by orange arrows.

also in d > 1, where the bipartite TSP is an NP-complete
problem. Recently, we computed exactly the cost and a two-
point correlation function in d = 2 for the assignment problem
[22,34,35]. The investigation of the connections between these
two combinatorial optimization problems is material for future
work.
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APPENDIX: THE CASE N =3

In the case N =2 there is only one Hamiltonian cycle,
that is, &. The first nontrivial case is N = 3. There are six
Hamiltonian cycles. If we fix the starting point to be r; there are
only two possibilities for the permutation o of the red points,
that is, (1,2,3) and (1,3,2). One is the dual of the other. We
can restrict to the (1,3,2) by removing the degeneracy in the
orientation of the cycles. Indeed & is exactly (1,3,2) according
to (20). With this choice the six cycles are in correspondence
with the permutations 7w € Sz of the blue points. We sort in
increasing order both the blue and red points. We have

E(m) = |ry — bryl” + |11 — b3l + Ir3 — br)|?
+r3 = bryl” + 2 — b3l + 112 — br)|”.
(Al)

The optimal solution is 7 = (2,3,1). The permutations
(1,3,2) and (3,2,1) have always a greater cost than 77, indeed the
corresponding cycles are (r1b;r3b3r2by) and (r1bsrsbyraby),
where we have colored in orange the path that, according to
Lemma 1, can be reversed to lower the total cost. Doing this
we obtain the optimal cycle in both cases. Notice that, since
we can label each cycle using only the m permutation, we
can restrict ourselves to moves that only involve blue points.
Since there are three blue points, these moves will always
reverse paths of the form b;r;by, so they correspond simply
to a swap in the permutation . Therefore our moves cannot
be used to reach the optimal cycle from every starting cycle. A
diagram showing all the possible moves is shown in Fig. 5. In
conclusion, the cost function makes S; a poset with an absolute
minimum and an absolute maximum. The permutation (2,3,1)
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is preceded by both (1,3,2) and (3,2,1), which cannot be
compared between them, but both precede (1,2,3) and (3,1,2),
which cannot be compared between them. (2,1,3) is the greatest
element.

We compute the average costs for all the permutations.
Using the same techniques used in Sec. IV, we get, for the

p = 2 case,
E[23.D]=3 < E[(1.3.2)] = E[3.2.)] =
< E[(1,2.3)] = E[3.1.2)] = 3
< E[2,13)] = 3. (A2)
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