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Onset of density-driven instabilities in fractured aquifers
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Linear stability analysis is conducted to study the onset of density-driven convection involved in solubility
trapping of CO2 in fractured aquifers. The effect of physical properties of a fracture network on the stability of
a diffusive boundary layer in a saturated fractured porous media is investigated using the dual porosity concept.
Linear stability analysis results show that both fracture interporosity flow and fracture storativity play an important
role in the stability behavior of the system. It is shown that a diffusive boundary layer under the gravity field
in fractured porous media with lower fracture storativity and/or higher fracture interporosity flow coefficient is
more stable. We present scaling relations for the onset of convective instability in fractured aquifers with single
and variable matrix block size distribution. These findings improve our understanding of density-driven flow in
fractured aquifers and are important in the estimation of potential storage capacity, risk assessment, and storage
site characterization and screening.

DOI: 10.1103/PhysRevE.97.043109

I. INTRODUCTION

Density-driven convection in porous media is of great
importance for a wide range of applications related to ground-
water, soil contamination, formation of ore deposits, carbon
dioxide (CO2) sequestration, and petroleum and geothermal
reservoirs [1–4]. Natural convection can develop due to an
unstable density profile in the gravity field, which can be
attributed to either temperature or concentration gradient.
Conceptual basis and general importance of both solutal and
thermal density-driven convection in porous media have been
comprehensively addressed in previous studies [5–7]. The
conditions under which density-driven convection develops
in the concentration field have received great attention in the
past decade. Density-driven convection involved in geological
sequestration of CO2 in deep saline aquifers is a good example
of the current interest [8–10]. Geological sequestration of CO2

has been proposed as a short-term implementable option to
reduce anthropogenic CO2 emissions from the atmosphere
[11]. Deep saline aquifers with their high storage capacity
and worldwide accessibility have been identified as the best
alternative for CO2 storage [11]. Once CO2 is injected into
an aquifer it migrates upwards due to its buoyancy and
spreads at the top of aquifers below a low-permeability cap
rock from where it gradually dissolves into the underlying
brine [1]. While most dissolved gases decrease fluid density,
dissolution of CO2 into brine slightly increases the density of
the brine phase. The CO2-rich brine phase sinks down due to
gravitational instabilities that drive the convective dissolution.
Convective dissolution enhances the mass transfer of CO2

from the CO2 free phase (plume) to the underlying brines.
This process significantly decreases the volume of free-phase
CO2 under the cap rock, and consequently reduces risk of
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CO2 leakage [12,13]. The onset of density-driven convection
in porous media, in the context of the CO2 sequestration
process, has been the subject of several studies as it impacts
the long-term storage security. The onset of density-driven
convection has been often studied using linear stability theory
and energy method in both isotropic [14–17] and anisotropic
[18–21] porous media. This problem has been also addressed
by a number of numerical studies [22–26]. These studies
enhanced the understanding of the density-driven convection
in the context of CO2 sequestration in deep saline aquifers.
However, previous studies have been focused on CO2 storage
in nonfractured (single-porosity) deep saline aquifers.

Understanding the density-driven convection involved in
dissolution of CO2 in fractured formations is important since
fractured aquifers are widespread and are gaining importance
for their potential to host captured CO2 for storage. Density-
driven convection in fractured porous media has been the
subject of several studies mostly related to geothermal energy,
fractured petroleum reservoir exploration, hazardous waste
disposal, formation of ore deposits, and groundwater appli-
cations. The onset of density-driven instabilities in fractured
aquifers with a transient base state in the context of geological
storage of CO2 has not been studied sufficiently.

In the early studies on density-driven convection in frac-
tured porous media, a single-fracture medium was approxi-
mated by a three-dimensional (3D) fluid-filled vertical slab or
vertically oriented saturated porous box heated from below.
This configuration was used for cases with either impermeable
and nonconducting [27] or impermeable conducting fracture
walls [28–32]. Later, more complex models were considered
to study this phenomenon either within a single fracture
[30,33–39] or in a fracture network [40–46] under various
boundary conditions. Through these studies, it was shown
that the density-driven flow within a single fracture with
nonconducting walls is mostly governed by the stability criteria
similar to those reported for stability of a diffusive boundary
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layer in a vertically saturated porous medium [27,47,48]. It was
reported that conducting fracture walls have a stabilizing effect
on density-driven convection within the fracture [3,28–30].
The stabilizing effect of conducting fracture walls is less
distinct when the adjacent matrix blocks contribute to the
transport process as compared to the cases when the fracture
wall acts as a boundary [3,30,31,49,50].

The stability of density-driven convection and the asso-
ciated convective flow in fracture networks have been often
studied using direct numerical simulations. Findings from
previous studies show that fracture geometry and hydraulic
properties play an important role in the stability of density-
driven convection and the convective flow pattern within the
fractured system. It has been observed that low fracture aper-
ture, low matrix permeability, and high matrix porosity impede
density-driven convection within the fracture network with
orthogonal continuous or/and inclined discontinuous fractures
[41,43]. It was shown that the likelihood of continuous fracture
circuits and thus the strength of density-driven convection in a
fracture network increase as the fracture density and fracture
length increase [42,44,51].

Although significant achievements were made in the study
of density-driven flow within fractured porous media, stability
analysis of density-driven flows with transient temperature (or
concentration) field in a fractured porous medium has not
been studied sufficiently. The objectives of this study are to
perform linear stability analysis of transient single-phase flow
and transport in fractured rocks and develop scaling relations
that relate the onset of density-driven instabilities to the key
physical properties of the fractured rocks.

The common approach to study the stability of fluids in
porous media is to use linear stability analysis. This approach
is well accepted and has been widely used in the literature
[9,52–54]. In addition, we use the well-known dual porosity
idealization of fractured porous media pioneered by Barenblatt
et al. [55], Warren and Root [56], and Odeh [57] to model
single-phase flow in fractured media. The applicability of this
elegant approach to model single-phase flow and transport
in fractured porous media has been well accepted in the
literature. However, while the dual porosity approach works
very well for the single-phase flow situations, which is the
subject of our study, it has some essential deficiencies when
multiple phases are present. For instance, the gravity drainage
process, capillarity, and reinfiltration phenomena are not easy
to describe using the dual porosity approach. In this work,
we deal with single-phase flow and transport of CO2-saturated
brine and therefore gravity drainage process, capillarity, and
reinfiltration phenomena are not involved.

Based on the dual porosity concept, which is believed to
be appropriate for single-phase flow and transport in fractured
rocks, fractured porous systems are considered to be composed
of two media, fracture networks with high permeability and
low storativity and rock matrix blocks with low permeability
and high storativity [46,55,56]. In this model, fractures with
high permeability contribute to the main flow path for fluid in
the fractured porous medium and matrix blocks act as sink or
source. Thus, it is expected that density-driven flow develops
in the brine-filled fracture networks. However, diffusive solute
transport and hence density-driven flow within a fracture is
strongly coupled with mass transfer in matrix blocks through

the fracture-matrix interaction. The contrast between the dis-
solved CO2 concentration in fractures and adjacent matrix
blocks leads to mass transfer between matrix and fracture.
Dissolved CO2 mass transfer from the fracture to the matrix
block can act as a sink for the accumulated CO2 in the fissures
[58] and consequently affect the stability behavior of the
diffusive boundary layer developed in the fracture network.

Determination of the effect of the physical properties of
the fractured porous media on the stability of a diffusive
boundary layer requires a coupled model that takes into account
the transient solute transport between the fracture and matrix
blocks.

In this work, we performed linear stability analysis to study
the instability behavior of a gravitationally unstable diffusive
boundary layer associated with dissolution of CO2 in a satu-
rated fractured porous medium. The effect of fracture physical
properties and also fracture-matrix interaction on the instability
behavior of a diffusive boundary layer within the fractured
porous medium was investigated. Scaling relationships that
can be used to estimate the onset of density-driven instabilities
were reported as a function of the most common physical
properties of the fractured porous media.

II. MODEL DESCRIPTION AND GOVERNING EQUATIONS

An idealized picture of fractured rock is shown in Fig. 1(a).
We consider a two-dimensional (2D) fractured aquifer of
thickness H with slab-shape matrix blocks saturated with
quiescent brine as shown in Fig. 1(b). No-flow boundary
conditions are considered at the top and bottom of the domain.
At the lower boundary, mass flux is set to zero, while constant
concentration of CO2 species is set at the top of the domain
with respect to the mass transfer. Assuming single-phase flow
and consequently in the absence of capillarity, the interface
between CO2 and water is considered sharp with a constant
concentration of dissolved CO2 [15].

To study the problem, the coupled mass transfer between
the fracture and matrix blocks is treated using the dual porosity
model concept [56]. Based on this, the matrix blocks act as a
sink for the fracture network.

Using the Boussinesq approximation and in the absence
of fluid compressibility, viscosity variation, and dispersion,
the governing equations of nonreactive single-phase flow and
transport in a fracture domain under the dual porosity concept
can be written as follows:

φf Df (∇2Cf ) − �v.∇Cf

= φf

∂Cf

∂t
+

∫ Lc max

Lc min

Q(Lc)J (Lc)dLc, (1)

∇ · �v = 0, (2)

�v = − k

μ
(∇p − ρg), (3)

φmDm

∂2Cm

∂�2
= φm

∂Cm

∂t
, (4)

where v(u,w) is the vector of Darcy velocity, p is the pressure,
� denotes the spatial coordinate in the matrix block domain
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FIG. 1. (a) Idealization of fractured rock with single-size block matrix and (b) geometry and boundary conditions considered in this study
[56]. C∗ is the equilibrium concentration, and C is the concentration of the diffusing species in the aqueous phase. u and w denote the horizontal
and vertical components of the Darcy velocity in the fracture domain, respectively.

with 0 � � � Lc, and Lc is the characteristic thickness of the
matrix block. Cf (x,z,t) and Cm(�,t) are the concentrations of
CO2 in fracture and matrix, respectively; μ is the viscosity; k

is the permeability; φ is the porosity; and g is the gravitational
acceleration. D is the effective molecular diffusion coefficient
and is assumed to be independent of concentration for dilute
solutions. Subscripts m and f stand for matrix and fracture,
respectively. ρ is the brine density defined as ρ = ρb(1 + βC)
where ρb is the density of fresh brine, β is the coefficient of
density variation with concentration, and C is the concentration
of dissolved CO2 in water. The integral term (or sink) in Eq. (1)
accounts for the mass transfer of dissolved CO2 between matrix
blocks and the fractures, and Lc min and Lc max are minimum
and maximum matrix block sizes, respectively.

Q(L) is the rate of mass transfer from the fracture to the
adjacent matrix blocks. For a matrix block with slab-shape
geometry the rate of mass transfer from the fracture to the
adjacent matrix block is expressed as

Q(Lc) = φmDm

Lc

∂Cm

∂�

∣∣∣∣
�=Lc

. (5)

Function J(L) in Eq. (1) is the probability density function
(PDF) describing the size distribution function for the matrix
blocks. For a fractured porous medium with a single-size

matrix block of thickness Lc the sink term in Eq. (1) is reduced
to Q(Lc).

A fractured porous medium may be classified as an intensely
or sparsely fractured system depending on the skewness of
the block length probability density function (PDF) [59].
Linear and exponential probability density functions are the
two most common continuous block size distributions used
in the modeling of dual porosity media [60]. In this study,
we use exponential probability density as the most general
function to characterize the matrix block size distribution.
The corresponding function for an exponential block size
distribution is given by [61]

J (Lc) = me−mLc

me−mLc min − me−mLc max
, (6)

where m is an exponential distribution constant; Lc min and
Lc max are minimum and maximum matrix block sizes existing
in the distribution, respectively.

It has been observed that a collection of continuous matrix
blocks with different characteristic lengths can be interpreted
using a single-matrix block with an equivalent length [62],
where the equivalent length is obtained based on the matrix
block size distribution.
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In other words, the sink term in fracture conservation mass
Eq. (1) is equivalent to the fracture interporosity flow with an
equivalent length Lce as given by∫ Lc max

Lc min

Q(Lc)J (Lc)dLc
∼= φmDm

Lce

∂Cm

∂�

∣∣∣∣
�=Lce

. (7)

In the following, the above formulation is used to perform
the linear stability analysis.

III. BASE-STATE SOLUTION

At the early times and prior to the onset of convection,
molecular diffusion is the dominant mechanism involved in
transport of dissolved CO2. In this case, the dimensionless
equations governing the mass transfer within the fractured
porous media can be written as follows:

∂2Ĉ0f

∂ẑ2
− λ

L̂e

1 − ω

ω

∂Ĉ0m

∂�̂

∣∣∣∣∣
�̂=L̂e

= ∂Ĉ0f

∂t̂
, (8)

∂2Ĉ0m

∂�̂2
= 1

λ

∂Ĉ0m

∂t̂
, (9)

where subscript 0 stands for the base state. We use H,Lc max,
C∗, and H 2/Df to scale the spatial coordinates in the fracture
domain (x,z), the spatial coordinate in the matrix block domain
(�), concentration, and time, respectively. Using these scalings
the governing equations are nondimensionalized. In the above
equations ω = φf /φt is the storativity, λ = DmH 2/Df L2

c max

is the interporosity flow coefficient, and L̂e = Lce/Lc max is
the dimensionless matrix block equivalent thickness. The
storativity coefficient, ω = φf /φt , is defined as the pore
volume of the fracture per total pore volume of the fractured
porous medium where subscripts f and t refer to the fracture

and the total system (both fracture and matrix domains),
respectively.

In the case of exponential distribution, the equivalent
thickness in dimensionless form is expressed as [63]

L̂e = (αFh + 1)e−αFh − (α + 1)e−α

α(e−αFh − e−α)
, (10)

where Fh = Lc min/Lc max, and α is a dimensionless exponen-
tial distribution constant.

The following initial and boundary conditions are used to
close the formulation.

For fracture: Ĉ0f (ẑ,t̂ = 0) = 0, Ĉ0f (0, t̂) = 1,

and ∂Ĉ0f (0,t̂)/∂ẑ = 0. (11)

For matrix: Ĉ0m(�̂,t̂ = 0) = 0, Ĉ0m(L̂e,t̂) = Ĉ0f ,

and ∂Ĉ0m(0,t̂)/∂�̂ = 0. (12)

The base-state solution for the concentration field in the
fracture domain can be obtained by using the Laplace transform
and inverted to the time domain using residue theorem [64] as
given by

Ĉ0f (ẑ,t̂) = 1 +
∞∑

n=1

(−1)n+1 (2n − 1)π

ηf ′

× cos

[
(2n − 1)π

2
(1 − ẑ)

]
exp(ηnt̂), (13)

where

f (ηn) = ηn + λ

L̂e

1 − ω

ω

√
ηn

λ
tanh

(√
ηn

λ
L̂e

)
, (14)

FIG. 2. (a) Base-state concentration profiles versus depth at t̂ = 0.08 and (b) CO2 diffusive flux at the upper interface for fracture domain
with a constant fracture interporosity flow coefficient of λ = 103 and different fracture storativity coefficients ω = 1, ω = 10−1, ω = 10−2, and
ω = 10−3.
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FIG. 3. Base-state concentration profiles versus depth in fracture
domain with fracture storativity ω = 10−2, and different fracture
interporosity flow coefficients of λ = 102, 103, and 104 at t̂ = 0.08.

and f ′ = df (ηn)/dηn and ηn are roots of the following non-
linear equation:

f (ηn) + (2n − 1)2π2

4
= 0. (15)

Figure 2(a) shows the base-state concentration profiles
versus depth in the fracture domain with different fracture
storativity coefficients (ω) and constant fracture interporosity
flow coefficient (λ) at a given time (t̂ = 0.08). It can be
observed that diffusive mass transfer of CO2 in a fracture is
much slower when the fracture storativity decreases. This is
due to the fact that the matrix blocks act as a sink for the
dissolved CO2. Note that ω = 1 denotes the single-porosity
system with properties of the fracture domain. A low storativity
implies larger matrix pore volume per unit bulk volume of
the fractured media and hence a much stronger sink for the
dissolved CO2.

Figure 2(b) shows the time-dependent diffusive flux at the
upper interface (z = 0). The results for diffusive flux versus
time clearly indicate that the flux of CO2 at the interface into
the domain is higher for a system with lower fracture storativity
during the early time and later throughout the shutdown period
when the effect of concentration reaches the bottom boundary.

Figure 3 shows the dependency of the base-state concen-
tration profile on the fracture interporosity flow coefficient.
It can be observed that increase of the fracture interporosity
flow coefficient at a constant fracture storativity retards the
propagation of CO2 concentration in the fracture domain.
Solution of the base-state concentration also shows that for
a fractured porous medium with fracture interporosity flow
coefficients larger than λ > 103, the concentration within the
fracture domain is less sensitive to the fracture interporosity
flow coefficient. Later, we will show how the dependency of the
concentration profile on the physical properties of the system
may impact the onset of density-driven instabilities.

IV. LINEAR STABILITY ANALYSIS

The linear stability analysis determines the time at which
the diffusive boundary layer becomes unstable leading to con-
vective mixing of CO2. As it was discussed earlier, convective
mixing plays an important role in the rate of CO2 solubility
trapping. We performed the linear stability analysis under

FIG. 4. Perturbation growth rates versus wave number for systems with different fracture storativity and interporosity flow coefficients at
a constant Ra = 500 and t̂0 = 18 × 10−3.
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FIG. 5. Onset of instability scaled with Ra for fractured systems with single-size matrix blocks at different fracture storativity and
interporosity flow coefficients.

quasi-steady-state approximation (QSSA) [52] to study the
growth of instabilities of a diffusive boundary layer involved
in CO2 sequestration into a fractured aquifer.

To conduct a linear stability analysis, the governing equa-
tions of flow and transport given in Eqs. (1)–(4) are lin-
earized. Pressure, velocity, concentration, and density fields are
subjected to infinitesimal perturbations as s = s0 + s′ where
s = s[p,v,C,ρ]; s0 and s′ are the base state and perturbations,
respectively.

Substituting the perturbed variables into the flow and
transport equations, implementing the base-state quantities,
taking the curl of Eq. (3), and, after simplification, we obtain
the following perturbed equations.

∂2C ′
f

∂z2
− w′ ∂C0f

∂z
= ∂C ′

f

∂t
, (16)

∂2C ′
m

∂�2
= 1

λ

∂C ′
m

∂t
, (17)

∇2w′ = Ra∇2C ′
f , (18)

where the velocity perturbation is scaled by (φD)f /H , ∇2 =
∇2

xy , Ra = kgβC∗H/μ(φD)f is the Rayleigh number, and the

hats (^) are dropped for convenience. w′ denotes the vertical
component of the Darcy velocity perturbation, and C∗ is the
equilibrium concentration (maximum concentration) of the
diffusing species in the aqueous phase.

By using the Fourier decomposition method, the perturbed
velocity and concentration are expressed as

[C ′
f ,C ′

m,w′] = [C∗
f ,C∗

m,w∗](z,t0)e−iκx+σ t , (19)

where κ and σ are the perturbation wave number and growth
rate, respectively. Using Eq. (19) the decomposed perturbed
equations can be written as

d2C∗
f

dz2
− κ2C∗

f − w∗ ∂C0f

∂z
= (σ )C∗

f , (20)

d2w∗

dz2
− κ2w∗ = Ra(−κ2)C∗

f , (21)

with the boundary conditions w∗(z = 0) = w∗(z = 1) = 0,
C∗(z = 0) = 0, and ∂C∗(z = 1)/∂z = 0.

To find the growth rate σ as a function of wave number
κ , Eqs. (20) and (21) are solved numerically using the finite
difference method. The following eigenvalue problem can
be obtained using the discretized perturbed equations (20)

FIG. 6. Onset of instability scaled with Ra for fractured systems with single-size matrix blocks at different fracture interporosity flow
coefficients.
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κ* = κ / Ra
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FIG. 7. Neutral stability curves for fractured systems with single-size matrix blocks and a constant fracture interporosity flow coefficient
λ = 100, at different fracture storativity coefficients.

and (21).{
Ac − Ra(−κ2)A−1

w

∂C0f

∂z

}
[C∗] = [σ ][C∗], (22)

where Aw = (Dw − κ2I), Ac = (Dc − κ2I); Dw and Dc are
coefficient matrices based on central discretization of the
second derivatives and c and w are subscripts for concentration
and velocity, respectively.

The above eigenvalue problem is solved numerically for
a range of system physical properties at a certain diffusive
time. The same numerical procedure addressed in the previous
studies [54] is employed to solve the eigenvalue problem. The
maximum eigenvalue of the coefficient matrix is considered as
the growth rate σ , corresponding to the assigned wave number
κ , and Ra at a certain time. The time at which the growth rate
turns positive at the given Ra number represents the onset of
instability.

V. RESULTS AND DISCUSSION

Linear stability analysis was conducted to study the effect
of the physical properties of fractured porous media and
interaction of matrix and fracture on the onset of density-driven
convection. In the following, the stability criterion of the
diffusive boundary layer in a fractured porous medium is
examined for a wide range of dual porosity parameters.

Figure 4 shows the growth rate of perturbations for a
system with different fracture storativity and interporosity
flow coefficients at a constant Ra number and t̂0 = 18 × 10−3.
Linear stability analysis results reveal different growth rates
for these systems, suggesting different instability behavior.
Results of perturbation growth rates for systems with a constant
interporosity flow coefficient λ, shown in Fig. 4(a), indicate
that systems with larger fracture storativity ω lead to higher
perturbation growth rates. This may imply that systems with
larger fracture storativity are gravitationally less stable than
those with smaller ω.

Results of growth rates for systems with a constant fracture
storativity and Ra number are shown in Fig. 4(b) for different
interporosity flow coefficients. It can be observed that increase

of interporosity flow coefficient leads to lower perturbations
growth rates, suggesting a more stable diffusive boundary
layer. In other words, the fracture to matrix mass transfer has
a stabilizing effect. To further clarify these findings, results
of onset of the convective instabilities versus Ra for various
fracture storativity and interporosity flow properties are shown
in Fig. 5.

Figure 5 shows the onset of instabilities as a function of
Rayleigh number for fractured systems with single-size matrix
blocks at different fracture storativity and interporosity flow
coefficients. Results show that in all cases the onset time
of instability is inversely promotional to the square of the
Rayleigh number, implying that the onset time is independent
of the porous layer thickness, which is in agreement with
previous findings [14,16,65,66]. Results of stability analysis
shown in Fig. 5(a) clearly indicate the important role of fracture
storativity on the onset of instability. For a given Ra number
and fracture interporosity flow coefficient, it is observed that
a fractured system with larger fracture storativity shows the

κ* = κ / Ra
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

tR
a2

100

1000

10000

λ = 102

σ > 0

σ < 0

λ = 103

λ = 104

^

ω = 10−1

FIG. 8. Neutral stability curves for fractured systems with single-
size matrix blocks and a constant fracture storativity ω = 0.1, at
different fracture interporosity flow coefficients.
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FIG. 9. Onset of instability as a function of Ra number for
fractured systems with different matrix block sizes represented by
exponential probability density function at constant fracture storativ-
ity and interporosity flow coefficients. The inset plots show the matrix
block size probability distribution.

earlier onset time. This is in agreement with previous findings
for the effect of fracture density and storativity on the onset
and dynamics of density-driven flow in fractured porous media
[43,44,51]. For the case of a single-porosity system with
fracture properties (ω = 1), linear stability analysis results
in a scaling prefactor value of a ∼ 56 for the dimensionless
onset time as a function of Ra number. This is in agree-
ment with previous studies [9,15,67,68]. Scaling results also
show that the value of prefactor a, representing the onset of
density-driven instability at constant Ra and interporosity flow
coefficient, significantly increases as the fracture storativity
factor decreases. Comparison of scaling onset results for
systems with different fracture interporosity flow coefficients
also shows that the onset of instability is delayed as the
fracture to matrix interporosity flow coefficient increases. This
observation is in agreement with those reported in the liter-
ature [3,30,31,49,50]. This instability behavior is attributed
to the stabilizing effect of fracture to matrix mass transfer

on the growth rate of perturbations in the diffusive boundary
layer.

Careful review of the onset time results for a system with
constant Ra number and fracture interporosity flow coefficient
shows that the rescaling of the onset time as a function of Ra
number leads to a single scaling with unique prefactor a/ω for
cases with fracture storativity coefficients less than 0.1. It is
worth noting that most of the natural fractured systems have
fracture storativity below 0.1. The new scaling onset time is
shown in Fig. 6.

Figure 7 shows the effect of fracture storativity on the
neutral stability curves for fractured systems with a constant
interporosity flow coefficient, λ = 100. The results clearly
show that the instability limit in the neutral stability curves
significantly shifts upward as fracture storativity decreases.
This observation suggests that the system turns more stable at
smaller fracture storativities. Rescaling the transient time by
multiplying it by the fracture storativity coefficient leads to a
single neutral curve suggesting a unified stability limit for a
constant interporosity flow coefficient as shown in Fig. 7(b).

The neutral stability curves for the fractured systems with
constant fracture storativity ω = 0.1, at different fracture
interporosity flow coefficients λ = 100, 1000, and 10 000, are
also shown in Fig. 8. The neutral curves show that as the
interporosity flow coefficient increases the system turns more
stable. It can be observed that the regions of instability (σ>0)
move upward as the fracture interporosity flow coefficients
increase.

The QSSA formulation of the dual porosity problem does
not allow explicit parametric analysis of the stability problem.
In Appendix, we use the Galerkin technique [16,21] to convert
the linearized perturbation equations [Eqs. (16)–(18)] to a sys-
tem of ordinary differential equations, which allows analysis
of the stability criterion for the special limiting cases of dual
porosity parameters (λ and ω).

It is of interest to find out how the variability of matrix
block sizes in the fracture aquifers may influence the instability
behavior of the diffusive boundary layer. Figure 9 shows the
scaling of the onset time as a function of Rayleigh number for
fractured systems with different fracture intensities at constant
storativity and interporosity flow coefficients. The exponential

FIG. 10. Scaled onset time of instability for fractured systems with variable matrix block size at different fracture interporosity flow
coefficients.
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probability density function with four different common values
of α = −20,−5,5, and 20 at the constant fracture uniformity
Fh = 0.1 was employed to represent the matrix block size dis-
tribution [69]. For an exponential probability density function
[see Eqs. (6) and (10)], positive values of m (α in dimensionless
form) imply higher fracture intensity and negative values of m

infer sparse fracturing. Scaling results for the onset time versus
Ra number show that increase of fracture intensity (positively
increasing of α value) stabilizes the diffusive boundary layer
leading to higher onset time. This suggests that the diffusive
boundary layer for an intensively fractured system is more
stable than the sparse one. This instability behavior is expected
since for an intensely fractured system mass transfer between
matrix and fracture is higher, thus promoting stability of the
boundary layer.

Figure 8 shows the scaling of the onset time as a function
of Ra number for a fractured system with exponential matrix
block size distribution at different fracture storativity and
interporosity flow coefficients. It can be observed that the onset
time can be rescaled as a unique scaling for systems with
fracture storativity coefficients less than 0.1. The results shown
in Figs. 10(a)–10(c) also indicate that the impact of matrix
block size distribution on the onset of instability decreases as
the fracture interporosity flow coefficient increases.

VI. CONCLUSION

We have conducted a linear stability analysis to inves-
tigate the onset of natural convection involved in the CO2

sequestration process in fractured saline aquifers. The dual
porosity model was employed to describe the solute transport
in fractured media. The effect of physical properties of the
fractured porous media on the stability of a transient diffusive
boundary was investigated. It was shown that increase of the
interporosity flow coefficient leads to a more stable diffusive
boundary layer. It was also shown that a diffusive boundary
layer under the gravity field in a fractured porous medium
with a higher fracture storativity coefficient is less stable. We
also examined the effect of matrix block size distribution on
the stability behavior of the diffusive boundary layer using an
exponential probability density function. It was observed that
increase of fracture intensity stabilizes the diffusive boundary
layer leading to a delayed onset time. In general, it was shown
that the diffusive boundary layer for an intensively fractured
system is more stable than the sparse one. Results of the onset
time show that the impact of matrix block size distribution on
the onset of instability decreases as the fracture interporosity
flow coefficient increases. The scaling relation for the onset
of convection as a function of Rayleigh number, fracture
interporosity and storativity coefficients, and matrix block size
distribution properties were developed. It was shown that the
onset time as a function of Ra number for cases with fracture
storativity coefficients less than 0.1 can be presented using a
single scaling relation with unique prefactor a/ω. Such scaling
relationships are of great importance in characterization of the
fate of the injected CO2, risk assessment, and site screening
purposes.

Finally, we used an idealization of the dual porosity
formulation. The behavior of mixing beyond the onset of
convection in complex fractured formations in the presence

of heterogeneity calls for further studies. The current study
paves the way for further studies in this area.
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APPENDIX: SEMIANALYTICAL TREATMENT OF THE
LINEAR STABILITY FOR SPECIAL CASES

The detailed linear stability analysis in the main text was
conducted using the QSSA, which does not allow explicit
representation of the special cases. Here, we use the Galerkin
technique [16,21], which allows explicit parametric analysis
of the stability problem for some limiting cases.

The linearized Eqs. (16)–(18) can be transformed into
ordinary differential equations (ODEs) using the Galerkin
technique [16,21]. The resulting ODEs can be rearranged to
find the Rayleigh numbers as a function of the dual porosity
parameters (λ and ω) as given by

Ra =
{

dbl

dt̂
+

[
κ2 +

(
l − 1

2

)2

π2

]
bl

}

× [(lπ )2 + κ2](1 − 4l)

2κ2lπbl

[
(4l−1)2

η2lf ′
η2l

eη2l t̂ + 1
η1f ′

η1
eη1 t̂

] , (A1)

where b is the time-dependent amplitude of concentration
perturbation fracture in the fracture domain; l = 1,2, . . . .,N

is the summation index in the Fourier expansion of the
concentration perturbation; and other parameters have been
defined in Sec. III. Equation (A1) allows explicit parametric
analysis of the stability problem for special cases as described
in the following.

Special cases

Case (i) λ → ∞. The relation given for the Rayleigh
number in Eq. (A1) reduces to the following equation when
λ → ∞:

Ra =
(

ω + 1

ω

)

×
π

{
dbl

dt̂
+

[
κ2 + (

l − 1
2

)2
π2

]
bl

}
[(lπ)2 + κ2](4l − 1)

16κ2lbl

(
e− (4l−1)2π2

4 t̂ + e− π2
4 t̂

) .

(A2)

This equation indicates that the onset time is independent of
λ when λ → ∞. The detailed analysis using QSSA also shows
that for λ � 104 the onset time is independent of λ.

Case (ii) ω → 1. The relation given for Rayleigh
number in Eq. (A1) reduces to the following equation
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when ω → 1:

Ra =
π

{
dbl

dt̂
+

[
κ2 + (

l − 1
2

)2
π2

]
bl

}
[(lπ)2 + κ2](4l − 1)

8κ2lbl

(
e− (4l−1)2π2

4 t̂ + e− π2
4 t̂

) ,

(A3)

which is equivalent to Case i (λ → ∞) when ω = 1.
Case (iii) ω → 0. The relation given for the Rayleigh

number in Eq. (A1) reduces to Ra = ∞ when ω → 0, which
indicates an unconditionally stable state. It is worth noting that
this conclusion has been reached as a result of the dual porosity
assumption where the transport mechanism in the matrix is
pure diffusion.

Case (iv). When tanh
√

ηn/λ ≈ 1 or
√

ηn/λ � 4 it can be
shown that

Ra = π

4κ2lblgl

{
dbl

dt̂
+

[
κ2 +

(
l − 1

2

)2

π2

]
bl

}

× [(lπ )2 + κ2](4l − 1),

where gl is only a function of (1 − ω)
√

λ/ω, t̂ . This indicates
that for a constant Ra, the onset time is only a function of κ and
(1 − ω)

√
λ/ω. In other words, tc = ℘(Ra,κ,(1 − ω)

√
λ/ω).

Case (v). λ → 0 while ω > 0: The relation given for the
Rayleigh number in Eq. (A1) reduces to Eq. (A3) in this case.
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