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Integral transforms of the quantum mechanical path integral:
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We introduce two integral transforms of the quantum mechanical transition kernel that represent physical
information about the path integral. These transforms can be interpreted as probability distributions on particle
trajectories measuring respectively the relative contribution to the path integral from paths crossing a given spatial
point (the hit function) and the likelihood of values of the line integral of the potential along a path in the ensemble
(the path-averaged potential).
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I. INTRODUCTION

In the standard quantum mechanics of a particle in a
time-independent potential V (r), a fundamental quantity is
the propagator, K(y,x; T ), defined as the matrix element of
the evolution operator in configuration space:

K(y,x; T ) = 〈y|e−iHT |x〉, (1)

with the Hamiltonian H = p2

2m
+ V (r) (using natural units).

The propagator holds the complete information on the time
evolution of the system, satisfying the Schrödinger equa-
tion, i∂T K(y,x; T ) = H (y)K(y,x; T ) with H (y) = − 1

2m
∂2
y +

V (y) satisfying boundary condition limT →0 K(y,x; T ) =
δ(x − y), so knowing its explicit form is tantamount to solving
the system.

In a basis of eigenfunctions of H the propagator has spectral
representation [henceforth working in Euclidean space-time so
K(T ) = e−T H ]∑

n

ψn(y)ψ�
n(x)e−EnT +

∫
dk ψk(y)ψ�

k (x)e−E(k)T , (2)

where we have separated contributions from the bound states
and the scattering states of the system.

The kernel for a scalar particle also has path-integral
representation

K(y,x; T ) =
∫ x(T )=y

x(0)=x

Dx e− ∫ T

0 dt[ mẋ2

2 +V (x(t))], (3)
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with the free path-integral normalization

K0(y,x; T ) =
∫ x(T )=y

x(0)=x

Dx e− ∫ T

0 dt mẋ2

2 =
( m

2πT

)D
2
e− m(y−x)2

2T .

(4)
The present paper introduces two representations of the

propagator: the “hit function” H(z|y,x; T ) and the “path-
averaged potential” P(v|y,x; T ). Both have the character of
invertible integral transforms of the kernel,

K(y,x; T ) =
∫

dDzH(z|y,x; T ), (5)

K(y,x; T ) =
∫ ∞

−∞
dvP(v|y,x; T )e−v. (6)

Our original motivation for these representations lies in their
usefulness for numerical sampling of the path integral (3): a
good sampling of these distributions can help to mitigate the
limitations of a direct sampling of the path integral, where
often excessively large or small contributions to the propagator
can be statistically unlikely and consequently undersampled;
in cases where the approximate form of these distributions
is known, a fit to their sampling can provide complemen-
tary information to that which is obtainable in traditional
numerical calculations of the kernel function—see [1] for a
related approach. We will report our corresponding results in
a separate publication [2]; however, we anticipate that these
representations will find much wider application, since they
provide specific physical information on the dynamics of the
system that would be unclear using standard techniques. The
hit function has an analogy in the proper time formalism of
quantum field theory (see [3,4]), whilst a relativistic analogy of
the path-averaged potential has been introduced by Gies et al.
[1]; here we adapt these objects for calculations in quantum
mechanics and supply the inverse transformations lacking in
[3] and [1]. We also explore their gauge dependency.

In the following we first define P(v) and H(z) and provide
the inverse transformations to (5) and (6). We then discuss their
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asymptotic form for large T and their gauge transformations
for electromagnetic interactions. Finally we calculate both
functions for some simple potentials and show compatibility
with numerical samplings.

II. TRANSFORMS OF THE KERNEL

In theoretical calculations and numerical simulations a
direct determination of the kernel can be difficult, so it may
be advantageous to consider some intermediate quantity. Here
we present two such quantities.

A. Hit function, H(z)

The first quantity is a function of a spatial point, z,
measuring the relative contribution to the propagator of paths
which pass through z. This object, H(z), which we call the “hit
function” is defined by

H(z|y,x; T ) ≡ 1

T

∫ x(T )=y

x(0)=x

Dx

∫ T

0
δD(z − x(τ ))dτ e−S[x],

(7)

where S[x] = ∫ T

0 dt[mẋ2

2 + V (x(t))] is the (Euclidean) clas-
sical action of the trajectory x(t). The δ function counts the
worldlines that cross through, or hit, the point z, weighting
each path by its action. This function is inspired by a similar
quantity called “local time” [5], measuring the time a fixed
trajectory spends at a given point [6,7]. We have generalized
this to include the weight associated to each trajectory and
the external potential in computing its first moment. The path
integral (7) is also similar to the contact interactions used in
[8,9] and the field theory amplitudes developed in [3]. For later
calculations it is convenient to introduce a properly normalized
distribution on the space of trajectories

H(z|y,x; T ) ≡ H(z|y,x; T )

K(y,x; T )
, (8)

which integrates to unity.
Since H(z) is built only out of particle worldlines that pass

through the point z we can relate it to the kernel by forcing
this criterion at some arbitrary time 0 < t < T , leading to an
inverse integral transform to (5),

H(z|y,x; T ) = 1

T

∫ T

0
dt K(z,x; t) K(y,z; T − t). (9)

Note that the kernels in the integrand count all paths between
the end points, including those that cross through z multiple
times, in agreement with the δ function in (7). The Feynman
Green function has been similarly decomposed in terms of
restricted kernels in the “path decomposition expansion” of
[10–12].

There are many approaches to numerical evaluation of
the quantum mechanical path integral, such as Monte Carlo
sampling [13–18] or, as we employ in [2], the adaptation of
worldline numerics [19–22] to the nonrelativistic setting. In
such cases, where the goal may be estimation of the kernel,
knowledge of the hit function is sufficient, for one need
simply integrate over positions in (7) or (9) to verify (5).
So one could sample the hit function via its path-integral

representation (7) and determine the kernel through finite
dimensional (numerical) integration.

B. Path-averaged potential, P(v)

The path-integral determination of the kernel amounts to
the expectation value of exponentiated line integrals of the
potential. This motivates describing the likelihood of values
of these line integrals over particle paths with Gaussian
distribution on their velocities. Denoting this function by P(v)
where v ≡ ∫ T

0 V (x(t))dt is the integral of the potential along
the trajectory, x(t), we express this likelihood as a constrained
path integral:

P(v|y,x; T ) ≡
∫ x(T )=y

x(0)=x

Dx δ

(
v −

∫ T

0
V (x(t))dt

)
e− ∫ T

0
mẋ2

2 dt .

(10)

Prior use of a similar function has been made in relativistic
quantum theory [1], where worldline numerics are used to
sample the likelihood (a function of proper time) and functional
fits are made to the numerical results.

Using the Fourier representation of the δ function we may
write P(v) in terms of the kernel,

P(v|y,x; T ) = 1

2π

∫ ∞

−∞
dz eivzK̃(y,x; T ,z), (11)

where K̃ is related to the kernel K by the substitution V (x) →
izV (x) under the path integral. This follows if one may
exchange the functional and Fourier integrations and gives the
inverse transform to (6).

As before, we also introduce a normalized probability
distribution by

P(v|y,x; T ) ≡ P(v|y,x; T )

K0(y,x; T )
, (12)

which has unit area. Note in contrast to (8) the normalization
for P(v) is always known analytically since it involves only
the free kernel.

It is straightforward to check that (6) follows from (10) or
(11), so numerical estimation of the kernel follows from the
expectation of e−v against the likelihood P(v), again reducing
the problem to a finite dimensional integral.

C. Asymptotic properties of the distribution functions

The spectral representation of the kernel (2) implies asymp-
totic formulas for our functions under suitable circumstances.
This is useful when studying the large time T → ∞ asymp-
totics of these distributions that are relevant when extracting the
ground state energy, for example. We focus on the normalized
distributions defined in (8) and (12).

For H(z) we substitute the spectral decomposition directly
into (9). Subsequently integrating over the intermediate time t
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leads to a double sum

H(z|y,x; T ) = 1

T K(y,x; T )

⎡⎣T
∑

n

ψn(y)|ψn(z)|2ψ�
n(x)e−EnT +

∑
n,m�=n

ψn(y)ψ�
n(z)ψm(z)ψ�

m(x)
e−EnT − e−EmT

Em − En

⎤⎦, (13)

where we have only included contributions from bound states;
indeed as T → ∞, the leading contributions arise from states
with least energy. Denoting the ground state energy (assumed
nondegenerate) by E0 we find the asymptotic form

H(z|y,x; T ) 	 |ψ0(z)|2 + 1

T ψ0(y)ψ�
0 (x)

×
∑
n>0

ψ0(y)ψ�
0 (z)ψn(z)ψ�

n(x) + (n ↔ 0)

En − E0

(14)

up to contributions of order e−(E1−E0)T . Note the leading order
term on the right hand side has no dependence upon initial and
final positions, as expected for late time evolution.

For P(v), the situation is more subtle, since sending
V (x) → izV (x) modifies the Hamiltonian. Calculation of
P(v) supposes the kernel can be analytically continued to
a new kernel K̃ . If the spectral decomposition can also be
continued, with new “wave functions,” ψ̃(x; z), and “energies,”
Ẽn(z) [we shall see that, for the harmonic oscillator with
frequency ω, En → Ẽn(z) = 1±i√

2
ω

√|z|(n + 1
2 )] whose real

parts remain bounded, there will still exist an energy, Ẽ0,
satisfying Re(Ẽ0) � Re(Ẽn) for n > 0. Then we get a large-T
asymptotic formula

K̃(y,x; T ) 	
∑
n0

ψ̃n0 (y; z)ψ̃�
n0

(x; z)e−Ẽn0 (z)T , (15)

where the sum is over states with Re(Ẽn0 ) = Re(Ẽ0). Substi-
tuting this asymptotic representation into (11) we learn that,
for large T ,

P(v|y,x; T ) 	 1

2πK0(y,x; T )

×
∑
n0

∫ ∞

−∞
dz eivzψ̃n0 (y; z)ψ̃�

n0
(x; z)e−Ẽn0 (z)T ,

(16)

giving one approach to studying the asymptotics of P(v).

D. Electromagnetic interactions

For a particle coupled to a gauge potential, A, we must also
consider the inherent gauge freedom. The (Euclidean) action
is

S[x,A] =
∫ T

0
dt

[
mẋ2

2
+ ieA(x(t)) · ẋ

]
. (17)

Given a reference gauge, with potential Â, the kernel with
respect to this gauge, K̂(y,x; T ), changes covariantly under a
gauge transformation Âμ(x) → Aμ(x) = Âμ(x) + ∂μ	(x) as
[23]

K(y,x; T ) = e−ieϕ(y,x)K̂(y,x; T ), (18)

with ϕ(y,x) ≡ ∫ y

x
(A − Â)dx = 	(y) − 	(x) the holonomy

exponent for the difference between the gauge potentials.
We will describe the implications for the distributions H(z)
and P(v).

The distribution H(z) can be defined to be gauge invariant,
although it now becomes complex valued. Using formula (9)
with the kernels written in a specific gauge,

Ĥ(z|y,x; T ) = 1

T K̂(y,x; T )

∫ T

0
dt K̂(z,x; t)K̂(y,z; T − t),

(19)
gauge transforming the kernels on the right hand side leads to
the transformed hit function distribution

H(z|y,x; T ) = e−ie[ϕ(z,x)+ϕ(y,z)]

e−ieϕ(y,x)
Ĥ(z|y,x; T ). (20)

Here we have used the fact that the holonomy is independent
of the path. The phase factors cancel so that H(z|y,x; T ) =
Ĥ(z|y,x; T ) is invariant [H(z) picks up a phase −ieϕ(y,x)]
and we may choose a convenient gauge for its computation.

We also modify our formula for P(v) to become a real-
valued distribution on the phase introduced by the potential.
This distribution will be gauge dependent, so we begin by
defining P̂(v|y,x; T ) with respect to our reference gauge as

1

K0(y,x; T )

∫ x(T )=y

x(0)=x

Dx δ

(
v − e

∫ T

0
Â · ẋ dτ

)
e− ∫ T

0 dt mẋ2

2

= 1

2πK0(y,x; T )

∫ ∞

−∞
dz eivz ˜̂K(y,x; T ,z), (21)

where now ˜̂K requires scaling e → ze. Under a gauge trans-
formation to a general potential A the distribution becomes

1

2πK0(y,x; T )

∫ ∞

−∞
dz eivz−ieϕ(y,x)z ˜̂K(y,x; T ,z), (22)

which is just P̂(v − eϕ(y,x)|y,x; T ), so changing gauge trans-
lates the distribution by e[	(y) − 	(x)]. For this reason, only
the shape of the distribution is gauge invariant [the same holds
for P(v)]. These gauge transformations follow also from the
definitions (7) and (10).

III. APPLICATIONS

In this section we give explicit expressions for the dis-
tributions H(z) and P(v) for some simple potentials and
compare our analytic results to sampling based upon worldline
numerics. We cover quadratic potentials encompassing the free
particle, linear potential, and the harmonic oscillator followed
by a constant magnetic field, calculating the distributions using
standard path-integral techniques. We present detailed results
on numerical estimation of their kernels elsewhere [2].
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A. Hit function

For H (z), it is instructive to use the path-integral represen-
tation (7). For illustration, consider an action quadratic in the
trajectory (m = 1 henceforth),

S[x] =
∫ T

0
dt

[
x · 1

2
M · x + b · x

]
, (23)

whose classical solution satisfies M · xc + b = 0 with bound-
ary conditions xc(0) = x, xc(T ) = y. Expanding about this
solution and invoking the Fourier representation of the δ

function, Eqs. (8) and (7) yield

TH(z|y,x; T ) =
∫ T

0
dτ

∫
dDs

(2π )D
eis[z−xc(τ )]− s2

2 GM (τ,τ ), (24)

where GM (τ,τ ′) is the “worldline” Green function [4,24] for
M satisfying Dirichlet boundary conditions GM (0,τ ′) = 0 =
GM (T ,τ ′). The Gaussian integral over s provides

H(z|y,x; T ) =
∫ T

0

dτ

T (2πGM (τ,τ ))
D
2

e
− [z−xc (τ )]2

2GM (τ,τ ) , (25)

which is suitable for numerical integration. For the free
particle the worldline Green function for M = − d2

dt2 is
GM (t,t ′) = −�(t,t ′), where �(t,t ′) = 1

2 |t − t ′| − 1
2 (t + t ′) +

t t ′
T

, and xc(t) is the straight line path from x to y, so that in one
dimension the hit function is

H0(z|y,x; T ) =
∫ 1

0

du√
2πT u(1 − u)

e
− [z−x−(y−x)u]2

2T u(1−u) . (26)

Here we have scaled τ = T u and used xc(t) = x + (y − x) t
T

.
This form can also be derived from (9), using (4), to verify the
inversion formula. After suitable manipulation the integral can
be written in terms of the complementary error function1 as

H0(z|y,x; T ) =
√

π

2T
e

(x−y)2

2T Erfc

[ |z − x| + |z − y|√
2T

]
, (27)

1We are indebted to Václav Zatloukal for drawing attention to
aspects of local-time calculations which relate the free particle hit
function to the error function. For this function we use the standard
notation Erfc(χ ) ≡ 1 − 2√

π

∫ χ

0 e−ρ2
dρ.

FIG. 1. H(z|y,x; T ), for the free particle in one dimension. The
solid line plots (27) and the data points represent a numerical
sampling. Translating the initial and final point shifts the hit function
due to translational symmetry.

FIG. 2. H(z|y,x; T ) for the harmonic oscillator in one dimension,
ω = 1. The solid line is a numerical evaluation of the hit function
distribution and the data points represent a numerical sampling;
increasing T , the distribution resembles |ψ0(z)|2 as in (14).

whose form is familiar in the context of Lévy random walks
[7]. In Fig. 1 we show the distribution for suitable values of
x, y, and T along with simulated samples based on worldline
numerics.

For the one dimensional linear potential (M = − d2

dt2 , b = k)
the Green function is unchanged but the classical solution
becomes xL(t) = x + ( y−x

T
− kT

2 )t + kt2

2 inducing the appro-
priate change in the exponent of (25), which must subsequently
be integrated numerically. Worldline numerics are in excellent
agreement with the result that ensues. For the harmonic
oscillator, M = − d2

dt2 + ω2, and we require the coincident
Green function [25]

Gω(τ,τ ) = 1

ω

sinh(ωτ ) sinh[ω(T − τ )]

sinh(ωT )
. (28)

We show the numerical evaluation of (25) for the harmonic
oscillator and its correspondence with a sampling of the
distribution using worldline numerics in Fig. 2. As for the free
particle, one may verify the formulas via (9) using the well
known kernels given in [26].

Note that for actions that are not quadratic and where it
is not feasible to compute the path integral, formula (25) can
be applied as a semiclassical approximation given sufficiently
good knowledge of xc.

Finally, we consider particle motion in a plane threaded by
a perpendicular, constant magnetic field, B. A useful gauge
is Fock-Schwinger gauge about the end point x, whereby
Âμ(x(t)) = − 1

2Fμν(x(t) − x)ν . This reduces the action to
one that is quadratic in the trajectory [27] so that we may
use (25) with M = − d2

dt2 11 + ieF · d
dt

. The coupling to the
gauge potential is absorbed into the worldline Green function,
Gμν(t,t ′) given in Appendix B. To achieve this, one expands
about the straight line path, denoted by x0(t), so that

H(z|y,x; T ) =
∫ T

0

dt

2πT

e− 1
2 [z−x(t)]ᵀ·G −1(t,t)·[z−x(t)]

det[G (t,t)]
, (29)

where x(t) = x0(t) − e
T

∫ T

0 G (t,t ′)dt ′ · (y − x).

B. Path-averaged potential

Turning to the path-averaged potential, it is easy to see from
(10) that for a free particleP(v) = δ(v). For the linear potential,
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FIG. 3. P(v) for the linear potential V (x) = kx for various
parameters x, y, T , and k in one dimension. The points represent a
computational sampling of the distribution using worldline numerics;
lines are theoretical fits based upon (31).

V (x) = kx, the kernel K(y,x; T ) is [26]

K(y,x; T ) =
√

1

2πT
e[− 1

2T
(x−y)2− kT

2 (x+y)+ k2T 3

24 ], (30)

and to effect the change V → izV it suffices to send k → izk.
Application of (11) supplies

P(v|y,x; T ) =
√

6

πk2T 3
e− 3

2T
(x+y)2

e
− 6

k2T 3 [v2−kT (x+y)v]
, (31)

which is a function of the sum of the end points. In Fig. 3
we demonstrate the analytic result and its agreement with
numerical sampling. The limit k → 0 supplies the δ function
distribution of the free particle and one may verify (6) from
(31) directly.

For the harmonic oscillator, Eq. (11) leads to a highly
oscillatory z integral that must be evaluated numerically. Since
the spectrum consists only of bound states, it is advantageous
to apply instead the scaling ω → √

izω directly in the spectral
decomposition (2) and to take the real part of the integral
over z along the positive real line. Then the energies scale
to Ẽn = 1+i

2

√
zEn whose real parts maintain their original

ordering. This leads to a sum of Fourier integrals

πK0(y,x; T )P(v|y,x; T )

=
√

ω

π

∑
n�0

1

2nn!
Re

∫ ∞

0
dz(iz)

1
4 eivze− 1

2 (x̃2+ỹ2)−√
izωT (n+ 1

2 )

×Hn(x̃)Hn(ỹ) (32)

for x̃2 ≡ √
izωx2 and ỹ2 ≡ √

izωy2. To make analytic head-
way, we set x = 0 = y, so that only states with n even
contribute; the z integral can now be written in terms of
modified Bessel functions of the second kind, Kn. The resulting

sum (set vn = [(n+ 1
2 )ωT ]2

8v
for brevity),

P(v|0,0; T ) = 64�(v)

√
ωT

2π2

∑
n even

n! v
3
2
n e−vn

2n+ 1
2
(

n
2

)
!2

[(
n + 1

2

)
ωT

] 5
2

× Re

[(
vn − 3

4

)
K− 1

4
(−vn) − vnK− 5

4
(−vn)

]
,

(33)

FIG. 4. P̂(v) for a constant magnetic field (e = 1 and in Fock-
Schwinger gauge) and x = y for illustrative values of T and B.
Lines are analytic curves using (36) overlayed on a sampling of the
distribution from a worldline numerics simulation.

converges extremely rapidly so is apt for truncation to arbitrary
accuracy [�(v) is the Heaviside step function indicating that
v � 0]. We have checked this gives excellent agreement with
sampled data generated by worldline numerics (truncation to
n � 30 is more than sufficient) which will be presented in [2].

Finally we return to the case of a constant magnetic field. We
continue to use the Fock-Schwinger gauge, since (22) allows
simple transformation to other gauges. The reference kernel
evaluates to [26]

K̂(y,x; T ) = eB

4π sinh
(

eBT
2

)e− eB
4 |x−y|2 coth( eBT

2 ). (34)

Sending e → ze and using (21) we must evaluate

eBT

4π

∫ ∞

−∞
dz

z

sinh
(

eBT z
2

)eivz− eBz
4 |x−y|2 coth( eBT z

2 ). (35)

For arbitrary x and y this is easily evaluated numerically but we
can make analytic progress for the diagonal elements, which by
translational symmetry are all equal. In this case the z integral
can be computed by closing the contour in the upper half plane,
leading to

P̂(v|x,x; T ) = π

2eBT
sech2

( πv

eBT

)
. (36)

This result bears close similarity to the distributions used in
numerical evaluation of the Euler-Heisenberg effective action
in a relativistic setting in [28]. See Fig. 4 for an illustration of
the distribution and the close match provided by worldline nu-
merics. Note that by taking B → 0 we acquire a representation
of the δ function as expected and that (6) holds (after changing
e−v → e−iv).

IV. CONCLUSION

We have introduced two integral transforms of the quantum
mechanical kernel as tools to study the path integral. These
functions contain statistical information about contributions to
the path integral of different trajectories. In both cases we have
given asymptotic formulas and discussed their behavior under
gauge transformations, before demonstrating the distributions
with some examples. These calculations are verified by nu-
merical sampling based upon worldline numerics. Elsewhere
we shall provide more detailed calculations and application to
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more complex systems as an alternative approach to traditional
kernel-based methods in quantum mechanics.

An outstanding issue remains the general validity of the
complex continuation of the spectral decomposition of the
kernel to determine P(v). Although we did not rely solely
upon this continuation, we recognize that this requires greater
scrutiny (as discussed, for example, in [29,30]). We also aim
to incorporate spin degrees of freedom into these calculations
in future work by building upon existing worldline techniques
for doing so.
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APPENDIX A: WORLDLINE NUMERICS

Worldline numerics, developed in [20–22] following pre-
liminary investigation in [19], means a computational esti-
mation of the path integral, which we have recently adapted
to the nonrelativistic setting. The integral over trajectories is
discretized to an ensemble average over a finite number, NL,
of paths, {xn}NL

n=1, generated such that the distribution on their
velocities corresponds to the kinetic term in the particle action.
There are several algorithms for producing these trajectories
[1,22] and in this work we used an optimized algorithm which
we term LSOL, further details of which can be found in [2,31].
The line integral of the potential along these paths is then
computed numerically by splitting it into Np segments (this
corresponds to a time discretization, maintaining continuous
spatial coordinates) so that∫ x(T )=y

x(0)=x

Dx e− ∫ T

0 dt[ ẋ2

2 +V (x(t))]

−→ K0(y,x; T )

NL

NL∑
n=1

e
− T

Np

∑Np

i=1 V (xn( i
Np

))
. (A1)

It is useful to absorb the boundary conditions of the path inte-
gral into a background field by expanding x(t) = x0(t) + q(t),
where x0(t) = x + (y − x) t

T
is the straight line path from x

to y. Making a further scaling t → T u and a field redefi-
nition q(t) → √

T q(t) = √
T q(T u) we may write the path

integral as

K0(y,x; T )
〈
e−T

∫ 1
0 [V (x0(T u))+√

T q(T u)]du
〉
, (A2)

where the boundary conditions are now Dirichlet on the quan-
tum fluctuations: q(0) = 0 = q(1). For the ensemble average
NL is chosen sufficiently large that a good sampling of the
space of trajectories results.

The hit function is sampled in one spatial dimension by
implementing the δ function by recognizing the change of sign
of z − xn and rewriting∫

δ(z − x(τ ))dτ =
∫ ∑

τi : x(τi )=z

δ(τ − τi)

|ẋ(τi)| dτ, (A3)

where the τi are the times at which the trajectory intersects
the point z. The derivative in the denominator is calculated
numerically using a third order backward discretization. We
used 150 000 loops and 10 000 points per loop to ensure
a good sampling and estimation of discrete derivative. The
path-averaged potential is sampled by calculating the value of∫

dτ V (x(τ )) along each worldline, weighting these values by
the exponential of the kinetic part of the particle action. In this
case, 50 000 loops were used with 5000 points per loop. The
values are then binned to form a histogram and we interpolate
between the densities to form a smooth curve.

APPENDIX B: WORLDLINE GREEN FUNCTION FOR
CONSTANT MAGNETIC BACKGROUND

The worldline Green function for a particle in a plane
with a constant, perpendicular magnetic background field, B,
satisfying Dirichlet boundary conditions is [32]

Gμν(t,t ′) = − 2

B

[
δμν cosh

(
Bt−

2

)
− iεμν sinh

(
Bt−

2

)]
×

[
�(t−) sinh

(
Bt−

2

)

− sinh
(

Bt
2

)
sinh

(
B
2 (T − t ′)

)
sinh

(
BT
2

) ]
, (B1)

where t− ≡ t − t ′, ε12 = 1 = −ε21, and � is the Heaviside step
function. One may check that − d2G

dt2 + ieF · dG
dt

= δ(t − t ′).
If the particle is also free to move perpendicular to the plane,
then the Green function associated to that direction would be
−�(t,t ′) as appropriate for a free particle discussed in the main
text.
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