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We elaborate on the methodology to simulate bulk systems in the absence of time-reversal symmetry by
the phase-fixed path-integral Monte Carlo method under (possibly twisted) periodic boundary conditions. Such
systems include two-dimensional electrons in the quantum Hall regime and rotating ultracold Bose and Fermi
gases; time-reversal symmetry is broken by an external magnetic field and the Coriolis force, respectively. We
provide closed-form expressions in terms of Jacobi elliptic functions for the thermal density matrix (or the
Euclidean propagator) of a single particle on a flat torus under very general conditions. We then modify the
multislice sampling method in order to sample paths by the magnitude of the complex-valued thermal density
matrix. Finally, we demonstrate that these inventions let us study the vortex melting process of a two-dimensional
Yukawa gas in terms of the de Boer interaction strength parameter, temperature, and rotation (Coriolis force).
The bosonic case is relevant to ultracold Fermi-Fermi mixtures of widely different masses under rotation.
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I. INTRODUCTION

The path-integral Monte Carlo (PIMC) method [1] lets
us simulate many-body systems at finite temperature in a
controlled manner. Equilibrium properties are obtained from
the many-body density matrix

P(R.R;B) = e P W, (R\WI(R), ()

n

where R = (ry,r3,...,ry) collects dN particle coordinates,
d is the dimensionality of the system, N is the number of
particles, {\W, } is a complete set of many-body eigenstates, and
{e,} are the corresponding energies. The convolution identity
of the density matrix,

P(R.R'; By +ﬁ2)=/dR”p(R,R”;/31)p(R”,R/;ﬁ2), 2)

is applied iteratively to yield the imaginary-time path-integral
representation

p(R,R'; B) = /de "'/dRM—l/O(RsRl;T)p(RlvR%T)

< p(Ry—1,R; 7). (3)

Here, the time step 7 = f8/M corresponds to a much
higher temperature than the system temperature. The high-
temperature density matrix that connects adjacent slices,
o(Ry—1,Ry;T), can be approximated by several plausible
schemes [1]. Estimators of physical quantities are defined by
integrals that involve p(R,R’; 8); in most cases, the diago-
nal element p(R, R; B) is sufficient. The Metropolis-Hastings
Monte Carlo method [2,3] is applicable to path integration if
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the product of high-temperature density matrices in Eq. (3) can
be interpreted as a probability density function.

For time-reversal invariant bosonic systems this always
holds, and PIMC is an unbiased and essentially exact method
in this case. For fermions, however, the notorious sign prob-
lem arises, because the contribution of a particular path can
have either sign due to the presence of nondiagonal factors
P(Ry—1,Ry; 7) in the integrand of estimators. The generic
means to overcome this problem, the use of restricted or con-
strained paths that avoid the nodal surfaces of a preconceived
trial many-body density matrix [4,5], makes PIMC variational
in character.

On the other hand, if time reversal is not a symmetry
of the system, either because charged particles are exposed
to an external magnetic field or the system is rotated, the
density matrices are complex-valued in general and hence the
prescription of the nodal surfaces is insufficient. A consequent
method would be to sample paths by the probability density
function (PDF) ]_[,Af=1 [o(Ryu—_1,Rm; T)| (here we assume in-
tegration with the diagonal density matrix as the kernel of
the estimator, and we define R = R’ = Ry = Ry), and sum
them up with the complex phase factor ]_[n]lf=1 %.
This procedure would result in a more severe form of the
sign problem: contributions with different phase factors would
cancel almost completely. This issue is equally severe for
bosons and fermions, and it arises even in the nonphysical case
of distinguishable particles (“bolzmannons”). In analogy to
the phase-fixing extension [6,7] of zero-temperature methods
such as diffusion quantum Monte Carlo [8], phase fixing is an
obvious route to adapt PIMC to such problems. Unlike the case
of zero-temperature methods, the function whose phase needs
to be fixed is the many-body density matrix in Eq. (1), not a
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wave function. While the fixed-phase extension of the PIMC
method is often mentioned in the literature [9], it is hardly ever
applied, in contrast to the similar extension of zero-temperature
methods [6,7,10,11].

We address several issues related to the use of PIMC in
time-reversal noninvariant bulk systems. (Finite systems such
as quantum dots are not our primary interest here.) First, if we
want to simulate bulk systems consequently, we have to use
periodic boundary conditions, possibly with twist angles that
let us reduce finite-size effects such as shell effects in finite-size
representations of Fermi liquids [12], which have analogs in
strongly correlated electron systems in magnetic fields [13].
One should base any PIMC simulation on the single-particle
thermal density matrix (equivalently, kinetic action) that is
exact under the chosen boundary conditions. We show that the
free propagation of a charged particle (equivalently, the thermal
density matrix) on a flat torus subjected to a perpendicular
magnetic field already exhibits a rather rich structure, although
these patterns lose their significance for small imaginary times
or large system sizes. This result lets us define the kinetic action
in a way that is compatible with the torus.

The PIMC method is applicable beyond toy models only
because the sampling of paths could be made efficient by the in-
troduction of multislice moves. These replace entire segments
of the path [14] according to the PDF ]_[f:f:l P(Ryu_1,Ry; 7).
If, however, the density matrix is complex-valued and the
probability density of paths is determined by its magnitude,
the familiar bisection method [1] that relies on the Lévy
construction of a Brownian bridge runs into difficulties be-
cause the convolution property in Eq. (2) is not applicable to
magnitudes. We elaborate on a modification of the multislice
move algorithm that takes the external magnetic field and the
periodicity of the torus into account.

Finally, we demonstrate the use of phase-fixed PIMC for
bulk systems in a case study of rotating two-dimensional
Yukawa gases. Yukawa bosons arise either in type-II supercon-
ductors, where the Abrikosov vortex lines interact by a repul-
sive modified-Bessel-function potential < Ko(r) [15-17], orin
strongly interacting Fermi-Fermi mixtures of ultracold atoms,
if the mass ratio of the two species, M /m, is very far from unity
and the motion of both species is confined to two dimensions
[18]. A flux density can be introduced to cold atomic systems
by rotating the gas, a technique that has been applied frequently
in the past two decades [19-22]. In the model, we consider
particles that interact via a modified-Bessel-function potential
o Ko(r). This is a good approximation also to the interatomic
interaction in a Fermi-Fermi mixture at sufficiently long range
[18]. We do not claim, however, to represent either problem
faithfully: we do not include the nonuniversal short-range
repulsion between Fermi-Fermi bound states, and the inclusion
of additional flux density would be difficult to justify for
Abrikosov vortices. We have deliberately chosen this system
for computational convenience in order to demonstrate the
adequacy of our methodology. On the one hand, Ko(r) is mildly
divergent at short range, thus even the simplest approximation
to the high-temperature density matrix, the primitive action,
is a reasonable starting point. On the other hand, as Ko(r)
decays exponentially at large range, the intricacies of Ewald
summation can be avoided.

As a first approach, we use the density matrix of the free
Bose and Fermi gases to fix the phase of the many-body density
matrix. We are encouraged in this by the fact that in the case
of the node-fixing problem, which arises analogously for time-
reversal invariant fermionic systems, significant progress was
possible both for *He [23] and the hydrogen plasma [24,25]
using the nodal surfaces of either the noninteracting system
or some well-tested variational ground-state wave function.
(The two approaches are somewhat complementary.) Simple
as it is, we demonstrate that phase-fixed PIMC captures the
crystallization of rotating Yukawa bosons and fermions as a
function of interaction strength, flux density, and temperature.
We emphasize that unlike for the diffusion Monte Carlo or
Green’s function Monte Carlo methods, no trial wave function
of the proper symmetry serves as input to such a calculation,
but we do choose the aspect ratio of the unit cell so that it can
accommodate a finite piece of a triangular lattice.

The paper is structured as follows. In Sec. II we present
the density matrix for a single particle in a magnetic field on
the torus, with some mathematical details of the derivation
delegated to Appendix A, and the considerations of its efficient
computation delegated to Appendix B. The adaptation of
the multislice sampling algorithm is discussed in Sec. III,
with a detour to periodic but time-reversal-invariant systems.
Section IV presents a case study in which the phase-fixed path-
integral Monte Carlo method is applied to rotating systems
of two-dimensional Yukawa gases under periodic boundary
conditions. In Sec. V we summarize our results and discuss
further research directions. Appendix C presents the technical
details of the phase-fixing methodology for PIMC.

II. THE THERMAL DENSITY MATRIX

We consider a flat torus pierced by a perpendicular magnetic
field. Consider the parallelogram spanned by two nonparallel
vectors Ly = (L,0) and L, = (L, cos8,L, sin#). A torus is
obtained by identifying the opposite sides of this unit cell; cf.
Fig. 1(a). We will refer to a similar parallelogram that has the
origin as its center as the principal domain.

We use the Landau gauge A = —ByX throughout this
article. Electrons are characterized by complex coordinates
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-'-1(1-‘9/2‘ L1(}1-/)/2 -L1(1/ L/ Ly (147
L, ‘ > .1 I/ / /
0,0 ’
o ©.0) /e< /@/6) /
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FIG. 1. (a) The principal domain of the torus. We also depict L,
L,, and 6 as defined in the text; we identify the plane with the complex
plane, and we indicate the corners of the principal domain using the
complex parameter T defined in Eq. (4). (b) The quadruple domain
used for finding the zeros of the density matrix in the low-temperature
limit.
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z = x + iy, and we define

Ly .
T=—¢", 4
¢ “)
so that L| and Lt span the parallelogram on the complex
plane. In the presence of a perpendicular magnetic field,

magnetic translations [26] are useful:
Z-(Lxr)
22 '
where p = EV —eA. In the current gauge, these act as
t(L)y(r) = exp(”‘y Lyy(r +L). We will require each state
and the implied den51ty matrix to obey twisted boundary
conditions with twist angles ¢ »,

1Ly )P (r) = e P2y (r). (6)

The two conditions are mutually compatible only if the par-
allelogram 1is pierced by an integral number of flux quanta,

t(L):exp(hL p—i (®))

Ny = |Li x Ls| _ LiL,sinf 7
27 2 2702
Then the principal domain is also a magnetic unit cell.
If NyRet = k is an integer, i.e.,
L,cosf = lﬂ, ®)
Ny

straightforward but tedious algebra yields the single-particle
density matrix,

PP, B) =

1
open I',I'/;
—N¢ PP (r,r; B)

Ny—1

X Z{ [ :|(zl|rl)19|:2b,:|(zzlrz)

1
ventol, % @] i),
©)

where we have factored out p°P°", the density matrix for open

boundary conditions:
Ju < l4ur—r]
exp | —
u

open /. —
PP (e’ B) =%

27021 —

. i(x’—x)(y+y’))’ (10)

202

where { =,/ % is the magnetic length, u = e Pl and w, =

% is the cyclotron frequency [27]. Above, we have used Jacobi
elliptic functions with characteristics [28,29]

a _ int(n+a)’+2i(n+a)(z+bm)
ﬁ[b](z")—ze o an

The arguments in Eq. (9) are defined as

i Ly \*1+u
le_ Ppa— ’
w\2¢Ny/) 1 —u

(y+y +i(x’ —x)l+Z)

L
= en,

, <2zzv¢,>21 +u
T 1T

L, 1—u’
N¢7T , +u
; 12
%3 L ( 1—u> (12)

and the constants related to boundary conditions are

0, = ¢ m
27TN¢ N¢
_ 03 NgRert (13)
" 2m 2

b, = by + NgayRer.

The derivation of Eq. (9) is delegated to Appendix A.

The behavior of the density matrix is shown in Fig. 2
for the most general case, an oblique unit cell. For small
imaginary time (high temperature) | o"2¢(r,r’; )| has a small
Gaussian peak around r’, which is fixed at the origin in the
figure. This peak spreads out by diffusion as g is increased,
and eventually the Gaussians from neighboring unit cells
start to overlap appreciably. However, the density matrix also
has a phase due to the external magnetic field, which gives
rise to an interference pattern in this time range. There is
destructive interference at certain points, which effectively
arrests the diffusion. [We will analyze the zeros of p?BC(r,r’"; B)
below.] Beyond a certain value of g, the picture is essentially
stationary.

We note that | p"BC(r,r'; 8)| is not invariant for a simultane-
ous displacement of both r and r’ by the same vector d, which
corresponds to choosing a shifted magnetic unit cell on the
plane for compactification by periodic boundary conditions,
except for special choices of d. This is understood easily by
noting that the second characteristic b,, appears in Eq. (11) as
a simple additive constant to the variable z, letting us rewrite

& &

/ fa
D) (©) (4
:

FIG. 2. The dependence of | o"2¢(r,r’; B)| on imaginary time 8.
There are N, = 6 flux quanta in the principal domain, L,/L; =
1.17,0 ~ 55°, ¢; = ¢, = 0, and we have fixed r’ at the origin. The
panels correspond to Shw,. = 0.3, 0.7, 1.1, and 5, respectively.
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Eq. (9) as
: Ny—1 0
PBC /. _— ___ ,0pen /. 9 ’
R (1"1"/3)'”2_;){ [amhmﬁ—zlm(ﬁy)
0 TNyt
—1ro N
+( ) |:am+%+4n§211v¢()’+y)i|< Ll

Then it is clear that the arguments of the ¥ functions depend
on the coordinate differences only, and the displacement of the
center of mass can be incorporated in the characteristics as
L,

dy.
272N,

Ny
bm - bm + L_an am — Ay + (15)
1
These in turn correspond to fluxes [30,31], and the shift of
the center of mass corresponds to a change in the twist angles
according to Eq. (13):

27TN¢ Ll
L—ldx, o1 —> 1+ ﬁdy-

Thus the twisted boundary conditions in Eq. (6), and, conse-
quently, | o"BC(r,r’; B)|, are invariant only if

2702
o= ()

L,
for integral n; and n,.

In the B — 0 limit, the density matrix must satisfy
p(r,r’; B) = 3(r — r’), and this holds for the density matrix
appropriate for open boundary conditions in Eq. (10). Using
Eq. (9) and the identities of the traditionally defined Jacobi
elliptic functions [29]

)]

V32(z]7) = \/g Z (£1)" exp [_%(

n=—0oo

¢2 —> ¢ — (16)

L,
—nj,
Ny

A7)

z
n+—
T

one can check that
pPBC(r,r/;,B - 0) — Z eikl¢l+ik2¢2*
ki,ky
X 3()( — x/ — k1L1 — k2L2 Cos 9)
x 8(y —y — koL, sin9), (18)

ixky Ly sin®
a0

which complies with the discrete magnetic translation symme-
tries

te(nLy + mLo)p™C(r,x's p) = /"0 pPEC (e 11 ),

15 (nLy + mLy)p"BC(r,r'; B) = e 111 tm®) pPBC(p ¢/ g),
(19)

which hold for any .

In the low-temperature limit, 8 — oo (# — 0), the analytic
structure of p"BC(r,r’; B) simplifies significantly. Notice that
both for open and periodic boundary conditions, the value of
the density matrix goes to zero at any fixed coordinates r and
r’. This is an artifact of the zero-point energy h% and it does
not appear in averages as they involve normalization by the
partition function Z(8) = Y22 u+'/> = ~* We study the
analytic structure in the low-temperature limit by factoring out

0221

NoT o oler Yo Y o= y)m|
I V) 12p;, + 2+ 2 |\ 2L,sin0 |
x' —x) rl’)ﬂ I <M tz) . (14
2b, + L—dl’(x + x') 2L,sin 6

(

the nonzero factor p°P*(r,r’; B) for convenience:

pPEC(r.x'; B)
m ——
p—o0 POPN(r,1; )

L
&

T
%(z + 2%
1

l

_aﬂl +%
N¢7T %
——(z+7")
m_( Ll

= foo(zszl)v (20)

where

2

m=0

0

aﬂl

iL

1%
A

)

" =2

L
foo(ZvZ)—N_d)

)
)

iL,
462N,

fz) },
20N,

L, ) foo(z,2') is holo-
morphic in z and antiholomorphic in z’ on the entire complex
plane. Fixing 7/, the zeros of foo(z,z’) can be counted by the
argument principle of complex calculus. Consider the quadru-
ple domain Q with corners 7' + L(%1 =+ 1); cf. Fig. 1(b). We
have

2L

~ ; 2 - .
where 7| = #(2;—1{14)) and % = in(

%d
a0

i In[ foo(z,2)ldz = —87iNg,

(22)

which, exploiting the periodicities in Eq. (19) and the fact that
p%"(r,r’; B) is nonzero, implies that the thermal propagator
pPBC(r,r'; B — 00) has N, zeros in the principal domain
in Fig. 1(a). At nonzero temperature, the analytic structure
of pPBC(r,r'; B) is not simple. Nevertheless, we have found
numerically that the number of zeros in the principal domain
is the same at any finite 8, and the zeros very quickly reach
their final location. See Fig. 3 for illustration. If Ny is odd,
there are zeros that do not move at all. For ¢ = ¢, = 0, in
particular, one of them is located in the corners of the principal
domain (which are identical by periodicity). Figure 4 shows
the structure of zeros for different geometries. Multiple zeros
occur in regular cases, as for the square unit cell in panel (b).

In Fig. 5 we show the motion of the zeros of the thermal
density matrix as we tune the twist angles. Qualitatively, the
motion of the zeros shows an interesting analogy with the Hall
current: tuning ¢; moves them in the L, direction—the direc-
tion of the electromotive force on a charged particle induced by
the change of flux—and conversely. As a deeper explanation
of the motion of the zeros is not crucial to the present work,
we leave the analysis of this issue as an open problem.
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FIG. 3. The low-temperature limit 8 — oo of the thermal density
matrix. As no change is discernible beyond 8 = 100, the density
plot has been generated using this value. (a) N, = 4 particles, 6 ~
65°, |ILy|/|Li| = 1.2, ¢ = ¢, = 0. Inthe zoomed area, we show how
the zeros move to their asymptotic position as a function of in-
verse temperature 8. (b) The same for Ny = 5, 0 ~ 50°, |L,|/|L;| =
1.25, ¢1 = ¢, = 0. Note that one of the zeros is fixed at the corner of
the principal region, which is the generic behavior when Ny is odd.
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FIG. 4. The structure of zeros of the thermal density matrix for
Bhw, = 200, where the picture is stationary for different geometries
and flux quanta. We show |o"2C(r,r’; B)|; the zeros are the darkest
spots. We set ¢, = ¢, =0 and fix r’ at the origin. (a) Generic
torus with Ny, = 6, L,/L, = 1.13, and 6 ~ 75°; (b) square principal
domain (6 =90°, L,/L, = 1) with Ny =7; (c) generic torus with
Ny =11,L,/L; =1.19, and 0 ~ 72°; (d) hexagonal principal do-
main (0 = 60°, L,/L, = 1) with N, = 12.

III. MULTISLICE SAMPLING

For noninteracting particles and open boundary condi-
tions, the familiar construction of multislice moves [14]
by the bisection method [1] builds a Brownian bridge
Ri+1,RL+2,...,Rgr_1 between the fixed configurations Rj
and Ry at possibly distantslices L and R = L + 2! (mod M) on
the path. The deviation of the high-temperature density matrix
used in the simulation from the ideal gas case can be taken
into account either at each or just the last level of this recursive
procedure. At each level of this recursive construction we need
to know the PDF of configuration R;, which is to be inserted
between R;_; and R;, at time distances st on the path. If
the ideal gas density matrix po(R, R’; B) is real, this is simply

p(R~) _ IOO(Ri—s»Ri;ST)po(Ri,Ri+s; s-c) )
l Po(R; s, Ri1s;25T) ’

(23)

the convolution property in Eq. (2) ensures that this is a nor-
malized PDF. If we can sample p(R;) directly, we implement
the heat-bath rule for noninteracting particles. [In fact, with
open boundary conditions and zero external magnetic field,
p(R;) is a Gaussian.] On the other hand, if the free density
matrix po(R, R’,7) is complex, paths must be sampled from the
PDF ]_[,Aﬂl:l [o(Ry—1,Rm; 7). As |po(R, R’,T)| does not satisfy
a convolution property analogous to Eq. (2),

loo(Ri—s,Ri; ST po(R;, Rits; ST)|
|00(Ri—s, Rits;25T)|

is not a normalized PDF. This is not a problem for single-slice
moves, but it plagues the bisection method.

First consider how one could adapt multislice moves to
periodic boundary conditions in the absence of a magnetic field
in one dimension. The single-particle density matrix is [1]

4mirg
L2

. 1 > (x —x’ 4+ nL)?
= VA ; =P (_ 4B )
(25)

P(R) =

(24)

1
PEEC(x,x's B) = Zm(%(x —x')

where L is the period. [The second equality involves a modular
transformation of the function ¥3(z|7).] Optimal sampling
could be achieved by the heat-bath rule on slice m,

PEBC (X 1,%m3 T PEEC Xy X415 T)

PBC .
100 (xm—lsxm-Fl’ZT)

T*()C;n |Xm—1 7xm+1) =

Sampling x;, from this PDF results in moves that are always
accepted for noninteracting particles. With straightforward
algebra,

T, | Xm—1,Xm+1)

- ( [Comst + Xm_1)/2 — X}, + kL]2>
= Z exp| —
k=—o00

2AT

o0
14+ L)/2—x +kL]?
Yo Z exp (_[(xm+l+xm 1';)»3/ X, +kL] >’

k=—00

(26)
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FIG. 5. The trajectories of the zeros of the thermal density matrix as we tune (a) the twist angle ¢; and (b) the twist angle ¢, between 0 and
2. We set Bhw, = 200, =0, Ny =2, L,/L, = 1.19, and 6 ~ 56°. The marks at specific points on the trajectories correspond to multiples
of 7 /5. The speed of the zeros is not uniform, as is visible from the distance between adjacent labeled points.

where

1 Y exp ( _ [(xm+1—xm_1+iL)/2+k’L]2)

o = 2AT
' V2w AT

S oxp (= S tt)

T*(x,,|Xm—1,Xm+1) has a very simple structure: the first term
is a collection of the periodic copies of the Gaussian peak
centered at (x,,,+1 + x,,—1)/2, the second term collects peaks
at periodic copies of (x,4+1 + X,—1 + L)/2. This suggests
a very simple algorithm: with probability p = «g /(g + 1)
we sample a Gaussian of variance At at (x;,4+1 + Xp—1)/2,
with probability 1 — p we sample a similar Gaussian at
(Xm+1 + xm—1 + L)/2. [With no loss of generality we can
choose any of the equivalent peaks, and map x,, back to
the interval (—L/2,L/2).] Further, T* in Eq. (26) can be
applied on any level of the bisection method to construct
a free-particle trajectory between two slices separated by
imaginary time 2/7. With interactions present, the deviation
of the high-temperature density matrix that defines the PDF
of paths from p®C could be taken into account by a rejection
step on the last level of recursion. (For alternative approaches
to periodicity in zero magnetic field, see Ref. [32].)

In the presence of an external magnetic field, the density
matrix in Eq. (9) is complex-valued. We sample paths by the
product of the magnitudes of the density matrices that connect
subsequent slices. If we consider moving a bead z,, on slice m
with all other beads fixed,

1078zt 2m5 O PTEC 2 Zimg 13 T
|pPBC(Zm—1 yZm+1s 2T)|

T*(Z;n |Zm—lvzm+l) =

is not a normalized PDF, but this would not impair the
METROPOLIS algorithm. As in the 8 — 0 limit |p"8¢(z,z'; 7)|
with fixed z’ tends to a system of Gaussian peaks centered
at 7 +nLy +mLt, just like in the nonmagnetic case, we
try the following. We choose the a priori sampling PDF
T(z),|zZm—1,zm+1) as a collection of four Gaussian peaks cen-
tered at

Z(Z)m—l;zm+1 = (Zm-1 + Zm+1)/2,
Zim—lszmﬁ-] — (Zm—l + Zmy1 + Ll)/2’

Z;m—lyzm+l — (Zm—l + Zm+1 + th)/z’
Z§m—1,2m+1 = [zm_1 + Zm+1 + Li(1+ T)]/z 27

The height of these peaks is proportional to

10" Zm—1.Zi; O PPN Z: 213 T

o =
|pPBC(Zm—1 »Zm+1s 2T)|

(28)

for 0 <i < 3. We choose peak i with probability p;, =
a;/ (Z?zo a;). We take into account the fact that the diffusive
motion described by both |p°P*"(R, R’,7)| and |p"BC(R,R’,7)|
is different from the diffusion in the absence of magnetic
field. Thus the sampled Gaussian has variance ﬁﬁz with
u = e~ Notice that {74¢? < At.

As the heat-bath rule is not obeyed, the acceptance prob-
ability is less than unity even for noninteracting particles in
single-slice moves:

A(zm = 2,,)

_ |:0PBC(Zm—l 7Z;n; 7)| |IOPBC(Z;n,Zm+1 5T T @mlZm—1,Zma1)

PP 1,23 OUPPE @ zmt13 D) T (@ zm—1,2m11)
(29)

For multislice moves, we proceed as follows.
(i) A trial path is constructed recursively between slices
L and R = L +2'. Midway between slices L and R, we

/ : ZLsZR
choose z{; , )/, from one of four Gaussian peaks at Z;*** of
1—
I+

. Z
sample 7/, 4o from one of four Gaussian peaks at Z;

variance

" 0% where u; = e "™ and t; = 2!~'7. Then we
L2 iR)2

. Z( JZR
and 2, ., from one of four Gaussian peaks at Z;“"*"

l—uz
14+u;
2!=27. We continue on subsequent levels, until the trial path
Ty 41» - - - Zg_y is complete. During this construction, the ratio

of the a priori sampling PDFs

bl

all having variance 02, where u, = e "® and 1, =

_ T(zr41, - 2R-1120,2R)

P =
Ty .- 2r_ylze.2r)

(30)

is stored.
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FIG. 6. Acceptance ratios for sampling the motion of a single
particle on a rectangular torus pierced by Ny = 2 flux quanta. The
inverse temperature of the system is Sfiw., = 2, and the number of
slices ranged between M = 8 and 256. Level [ means that 2/ — 1
slices are updated in each multislice move.

(i1) Once the trial path is available, the ratio of the PDF of
the new and the old paths is calculated,

R
| R VI CA S ]

R —
[Tner i1 1PG@n—1,2m5T)

The constructed trial path is then accepted with probability
Az > )= P\ P,

For testing the efficiency of the above algorithm, in Fig. 6
we show the acceptance ratio for the simplest possible case,
namely the simulation of a single free particle on the torus. The
phase was fixed to the density matrix in Eq. (9); we set Shw, =
2, and there are Ny = 2 flux quanta through a rectangular torus.
(For the computational advantage of choosing Ny even, see
Appendix B.) For N particles, the acceptance ratio is roughly
raised to the Nth power; this is the baseline that interactions
are expected to reduce further. We have checked systematically
that the acceptance ratio depends only weakly on the aspect
ratio or the twist angles.

P, = €2y

IV. APPLICATION: ROTATING YUKAWA GASES

We consider particles that interact by a repulsive modified-
Bessel-function interaction. The system rotates about the z axis
with angular velocity 2. In the corotating frame, it is described
by the Hamiltonian

H 12 N v lmQ 2+ ZK (nj) 32)
=—— i — —Qxr € —),
, h L\
i=1 i<j
where € and a characterize the strength and the range of the
interaction, respectively. The correspondence between €2 and
the formerly defined cyclotron frequency and magnetic length
scales is
! (33)
2mQ’
We consider both Bose and spinless Fermi systems.
In cold atomic experiments a confinement potential is also
present, which is weakened by the centrifugal force in the

w. =22 and (=

corotating frame. We do not include these terms; we describe a
homogeneous portion of the gas. As is apparent from Eq. (32),
the Coriolis force couples to momenta just like a uniform
magnetic field does for charged particles [33,34].

For @ =0, a mathematically equivalent system arises
in type-II superconductors, where the bosons correspond to
Abrikosov vortex lines [15]. Both the ground state [16] and
the finite-temperature [17] phase diagram of this time-reversal
invariant system have been explored by quantum Monte Carlo
techniques.

There are four energy scales in the problem: the temperature
kgT = B~', the cyclotron energy /i, the interaction strength
€, and the energy that corresponds to the interaction length
scale, h? / (2ma2). We introduce the dimensionless parameters

= Bhw, = 2BhQ,  p* = pa’,

a 2mS2
="=a/E G4
2ma2e’ 0 h

where p is the particle density and ¢ is the magnetic length.
A is the de Boer interaction strength parameter. We could also
have used

B = Be (35)

to turn the inverse temperature dimensionless; the two
dimensionless temperature parameters are related as B =
B*/(2k*A). The dimensionless density can be related to the
filling factor v of Landau levels as p* = x2v/27.

With time-reversal symmetry, the system orders in a trian-
gular lattice for strong interaction (small A) [16,17]. With this
prior knowledge, we choose the aspect ratio of the rectangular
simulation cell so that it can accommodate a finite piece of
a triangular lattice with periodic boundary conditions. This
means \/§/2 for N =4, 12, and 16 particles, and /3 for
N = 8 particles. We emphasize that this choice is the only
a priori input to our simulation. The ideal Bose and Fermi gas,
respectively, that we use for phase fixing is not ideal either for
a crystal or a correlated liquid.

In analogy to free-particle nodes, we fix the phase to the
density matrix of the ideal gas,

pr(R,R'; B) = det(p™ (x;,x; B) (36)
for fermions, and
ps(R.R’; B) = perm(p™>“(r;.x'; ) 37)

for bosons; perm stands for the permanent. As we will see,
such an ansatz is sufficiently nonrestrictive for reasonable
predictions [35]. (Computationally, of course, the Fermi case is
easier.) As phase-fixing for PIMC has already been discussed
in the literature [9], we are content with summarizing the
technicalities in Appendix C.

The pair-correlation function for N = 12 bosons at §* =
0.5 is shown in Fig. 7. Qualitatively, the transition to the crys-
talline structure is captured. Due to computational limitations,
however, we cannot simulate more than 12 bosons. The pair
correlation for a larger Fermi system is shown in Fig. 8. The
qualitative behavior is similar. Notice that the small 8* means
that while temperature destroys magnetic effects, it is still small
on the interaction energy scale; f is on the scale of 10%. (In
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FIG. 7. (a)—(c) The pair-correlation function for N = 12 bosons at density pa> = 0.02 (k = 0.250 66) at filling factor v = 2 (i.e., Ny, =6
flux quanta piercing the torus) and interaction strength A = 0.035, 0.04, and 0.045, respectively. M = 32 slices were used, the imaginary time
stepis T = 0.015 625. The temperature is low on the scale of interactions, as f = 114, 99, and 88 in panels (a)—(c). Panels (d) and (e) show the
differences of the pair-correlation functions, ga—o.04 — §a=0.035 and ga—o.045 — ga—0.04, respectively, as A is changed for systems shown in the
top row. The triangular lattice of dark spots shows the decreasing crystalline correlation as A is increased. The small deviations from perfect
Ce symmetry in panels (b) and (c) can be attributed to imperfect thermalization, and could be reduced by longer Monte Carlo runs. Taking the
differences between pair-correlation functions in panels (d) and (e) amplifies these small errors.

the absence of flux, Ref. [17] finds essentially ground-state
behavior at § & 300.)
It is customary to characterize the crystalline order by the

Lindemann ratio y = \/ LS (1 — Ry)2) /d, where d i the
lattice constant and R; is the lattice point nearest to particle
i. In our case, however, we cannot hold the center of mass
fixed during Monte Carlo, because the simultaneous shift of
all beads by the same vector is not a symmetry, except for
some discrete values, as discussed in Sec. II. One could locate
the lattice points with reference to the instantaneous center of
mass assuming the lattice is triangular with the lattice constant
implied by the density. But this procedure underestimates y .
Hence, we decided to infer the qualitative behavior from the
pair-correlation function instead.

By inspecting the difference of the pair-correlation func-
tions of systems that differ only by one parameter, we have
checked that in the 8* < 1 range our method reproduces the
tendencies known for the nonrotating system: the crystalline
tendency becomes stronger with increasing * at fixed A and
p*, as seen in the related panels of Figs. 7, 8, and 10, and
it becomes stronger when decreasing A at fixed 8* and p*.
Also, Fermi systems show stronger peaks in the pair correlation
than Bose systems at identical temperature, density, and de
Boer parameter A. It is not possible to go beyond qualitative
statements now, as neither finite-size scaling nor a t — 0
extrapolation has been performed. With the prior knowledge
that the melting transition is first-order, it will be necessary to

perform simulations with the particle density as a dynamical
variable [17]. As our goal is to demonstrate the applicability
of PIMC to bulk systems in the absence of time-reversal
symmetry, and not an in-depth analysis of the Yukawa system,
we delegate such a quantitative analysis to future work.

For Q = 0, Yukawa bosons are known to exhibit nonmono-
tonic behavior as a function of density: at fixed interaction
strength A the system first crystallizes with increasing density,
then at sufficiently high density it melts again. Due to com-
putational limitations, we have only been able to verify this
for the Fermi system. Figure 9 shows the evolution of the first
peak of the pair-correlation function as the density changes at
fixed §* and A values for fermions. Apparently, crystalline
order prevails only for intermediate densities, just like for
bosons at zero temperature in the absence of rotation [16].
Determining the phase boundary will require more extensive
simulations.

In the B* > 1 range, the strength of the crystalline cor-
relations apparently starts to weaken as a function of the
inverse temperature for fermions. Such an evolution is shown
in Fig. 10 for various de Boer interaction parameters A as
the temperature is tuned from g* =0.1 to 1.2. The pair
correlation becomes more crystalline in the 8* < 0.6 range,
then stagnates, and seems to weaken again above g* =~ 1.
Clearly, more comprehensive calculations in the large- 8 region
are necessary to ascertain that this tendency is robust. If so, it
indicates the competition of the homogeneous integer quantum
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FIG. 8. Second row (d)—(f): the pair-correlation function for N = 16 fermions at density pa® = 0.02 (k = 0.250 66) at filling factor v = 2
(i.e., Ny = 8 flux quanta piercing the torus) and interaction strength A = 0.035 at inverse temperature 8* = 0.4, 0.5, and 0.6, respectively. In
(d) M = 16 slices were used, T = 0.025, and 8 = 132;in (e¢) M = 16,7 = 0.03125, and 8 = 114; in (f) M =24, t = 0.025, and § = 99.
Panels (a) and (c) show the differences of the pair-correlation functions gg—o4 — gg=05 and gg—o6 — &p=0.5, respectively, between colder and
warmer systems shown in consecutive panels in the second row. The triangular lattice of bright spots shows the increasing crystalline correlation
as the temperature is decreased. Second column (b), (e), and (h): the pair-correlation function as the temperature is held fixed at 8* = 0.5, but the
de Boer parameter is tuned from A = 0.03 in panel (h) to A = 0.04 in panel (b). Panels (g) and (i) show the differences of the pair-correlation
functions ga—0.035 — §a=0.03 and ga—0.04 — ga—0.03s5, respectively, as A is tuned for systems shown in the second column. The triangular lattice
of dark spots shows the decreasing crystalline correlation as A is increased.

Hall liquid state (the ground-state candidate for this particular
density) and the density-wave ordering, which requires thermal
excitations above the cyclotron gap that the interaction can
organize in a crystalline order. This competition is, of course,
not expected for bosons or bolzmannons; for the latter we have
checked the monotonic evolution up to 8* = 1.8.

It is also interesting to review the evolution of the pair
correlation as a function of flux density (magnetic field or
Coriolis force) when the particle density p* is held fixed.
Again, we could study this only for fermions and bolzmannons;
some of the results are shown in Fig. 11. [Notice that while 8*
is kept constant, the system becomes colder on the interaction
energy scale as 8 = B*v/(4w Ap*) with v = N/Ng; the ratio

of the interaction and the magnetic length scale also changes
as k = /2mp*/v.] We see that the system becomes more
crystalline as the number of flux quanta is decreased, which
is only possible in very crude steps with N = 16, the largest
system we simulated routinely. The tendency is qualitatively
the same for fermions and bolzmannons, but it is stronger for
fermions. Note that the flux density would localize particles
on the scale of the magnetic length, which is greater than the
lattice constant for x < 1. On the other hand, it is more difficult
to obtain converged results for smaller flux densities, which
is no doubt related to the shortening of the length scale on
which the change of the phase of the many-body wave function
can be considered smooth for the phase-fixing procedure; in
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FIG. 9. The height of the first peak of the pair-correlation function
for N = 12 fermions at 8* = 0.5 and Ny = 6 for various A de Boer
parameter values as a function of density pa’®. The nonmonotonic
evolution indicates that crystalline order exists only for a limited range
of densities.

the limit of vanishing magnetic field, we approach the sudden
sign changes that are treated by node fixing in time-reversal-
symmetric simulations.

We note that the PIMC calculations for N = 12 bosons in
Fig. 7 required about one day of thermalization and two days
of data collection on a single Intel Xeon X5660 CPU core at
2.8 GHz, while the calculations for N = 16 fermions in Fig. 8
were about half that long. With increasing inverse temperature,
the number of slices also has to be increased; the most expen-
sive calculation we performed was for 8 = 1.1 in Fig. 10, with
three days of thermalization and eleven days of data collection.

T I T I
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R
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FIG. 10. The evolution of the first peak of the pair-correlation
function for N = 16 fermions at flux N, = 8 at density pa®> = 0.02
(k = 0.25066), as a function of the inverse temperature for some
values of the de Boer parameter A for which crystalline structure is
manifest at intermediate temperatures. A small horizontal shift has
been applied to the last two curves to make the overlapping error bars
visible.

k105
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FIG. 11. The difference gn,=2(r) — gn,=6(r) between pair-
correlation functions at different flux densities (6 and 2 flux quanta
through the torus) at f* =0.5 for N =16 and pa® = 0.02 for
fermions (a) and bolzmannons (b). The total area of the simulation
call is scaled to unity, thus the peak locations may coincide. (The
filling factor corresponding to Ny = 6,2isv = %,8,respectively.) The
triangular lattice of bright peaks corresponds to stronger crystalline
correlations at smaller flux density. Bolzmannons in panel (b) are still
liquidlike; a small rotation of the hexagonally distorted rings from
directions where crystalline structure will emerge can be attributed to
imperfect thermalization.

The number of flux quanta hardly affects the resources needed:
each of the calculations compared in Fig. 11(a) required
about three plus six days; the calculations for distinguishable
particles in Fig. 11(b) were about a factor of 3 cheaper. As
the computing requirement of PIMC scales as a moderate
power, typically N3, of the system size, and no attempt has yet
been made to parallelize the code, we expect we can routinely
simulate dozens of particles using the method we elaborated.

V. CONCLUSION AND OUTLOOK

We have explored the feasibility of the path-integral Monte
Carlo simulation of systems that do not obey time-reversal
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symmetry under periodic boundary conditions. Technically,
this requires the use of the single-particle thermal density
matrix that is appropriate for the boundary conditions in
the presence of a magnetic field. We have derived several
equivalent closed-form expressions for this purpose. The
multislice sampling algorithm was modified for the case in
which the weight of a path is determined by the magnitude
of the density matrix, which does not obey a convolution
property. We have illustrated the use of these techniques in
the simulation of two-dimensional Yukawa systems, where
time-reversal symmetry is broken by the Coriolis force, as
commonly done in experiments on cold atomic systems. We
have shown that in spite of the crudeness of the phase-fixing
we used, the interaction-driven transition between a crystalline
phase and a correlated liquid can be captured qualitatively by a
PIMC simulation. A comprehensive quantitative study of this
system is delegated to future work. Eventually, fermions that
interact by the Coulomb potential are of more fundamental
interest. For such systems, the primitive approximation to
the action is clearly not an adequate starting point. More
sophisticated approximations exist, but in their current form
they rely upon the consequences of time-reversal invariance.
The development of suitable approximations for the non-time-
reversal-invariant case is underway and is delegated to future
publications.
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APPENDIX A: THE DERIVATION OF THE
SINGLE-PARTICLE DENSITY MATRIX

1. Single-particle states on the torus

In the gauge A = —ByX, the states in the lowest Landau
level assume the form [36]

Yo(0) = f)e 32, (Al)

where f(z) is a holomorphic function. We seek the holomor-
phic part f(z) of the lowest Landau level eigenstates in terms
of Jacobi elliptic functions; see Eq. (11). The twisted boundary
conditions we impose in Eq. (6) yield Ny distinct states [37,38],

1 a TNyzZ _2
Yom(2) = —19[ '"]( N, f)e 2, (A2)
NOAN- L AN
m=0,1,...,(Ny — 1), and a,,,b,, defined in Eq. (13). We

note that v, (z), together with its higher Landau level descen-
dants that follow later, is normalized for the magnetic unit cell,

L, sinf ycotf+L,
/ dy / Ax Y (X 4 1Y) Yum(x +iy)
0 y

cotf

= Sun' S’ - (A3)

This particular basis corresponds to a string arrangement [36]
of zeros of the holomorphic function f(z) in the principal
domain.

The orbitals in higher Landau levels are obtained by the
application of the Landau level ladder operators,

(@

an (Z) «/_

—=Yom(2), (A4)

where
ot = ieN2(0, — i A,), (AS5)

with 9. = 1(d, —idy) and A, = 3(A, —iAy). In our partic-
ular gauge, a' = %(iax + 9y — e’—;). The degeneracy of each
Landau level is Ny. Straightforward algebra yields

) explin T Ny(p + apn)* + 27i(p + ap)by]

(=1 > Y+ Cpm
me=—————§:m-—fL
V2L Jm
C? iC, X
p.m p.m
X exp( 252 62
2:1N¢€

where C, ,, =

(p + aw) = Li(p + a,y)Imrt.

2
_@+Qw)’ A6)

2. The thermal density matrix

If we substitute Eq. (A6) in the definition of the density matrix, Eq. (1), the summation over n can be performed by Mehler’s

formula, and we get

\/_ Ny—1 00
ﬁLlfvl — M2

oBC(r,r'; B) =

+27i(p + an)bn,

1 1+u?
2021 —

= 2mi(p'+ aw)bm + — 5+ — 53—+ -

[(y+Cpm) + (' + Cpm)1+

Z Z explinTNg(p + apn)* — int*Ny(p' + am)?]

m=0 p,p'=—00

2 . 2
Cp m le.mx Cp’.m

iCp mx’
242 £2 202 2
2u(y + Cpm)(Y' + Cpm)

(1 —u?)e?

(AT)
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Introducing new summation variables n; = p + p’ and n, = p — p’, double-counting is avoided if ny,n, are either both even or
both odd. This decouples the summation variables in all terms except for a factor of exp(iw Ngnn,Rer). This can be omitted if
Eq. (8) holds. As L /N is the separation of the guiding centers of orbitals in the L; direction, this condition simply means that a
translation by L, should be compatible with these guiding center positions. By simple algebra and the application of 6 functions

in Eq. (11), we obtain

pPPC(r ' ) =

Vi <
———— €X
A P\ 2212

Ny—1

1 1
> {ﬂ[“&"}zan;w[zi/ ](Zzlrz)Jr(—l)"ﬂ[“’”J 2}(z1|r{)ﬂ[2,§, :|(22|T2)},
m=0 m m

where we have used the definitions in Eq. (12), and

20Ny \?
Tl/ = l7T<L—¢>
1

Nym
7y = ¢

The density matrix in Eq. (A8) can be cast in a different
form by the apphcatlon of a modular transformation t; —
T = 1,,z1 - 71 = ], in the corresponding ¥ functions. The
result is Eq. (9). The structure of Eq. (9) is more transparent
perhaps because the x and y components of the difference
vector r — r’ and the center-of-mass vector r“ appear on the
same footing in the ¥ functions.

APPENDIX B: COMPUTATIONAL CONSIDERATIONS

While our first formula for the thermal density matrix,
Eq. (A8), and the one we obtain by a modular transformation,
Eq. (9), are mathematically equivalent, they do differ from a
computational point of view. As each ¥ function is computed
as a sum of Gaussians with subsequently shifted arguments,

J

1 1+u?

1—u
_/ / /_
L <x x+z(y~|—y)1+u).

(2+y/2)+

2u yy
1 —u? ¢?

(A8)

1—u
14+u’

(A9)

(

it is essential that those Gaussians should be narrow. This is
ensured if the parameters (71, 7{, 72) of those s have a large
magnitude. Notice that 7| and 7, are pure imaginary, and

2NyL, sin 6
lim |7]| = lim |5 = =227
B—o0 B—o0 Ly
) Ly
lim |71| = ————,
B—00 2N¢L2 sin 6

lim |7;]| = lim |1p| = 00,
B—0 B—0

li | =0. Bl
lim 7] =0 (B1)
Hence it is advantageous to use Eq. (A8) for large g and Eq. (9)
for small 8. Spelling out the summations implicit in the Jacobi
¥ functions,

Ny—1 o) 00
1
PBC /. _ () _ 1)k () ()
GECTRT SRS 3 D ORTHS DRTNETRTLD DIFIND DN T
nj=—00 ny=—00 nj=—00 ny=—00
where
A exp diztl(n +an+d+ 22 2+2n'N( a4 d) (B3)
mn, = €Xp 1 i ni + an —_ iNg(ni + a, ,
dmm P i 2L,sinf o L,
, i ix—x)y+y) X —x\* . y+y
A = L MY N, 2 2TY L +d B4
dmm = ] r;eXp{ 202 + g\ e ) o n9+a * B
and
Y=y ) x—x
Bimn, = expiinn|na+d+ ——— | +2mwi(ny +d)| Ny +2b, )¢, (B5)
2L, sinf 1
: i iy =Y +x) | 2mib, (v — ) x+x N L, (v
B = |— — N, —2b 2 ——+d])t. (B6
dmna 53 xp{ 202 L,sin® +112 2 ¢ L, m )t 2Lzsin9+ (B6)

Here, the A’, B’ terms come from Eq. (9) and the unprimed
ones are from Eq. (A8). Notice that A:Zmnl # Agmn, and

(

Bc’imn1 # Bymn,; the primed and unprimed expressions are

interchangeable only within the summation over n; and n,
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respectively. We have found it convenient to use Eq. (B3) in the
low-temperature range tanh ( h"’L) > m, and Eq. (B4)

otherwise (high temperature). For the other term, Bgp,, in
Eq. (BS) is almost always preferable to By, in Eq. (B6),
except if Ny and 6 are small and B large. Using Eq. (13),
Bamn, 1s independent of m iff Rert is an integer, i.e.,

kK = LS B7)

Ny

is an integer. Notice that this condition is stricter than Eq. (8).
(Both conditions hold trivially for a rectangular torus.) Then,
using Amn 4 inEq. (B4) and B,,,,,,q in Eq. (BS), the summation
over m can be performed. If, furthermore, Ny is even, an
extremely compact formula is obtained:

,OPBC(I‘ r/. ﬂ)

ix' —x)y+y)
2n£21 242
= 1+u 1 , 5
:Z [ [EPFTE
o1
N,
+lrm1< ¢L sin 9+n)]
X Z exp tul —(y — ¥y +nyL,sin0)?
1—uae 22
Ny=—00
_k’
+lrm2<N¢,x+x 92 ¢1>]. (B8)
L1 b/

Notice that Eq. (B8) amounts to obtaining the density matrix for
twisted periodic boundary conditions from the corresponding
object for the infinite plain [Eq. (10)] as the sum

o]

S e Ly + noLo)p (s B). (BY)

ni,ny=—00

However, the two infinite summations in this formula do not
decouple unless the condition in Eq. (B7) holds and N, is even.

APPENDIX C: PHASE FIXING

As phase fixing for PIMC has already been described in
the literature [9], we just review the relevant formulas for
completeness. The thermal density matrix satisfies Bloch’s
equation,

0
35k R';B) = Hp(R,R'; ), (ChH

p

where

2
e

H= M Vi — =A(r; + V(R C2
; ( AC )) (R) (€2)
is the Hamiltonian that acts on the unprimed coordi-
nates, and A = % We let V= (V,...,Vy) and A(R) =
(A(ry), ...,A(ry)). Separating the magnitude and the phase

of the density matrix as

o(R,R'; B) = |p(R,R'; B)|e' " R-RP), (C3)

Eq. (C1) maps to two coupled partial differential equations,

AV avlol = |V 4 2(Vo — £4) 1ol

3/3 h

a Vip|-V A-V

_‘P=A<V2¢+2 ol-Vo e IpI_gV.A>’

ap o] i pl h

(C4)

where we have suppressed the arguments (R,R’;f)
for p and ¢, and (R) for V and A, respectively.

Consider some variational many-body density matrix
pr(R,R"; B) = |pr(R,R'; B)|e'?rR-RP) We seek the density
matrix p(R,R’; 8) under the assumption that ¢(R,R’; 8) =
or(R,R’; B), i.e., with its phase fixed. Then Eq. (C4) is
formally equivalent to a Bloch equation for |po(R,R’; )| with
effective potential (R’ is fixed)

2
Vert(R) = V(R) + ?»<V<pT(R,R’;ﬂ) - %A(R)) - (C5)

Thus PIMC with phase fixing samples paths with real and
non-negative weight, using a fixed-phase-dependent effective
interaction.

If we know ¢r(R,,Ry,—1;8) and its gradient
Vi, ¢r(Ryu,Ryn—1;8), we can apply the following
approximation. The gradient is decomposed into components
parallel and perpendicular to the semiclassical path between
(R;~1,0) and (R,,,7):

GI(R) = Vgr(R) - m— K1
|R - Rm—l | ’
G(R) = V|Ver(R)? — [GI(R)P. (C6)

The perpendicular component is taken into account by the
primitive action. On the other hand, the evolution of the phase
is approximated by a cubic polynomial on the semiclassical
trajectory, and the contribution of the parallel component of
the gradient of ¢r is integrated on this trajectory as in the
semiclassical approximation to the action. Technically, we
assume the following quantities are known:

1 hmOR_l)lgl ]<pT(R JRu—1;7)=0
li li \Y% R,R
g1 = lim lim RPT(R, Rip—15T%), )

$2 = (pT(Rm’Rm—l; 7),
g2 = VR,,,()OT(RWHRM—I; t)a

and gi, g{', g, gg are magnitudes of the perpendicular and
parallel components of g; and g;, respectively, in the sense
of Eq. (C6). [If the phase is fixed to a single-particle density
matrix, g; = —y’&/£> both for open and periodic boundary
conditions. If the phase of the free Fermi or Bose gas is used,
cf. Egs. (36) and (37), g1 = — Y, y/&i/ %]

The perpendicular component is taken into account by the
primitive action:

A
Urpo(Runs Run137) = §[<g%>2 +L (C8)

The next contribution is the line integral of (G!)? on the straight
path between R,,_; and R,,, if ¢r is approximated by a cubic
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polynomial on this route,

Upp (R, Ry—157) = |:2((g ) +(g ) —

818g 3

(&l + gD — o) L 18((92 —wl)z} (©9)

SR SR?

We proceed in the same way for the dot product of the phase gradient and the vector potential. AG* contributes at the end points:

2 N 2
A Doict Ym—t14jiXmi — Xm—1.)
UFPQ(Rm,Rm 1,1’) = —2 Z ]L Zym i ( i=1.m +jéle m—1,i ,

(C10)

and for AG! we again use the semiclassical action with the cubic approximation for ¢7:

c30R
Urps(Ru- Ru1:0) = 35 Z(Xm1 X m{( >

3(p2—¢1) 2g1+gz _ g1+gz
e =2 and ¢3

where ¢, = et

Urpa(Ry, Rp—157) = 34

The total contribution is the sum of Egs. (C8)—(C12).

N
7 Z (}’31—1,1‘ + yi,i + )’m—l,iym,i).
i—1

) 3¢36R 2c»
T3 +— Ym—-1,i + +—+— mi |, (C1D)

28R 4 3 25R

— %. Finally, the semiclassical contribution of the A? term is

(C12)
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