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Mutual influence of molecular diffusion in gas and surface phases
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We develop molecular transport simulation methods that simultaneously deal with gas- and surface-phase
diffusions to determine the effect of surface diffusion on the overall diffusion coefficients. The phenomenon of
surface diffusion is incorporated into the test particle method and the mean square displacement method, which
are typically employed only for gas-phase transport. It is found that for a simple cylindrical pore, the diffusion
coefficients in the presence of surface diffusion calculated by these two methods show good agreement. We also
confirm that both methods reproduce the analytical solution. Then, the diffusion coefficients for ink-bottle-shaped
pores are calculated using the developed method. Our results show that surface diffusion assists molecular transport
in the gas phase. Moreover, the surface tortuosity factor, which is known to be uniquely determined by physical
structure, is influenced by the presence of gas-phase diffusion. This mutual influence of gas-phase diffusion
and surface diffusion indicates that their simultaneous calculation is necessary for an accurate evaluation of the
diffusion coefficients.
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I. INTRODUCTION

Understanding molecular diffusion phenomena in porous
media is of great importance for improving the performance of
various applications, such as membrane gas separation [1–3],
fuel cell power generation [4,5], and shale gas purification
[6,7]. Since most of these porous media have nanoscale pores,
the predominant flow regime in them is Knudsen diffusion.
Such systems cannot be treated as a continuum flow since
molecular scale phenomena become dominant. Numerical
simulation is a promising approach for probing molecular
behavior even in complex structures. While the most widely
used method to track molecular trajectories is molecular
dynamics simulation, which solves Newton’s equations of
motion to obtain the time evolution of the positions and
velocities, its computational cost is too high for it to be applied
to porous media. Thus one simulation method commonly
used for porous media is the direct simulation Monte Carlo
(DSMC) method [8], a stochastic way to solve the Boltzmann
transport equation in Knudsen flow. The computational cost
of DSMC is low compared with molecular dynamics since
intermolecular and molecule-surface collisions are treated
by collision models rather than by rigorously solving the
equations of motion of all the atoms in the system. The
DSMC method can distinguish molecular species and simulate
molecular diffusion phenomena incorporating intermolecular
collisions. Meanwhile, the test particle method [9] and the
mean square displacement (MSD) method [10] are known to be
simpler simulation methods for solving steady state diffusion
phenomena than the DSMC method. In the test particle and
MSD methods, molecular species are not addressed explicitly;
rather, the molecular velocity and mean free path are imposed
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as constant values. Owing to their simplicity and generality,
many numerical studies on molecular transport in porous
media utilize these methods [11–15].

In addition to Knudsen diffusion, surface diffusion [16,17]
can affect molecular transport when the pore size is sufficiently
small. Here, surface diffusion is a form of diffusion in which
molecules diffuse on the pore surfaces after being adsorbed
on them. Previous experiments show that surface diffusion
contributes significantly to the overall diffusion in meso- and
micropores [18–22]. As for theoretical analyses of surface
diffusion, previous studies have focused on systems involv-
ing a simple cylinder or two-dimensional systems [23–26].
Meanwhile, numerical simulations are applicable to analyses
of not only the gas phase but also surface-phase diffusion in
complex structures. In fact, many numerical simulations of
surface diffusion have been reported [27–29]. For instance,
the relationship between tortuosity factors for gas and surface
phases was discussed by using the MSD method for surfaces
of complex porous structures [29]. These successful studies
focused on diffusion phenomena occurring only on the surface,
and did not simultaneously analyze those in the gas phase.
However, actual molecules experience repeated adsorption
(desorption) on (from) surfaces; thus gas- and surface-phase
diffusions occur at the same time. The impact of simultaneous
gas- and surface-phase diffusions on the overall diffusion coef-
ficient has remained unclear. This effect must be elucidated for
a better and more quantitative understanding of the diffusion
of molecules in porous structures.

We develop a method to simulate molecular transport
incorporating surface diffusion in addition to gas-phase dif-
fusion. The validity of the simulations is confirmed using a
simple cylindrical structure, by comparing calculated results
with theoretical solutions. By utilizing the developed method,
we examine how the surface diffusion phenomena affect the
overall diffusion coefficient in ink-bottle structures, which,
unlike a simple cylinder, exhibit surface tortuosity.
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II. SIMULATION METHODS

A. Evaluation of the diffusion coefficient

We develop two simulation methods to determine the effect
of surface diffusion on the overall diffusion coefficient. Both
methods are based on traditional simulation techniques: one,
on the test particle method [9]; the other, on the MSD method
[10]. The former technique calculates the molecular diffusivity
under a steady state. Since the results obtained by this method
have a significant dependence on the system size, a sufficiently
large computational domain in the flow direction is necessary.
Meanwhile, the MSD method involves a simulation based
on Brownian motion. This method does not yield accurate
diffusion coefficients in porous media with dead-end pores.
It has been reported that these two methods give almost the
same diffusion coefficient in porous media without dead-end
pores [11]. A convective flow is not treated in these methods,
unlike in the DSMC [30]. We first present the details of the
two methods and then explain how to incorporate the surface
diffusion phenomenon into them.

In the test particle method, the transmission probability f of
molecules from one side of an entire structure to the opposite
side at a distance Lt is calculated. Once the transmission
probability f is obtained, the diffusion coefficient is calculated
via

DTP = 1
4f Ltv, (1)

where v is the molecular velocity. As the initial state, a
molecule is introduced on one side of the simulation domain
(i.e., incident surface). The initial position is selected randomly
on the incident surface. The initial direction is determined by
the Knudsen cosine law [31]. After the initial conditions are
assigned, the molecule moves repeatedly with time steps of �t .
During its motion, the molecule may experience collisions with
background gas molecules, which are implicitly considered in
the simulation; the direction of the molecule is changed ran-
domly to imitate intermolecular collisions approximately. The
collision occurs with a probability P = 1 − exp[−v�t/�],
where � is the mean free path. The molecule also experiences
collisions with solid surfaces. After a collision with a solid
surface, the direction of the scattered molecule is reassigned
according to reflection models based on specular or diffuse
reflection. The molecular motion and these collision events are
calculated iteratively until the molecule returns to the incident
surface or reaches the opposite surface. Many particles are
introduced repeatedly to obtain the transmission probability.

The MSD method is based on the random walk of a
Brownian particle; the theoretical background of the MSD
method can be found in a previous work [32]. The diffusion
coefficient can be obtained in terms of the porosity ε of the
structure via

DMSD = lim
t→∞ ε

〈
ξ 2
x

〉
2t

, (2)

where t is the travel time and 〈ξ 2
x 〉 is the MSD of molecules in

the x direction. In the MSD method, the initial coordinate of a
molecule is chosen randomly in the voids of the structure. The
motion and collisions of the molecule are simulated in the same
way as in the test particle method, where the displacement ξx

is sampled at each time step. The molecular movement and

Gas
diffusionSurface 

diffusion

FIG. 1. Schematic of concurrent gas and surface diffusion in a
cylindrical pore. Rather than undergoing desorption immediately after
molecule-surface collision, molecules move along the surface over a
certain distance according to a given surface diffusion coefficient and
time.

collision are iterated until the total simulation time reaches a
prescribed time tMSD. The MSD is calculated by repeating the
above process, and then the diffusion coefficient is obtained
from Eq. (2). In practice, diffusion coefficients are determined
by omitting the initial rising part of the MSD and fitting the
remaining part to a linear function with respect to time.

B. Incorporation of surface diffusion into simulations

Surface diffusion is incorporated into the above two sim-
ulations, as illustrated in Fig. 1: Molecules diffuse on solid
surfaces after colliding with them, instead of being reflected
immediately as is often the case in conventional simulations.
Assuming that the direction of diffusion on solid surfaces is
isotropic, the diffusion distance r can be determined from
the probability distribution C(r), which is the solution of the
two-dimensional diffusion equation:

C(r) = r

2Dstas
exp

(
r2

4Dstas

)
, (3)

where Ds is the surface diffusion coefficient and tas is the
surface residence time. Equation (3) does not take into account
the blocking effect of molecules adsorbed on the surface [33].
tas is determined by the probability distribution exp(−t/ts)/ts,
where ts is the average surface diffusion time. Thus the surface
diffusion distance is governed by the product of the two
parameters Ds and ts. The parameters are widely changed to
quantify the effect of surface diffusion on the overall diffusion
coefficient, as demonstrated in the next section.

As discussed above, the effect of surface diffusion is
incorporated by moving the molecules on the surface by a
distance r after collision, associated with the behavior of
molecules on surfaces without forming any chemical bonds
[34,35]. The direction of surface diffusion is set to be isotropic
unless stated otherwise. Here, in the test particle method,
the surface diffusion time tas does not influence the results
because Eq. (1) does not explicitly depend on time. In the MSD
method, however, the diffusion time on the surface affects the
results since the time evolution of the displacement is tracked.
The introduction of surface diffusion results in uneven time
intervals for sampling molecular displacements, unlike in the
standard MSD method, since gas-phase diffusion is tracked at
constant intervals of �t while the surface diffusion time varies
with the probability exp(−t/ts)/ts, which is typically different
from �t . Thus we divide the elapsed time into uniform bins of
�t to determine the MSD.
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In the following section, the test particle and MSD methods
are performed for simple cylindrical and ink-bottle pores. We
set �t equal to 5.0 × 10−3 L/v, where L is the characteristic
pore length. For the reflection model, diffuse reflection is
adopted, where a molecular speed remains constant before
and after the collision with surfaces. We have dealt only with
the diffuse reflection model to extensively evaluate the surface
diffusion effect and to facilitate a comparison of numerical
results with analytical solutions. Unless noted otherwise, the
mean free path is set to infinity, which corresponds to Knudsen
diffusion. 1 000 000 and 1000 molecules are simulated for
the test particle and MSD methods, respectively, with tMSD =
2.0 × 107 �t . We note that all surfaces are constructed by
triangular elements. During surface diffusion, when a molecule
on the surface reaches the edge of a triangular element, it moves
to the neighboring triangular element. At the same time, the
direction of the molecule is changed since the normal vectors of
the two triangles are different. The new direction is determined
by rotating the old direction by the angle between the two
normal vectors.

III. RESULTS AND DISCUSSION

A. Surface diffusion effect in a cylindrical pore

To validate our simulation method, molecular transport
simulations are performed in a simple cylindrical pore. The
cylindrical pore structure is approximated by a polygonal col-
umn with a regular 36-sided polygonal cross section. We define
the diameter of the cylindrical pore Ld as the characteristic
length. The analytical solution of the diffusion coefficient in
the presence of surface diffusion in a cylindrical pore, which
holds for any Knudsen number, is given by [23,26]

D = Dg + Dsts

tg
. (4)

Here, Dg is the diffusion coefficient in the gas phase, and tg
is the average flight time between pore walls. As in the case of
Eq. (3), Eq. (4) assumes that the direction of surface diffusion is
isotropic. It is widely known that Dg and tg are equal to Ldv/3
and Ld/v, respectively, in a cylindrical pore when the Knudsen
number (Kn = �/Ld) is infinity [36]. We note that Eq. (4) is
based on the assumption that the adsorbed molecules never
affect the molecular diffusion in a gas phase, thus resulting in
an increase of diffusion paths for molecules represented by the
second term of the right-hand side.

Simulations of the test particle method are performed with
various Dsts and Kn values. It is known that the method
underestimates the diffusion coefficient when the pore length is
short [37]. Therefore, the cylinder length is set to 500Ld, which
is long enough to obtain an accurate value. The calculated
results are compared with the analytical solution in Fig. 2.
We note that the Dg and tg values substituted into Eq. (4) are
not known when Kn is finite. Thus Dg is calculated by the
test particle method without considering the surface diffusion
effect and then substituted into Eq. (4). The tg values are
sampled during the simulations, and it is found that under
any condition they are equal to Ld/v, which is the analytical
solution of tg in the case of Kn = ∞. As can be seen from
Fig. 2, the diffusion coefficients obtained by the test particle
simulation agree well with Eq. (4) when Kn is infinity, which
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FIG. 2. Dependence of diffusion coefficient on (Dsts)0.5/Ld in
a cylindrical pore, as calculated by the test particle method. The
calculated results are compared with the analytical solutions given
by Eq. (4).

indicates the validity of our simulation. As for the other Kn
conditions, the calculated diffusion coefficients agree well with
the analytical solutions in those cases, too. Thus the analytical
solution given by Eq. (4) can accurately yield the diffusion
coefficient for any Kn.

In the theoretical solutions and simulations described above,
the surface diffusion direction of a molecule is chosen ran-
domly, regardless of the incident direction. However, the
diffusion direction on the surfaces might be influenced by the
incident direction [34], since it is unrealistic to assume that an
incident molecule would lose all its momentum immediately
after collision with the surface. Our simulation method can
easily incorporate such anisotropy in surface diffusion, while
it would be difficult for theoretical models. Thus we quantify
the influence of surface diffusion anisotropy on the overall
diffusion coefficient. In the extreme case, the direction of
surface diffusion is determined completely by that of the
incident molecule. More specifically, the new direction is
assigned by projecting the direction of the incident molecule
on the surface. The surface diffusion distance is subject to the
distribution given by Eq. (3). The calculated results are shown
in Fig. 3. It can be seen that the diffusion coefficient becomes
larger by setting an anisotropic direction for surface diffusion.
Therefore, when surface diffusion has a significant influence
on molecular transport, the surface diffusion direction should

0.001 0.01 0.1 10

1

2

(Dsts)
0.5/Ld

D
/v
L d

Surface diffusion type
Isotropic, Eq. (4)
Directional

FIG. 3. Comparison of diffusion coefficients for a cylindrical pore
with isotropic or directional surface diffusion. The Knudsen number is
set to infinity. The isotropic curve is calculated from Eq. (4), while the
directional diffusion data are calculated by the test particle method.
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be considered to obtain an accurate value for the diffusion coef-
ficient. As demonstrated, it is possible to quantify the influence
of surface diffusion directionality on the diffusion coefficients,
which is not achievable by the theoretical approach.

B. Comparison of the test particle and MSD methods

In the test particle method, the calculated diffusion
coefficients do not explicitly depend on time, as shown in
Eq. (1). The individual contributions of Ds and ts to the overall
molecular transport are indistinguishable, while their product
affects the surface diffusion, as shown in Eq. (3). Meanwhile,
the diffusion coefficient obtained from the MSD method is
clearly influenced by time, as indicated by Eq. (2). Thus Ds

and ts are independent parameters, unlike in the test particle
method. This difference can be attributed to the difference
in the definitions of diffusion coefficients. Molecular flux q

can be expressed in terms of the diffusion coefficient and the
molecular concentration distribution as

q = −D
dCg

dx
, (5)

where Cg is the concentration distribution of molecules in
the gas phase. Since the concentrations at both ends of the
computational domain are implicitly imposed in the test parti-
cle method, the diffusion coefficient obtained by this method,
DTP, corresponds to the diffusivity, D, in Eq. (5). Meanwhile,
concentration can be defined in another way in the presence of
surface diffusion: It is possible to count not only the gas-phase
molecules but also those on the surface in the concentration.
The concentration distribution of molecules in both the gas and
surface phases, Ct , is related to Cg via the equation [26]

Ct

Cg
= tg + ts

tg
. (6)

Here, the above ratio is assumed to be constant at any x

coordinate. Then, q can be reformulated as

q = −Dt
dCt

dx
. (7)

The two diffusion coefficients defined in different ways
can be organized via Eq. (6). Dt in Eq. (7) is derived by
utilizing the density gradient of molecules in both the gas
and surface phases, thus representing the diffusion coefficient
per molecule. Therefore, Dt must be equal to the diffusion
coefficient obtained by the MSD method, DMSD, which tracks
the diffusion of a single molecule.

The relationship between these diffusion coefficients, D and
Dt , in Eqs. (5) and (7), is confirmed by comparing the results of
the two methods. The parameter Dsts is fixed by (Dsts)0.5/Ld =
1, with various ts/(Ld/v) values ranging from 0.001 to 10.
Figure 4 compares the results. While the diffusion coefficients
obtained by the test particle calculations are constant, those
obtained by the MSD method strongly depend on ts/(Ld/v),
as expected. The diffusion coefficients of the MSD method are
divided by (tg + ts)/tg, as expressed in Eq. (6), to elucidate
the relationship between these two methods. Here, ts/tg is
sampled during the MSD simulations. Figure 4 compares DTP,
DMSD, and DMSD[(tg + ts)/tg]−1. It is seen that the discrepancy
between the two methods can be well explained by Eq. (6).
We also confirm that the diffusion coefficient from the MSD

0.001 0.01 0.1 1 100
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D
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L d
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MSD
modified MSD 

FIG. 4. Diffusion coefficients calculated by the test particle and
MSD methods for (Dsts)0.5/Ld = 1. The modified MSD results are
obtained on the basis of Eq. (6), i.e., DMSD[(tg + ts)/tg]−1.

method converges with that from the test particle method when
ts/(Ld/v) is sufficiently small.

We investigate the individual diffusivities of the gas and
surface phases by the MSD method. The time evolutions
of the displacements contributed by gas- and surface-phase
diffusions can be sampled separately from the MSD simula-
tions. More specifically, 〈ξ 2

g 〉 and 〈ξ 2
s 〉—where ξg and ξs are

the cumulative displacement in the gas and surface phases,
respectively—are evaluated. Figure 5 shows the separated
MSDs calculated from the time evolutions of those displace-
ments. The time in Fig. 5 is the gross diffusion time in the gas
and surface phases. Here, the surface diffusion parameters are
set to Ds/(vLd) = 1000 and ts/(Ld/v) = 0.001. The separated
MSDs are clearly linear functions in the long-time region;
thus their diffusion coefficients can be easily evaluated from
the gradients. We have found that the calculated diffusion
coefficient for the gas phase is Dg/(vLd) = 0.338, which is in
good agreement with the analytical solution, Dg/(vLd) = 1/3.
On the other hand, the diffusion coefficient for the surface
phase must be evaluated from the MSD associated with the
surface diffusion time, instead of the gross diffusion time. Thus
the diffusion coefficient for the surface phase, obtained directly
from Eq. (2), is divided by the diffusion time ratio ts/tg =
0.001. The diffusion coefficient obtained is Ds/(vLd) = 1001,
which reproduces well the inputted value of Ds/(vLd) = 1000.
These results indicate that the separation of the MSD can
successfully yield the contributions from each phase.
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x2 >/

L d
2

total
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surface

slope 1.0

FIG. 5. MSDs under the conditions Ds/(vLd) = 1000 and
ts/(Ld/v) = 0.001. The contributions of gas- and surface-phase
diffusions to the overall MSD are shown separately, with dashed and
dotted lines, respectively.
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FIG. 6. Ink-bottle pore structure: (a) three-dimensional image,
and (b) cross-sectional drawing.

C. Gas- and surface-phase diffusions in the ink-bottle pore

While the cylindrical pore utilized in Sec. III B has only
a single diameter, actual porous media have a pore size
distribution. To model the tortuosity of the structures, gas
diffusion simulations are performed in the ink-bottle pores
shown in Fig. 6. We denote the diameters of the cavity and neck
by Lc and Ln, and their lengths by Xc and Xn, respectively.
The ratio of the diameters, Ln/Lc, is set to 0.2 or 0.5. The
lengths are set to Xc = 1.25Lc, Xn = 2.5Lc. We define Lc

as the characteristic pore length. The diffusion coefficients
in these structures are calculated by the MSD method. A
periodic boundary condition is imposed on the x direction.
ts is fixed at 5.0 × 10−6 Lc/v, which is sufficiently small. The
analytical solution given by Eq. (4) is only applicable to straight
structures. It can be extended to tortuous structures as [29]

D = ε

τg
Dg + 1

τs

Dsts

tg
, (8)

where τg is the tortuosity factor and τs is the surface tortuosity
factor. The trends of the calculation results are discussed on
the basis of Eq. (8). The results are fitted to Eq. (8), by treating
Dsts as an independent variable and τs as a fitting parameter.
εDg/τg is calculated by the MSD method with Ds = 0 and
ts = 0; it is then substituted into the first term on the right-hand
side of Eq. (8). As for the tg values, our simulations confirm
that they are almost independent of Ds. For Ln/Lc ratios
of 0.2 and 0.5, the tg/(Lc/v) values are 0.745 and 0.755,
respectively. Figure 7 shows that the diffusion coefficients
obtained by the simulations can be reasonably fitted to Eq. (8).
For Ln/Lc ratios of 0.2 and 0.5, the τs values are 9.0 and 3.0,
respectively. However, the curve fit for Ln/Lc = 0.2 shows
a slight deviation compared with that for Ln/Lc = 0.5 in the
region (Dsts)0.5/Lc < 1.

In the above fitting, εDg/τg and τs are assumed to be
uniquely determined by the given structures. To validate this as-
sumption, diffusion phenomena in gas and surface phases have
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D
/v
L c

0.5
0.2

Ln/Lc MSD Eq. (8)

FIG. 7. Diffusion coefficients for ink-bottle pores, calculated by
the MSD method. The results are fitted to Eq. (8). The Knudsen
number is set to infinity.

been analyzed by extracting individual MSDs of molecular
motion in gas and surface phases, as demonstrated in Sec. III B.
Since the diffusion coefficients calculated from the MSD on
the surface are equal to the second term on the right-hand side
of Eq. (8), τs can be obtained accordingly. Here we omit the
modification factor ε in Eq. (2) since this factor is irrelevant
to surface diffusion [29]. Figure 8 shows the calculated results
for τs. It is found that τs increases with increasing Dsts. When
(Dsts)0.5/Lc is less than 0.01, the τs values are slightly larger
than unity: 1.2 and 1.1 for Ln/Lc = 0.2 and 0.5, respectively.
This small difference can be explained by the directions of
the surface normal vectors. As shown in Fig. 6, there are two
kinds of surfaces: surfaces whose normal vectors are parallel
to the x direction (Sx), and those whose normal vectors are
orthogonal to the x direction (Syz). Surface diffusion on Sx

never contributes to the molecular transport in the x direction,
resulting in a slightly larger τs. In fact, the calculated values
of τs coincide with (Ax + Ayz)/Ayz, where Ax is the area
of Sx , and Ayz is the area of Syz. By contrast, the increase
in τs for (Dsts)0.5/Lc > 0.01 in the case of Ln/Lc = 0.2 is
due to another mechanism. A larger Dsts leads to a longer
surface diffusion distance, in which case molecules are more
likely to go around the circumference of the neck entrance
and be confined in the cavity. This significantly hinders the
displacement in the x direction and thus the MSD decreases.
We note that while the above fitting gives τs = 9.0 and 3.0 for
Ln/Lc = 0.2 and 0.5, respectively, the values calculated by
the MSD of surface diffusion are 4.5 and 1.9, respectively, in
the high (Dsts)0.5/Lc region. This discrepancy arises because
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FIG. 8. Surface tortuosity factors of ink-bottle pores, calculated
from surface-phase MSDs and Eq. (8).
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FIG. 9. Diffusion coefficient contributions from gas-phase diffu-
sion in ink-bottle pores.

the porosity factor ε is not considered in the evaluation of τs.
Indeed, given that ε = 0.52 and 0.625 for Ln/Lc = 0.2 and
0.5, the τs values can be said to agree well.

Next, the diffusion coefficients in the gas phase, Dg, are
evaluated by utilizing the individual MSDs. Interestingly, Dg

increases with Dsts, as shown in Fig. 9. There are two possible
reasons for this. The first is that surface diffusion changes
the correlation between the molecular velocities in the gas
phase before and after collisions with the surface. More
specifically, when molecules collide with Sx and immediately
desorb from it, the collision always results in a reduction in
molecular displacements in the x direction in the gas phase.
However, this does not necessarily happen in the presence
of surface diffusion; the correlation between the velocities in
the x direction before absorption and after desorption is not
always negative, owing to the displacement on the surface.
The second possible reason for the increase in Dg with Dsts
is the change in the probability distribution of adsorption and
desorption sites caused by surface diffusion. For example,
if the probability of desorption from Sx is raised by surface
diffusion, the expected velocity in the x direction in the gas
phase increases. In order to investigate this second possibility,
we measure the frequencies of adsorption and desorption at
Sx and Syz. We find that the probabilities of adsorption and
desorption at Sx and Syz for any Dsts simply correspond to
the ratio of the areas of these surfaces. This indicates that the
second reason cannot explain the above-mentioned tendency.
Thus the increase in diffusion coefficients in the gas phase can
be attributed to the change in the correlation of the direction
of motion in the gas phase due to surface diffusion.

As mentioned earlier in this section, it is found that gas- and
surface-phase diffusions have a mutual influence on each other

by utilizing the simulations where the molecules diffuse in two
phases alternately by repeating adsorption and desorption on
the surfaces. This effect has never been considered in Eq. (8),
where the two transports are independent of each other and thus
both εDg/τg and τs are constant for any Dsts. Nevertheless, a
fit to Eq. (8) can reasonably represent the calculation results,
as seen in Fig. 7. This is because the enhancement in surface
diffusion counteracts the suppression of gas-phase diffusion,
which coincidentally leads to a comparable overall diffusivity;
as Dsts increases, 1/τs decreases while εDg/τg increases.
Owing to this mutual influence, the type of simultaneous
calculation presented in this study is necessary for an accurate
evaluation of the diffusion coefficient in systems where both
gas- and surface-phase diffusion occurs.

IV. CONCLUSIONS

Molecular transport simulations were performed to deter-
mine the effect of surface diffusion on the total diffusivity
in simple cylindrical and ink-bottle pores. We incorporated
the surface diffusion phenomenon into the two well-known
simulation techniques: the test particle technique and mean
square displacement technique. For a simple cylindrical pore,
the diffusion coefficient in the presence of surface diffusion, as
calculated by the test particle method, successfully reproduced
the previously reported analytical solution. We also found that
the diffusion coefficients evaluated by the two methods are
related to each other through the ratio of gas- and surface-phase
diffusion times. Finally, the diffusion coefficients of gas- and
surface-phase diffusion were calculated separately for ink-
bottle pores. The individual diffusion coefficients contributed
by each mechanism clearly showed that gas-phase and surface-
phase diffusions have a mutual influence on each other. In the
presence of gas-phase diffusion, the surface diffusion is ended
by desorption before the surface tortuosity effect becomes pro-
nounced. Meanwhile, the gas-phase diffusion is enhanced by
the surface diffusion, which makes it more likely for molecules
confined in a cavity to enter the neck. Thus elucidating the
diffusion phenomenon in meso- and micropores necessitates
numerical calculations that simultaneously take account of
molecular motions in both the gas and surface phases.
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