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Correlations in eigenfunctions of quantum chaotic systems with sparse Hamiltonian matrices
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In most realistic models for quantum chaotic systems, the Hamiltonian matrices in unperturbed bases have
a sparse structure. We study correlations in eigenfunctions of such systems and derive explicit expressions for
some of the correlation functions with respect to energy. The analytical results are tested in several models by
numerical simulations. Some applications are discussed for a relation between transition probabilities and for

expectation values of some local observables.
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I. INTRODUCTION

Statistical properties of energy eigenfunctions (EFs) of
quantum chaotic systems have been studied extensively in
the past years [1-26]. They are of interest in various fields
of physics and have many applications, e.g., in statistical
and transport properties in chaotic quantum dots [27,28], in
wave functions in optical, elastomechanical, and microwave
resonators [29—-35], and in the decay and fluctuations of heavy
nuclei [36-38]. In particular, they play an important role in the
understanding of thermalization [39—43].

Due to the remarkable success of the random-matrix theory
(RMT) in the description of statistical properties of energy
levels of quantum chaotic systems [1-3,44], it would be natural
to expect that the RMT may be useful in the description of
statistical properties of EFs in these systems. Indeed, this
expectation has led to some successful applications (see, e.g.,
reviews given in Refs. [3,45]). In fact, restricted to main bodies
of EFs [5], or to the so-called nonperturbative regions of the
EFs [46,47], numerical simulations show that the distribution
of the components of the EFs has a Gaussian shape, as
predicted by the RMT. But, deviation from the Gaussian
distribution has been observed, when the tail regions of EFs
are taken into account [6].

Consistently, for EFs in the configuration space, Berry’s
conjecture assumes uncorrelated phases for their components
in the momentum representation [4]. Based on Berry’s
conjecture and semiclassical analysis, it has been found that
neighboring EFs in many-body systems predict similar results
for local observables [40]. This property, which has also been
found in a RMT study [39], is of relevance to thermalization
and, in a broader situation, is nowadays referred to as eigen-
states thermalization hypothesis (ETH) [41]. Furthermore,
when specific dynamics, e.g., periodic orbits and long-range
correlations, are taken into account, modifications should be
introduced to Berry’s conjecture [10-14].

In fact, for EFs in chaotic many-body quantum systems,
correlations more than that predicted by the original RMT
have been found and modified versions of the RMT have been
investigated [48—-51]. For example, contrary to the vanishing
correlation function predicted by the RMT, in a many-body
system with a sparse Hamiltonian matrix, nonvanishing four-
point correlations have been observed, which are of relevance
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to important physical quantities such as transition probabilities
[8]. Moreover, correlations have been studied for operators at
different times in a two-dimensional kicked quantum Ising
model [52].

In this paper, we study correlations among components of
EFs, particularly the phase correlations, in quantum chaotic
systems whose Hamiltonian matrices have a sparse structure
in unperturbed bases. Such a sparse structure is commonplace
inrealistic models. Under this structure, each unperturbed state
is coupled to a small fraction of other unperturbed states. As
a result, it is reasonable to expect certain correlations among
components of the EFs, as shown in the example mentioned
above in Ref. [8]. We derive explicit expressions for some
of the correlation functions and test the results by numerical
simulations. We also discuss some applications of the results.

The paper is organized as follows. In Sec. II, we discuss
the models to be employed. Section III is devoted to generic
discussions for the type of correlation functions to be studied.
Then, some specific correlation functions are discussed in
Sec. 1V, for the case in which the perturbation matrix has
elements with a homogeneous sign. The case with nonhomo-
geneous signs of the matrix elements is discussed in Sec. V.
Some applications are given in Sec. VI for a relation between
some transition probabilities, as well as for expectation values
of some local observables. Finally, conclusions are given in
Sec. VIIL

II. MODELS EMPLOYED

We consider quantum chaotic systems, for each of which
the Hamiltonian is written as H = Hy + V, where H, is an
unperturbed Hamiltonian and V indicates a perturbation. We’1l
employ four models in our numerical simulations. Parameters
in the four models are set such that they are in the quantum
chaotic regime, in which the distribution of the nearest-level
spacings is close to the prediction of the RMT.

The first model we consider is a three-orbital LMG model
[53]. This model is composed of 2 particles, occupying three
energy levels labeled by r = 0,1,2, each with © degeneracy.
Here, we are interested in the collective motion of this model.
We use €, to denote the energy of the rth level and, for brevity,
we set €9 = 0. The Hamiltonian of the model is written as

H=H +V, (D
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where Hy and V are the unperturbed Hamiltonian and the
perturbation, respectively,

4
Hy = €K + €K, V=ZM,V(’). )
=1
Here, K,, represents the particle number operator for the level
r and

VO = K10K1o + Kot Ko, V® = KaKa + K2 Kon,
VO = K31 Ky + KoKz, VY = K12K o + Ko K21, (3)

where K,; with r # s indicate particle raising and lowering
operators. In our numerical simulations, the particle number
is set Q =40, as a result, the Hilbert space has a dimen-
sion 861. Other parameters are €¢; = 1.10, €, = 1.61, u; =
0.031, ur, = 0.035, w3 = 0.038, and 4 = 0.033. In the com-
putation of the correlation functions, averages were taken over
50 perturbed eigenstates | E,) in the middle energy region.

The second model is a single-mode Dicke model [54,55],
which describes the interaction between a single bosonic mode
and a collection of N two-level atoms. The system can be
described in terms of the collective operatorj for the N atoms,
with

A
J;
z

N N )
Y80, =) s, )
i=1 i=1

&)

where §,, . are Pauli matrices divided by 2 for the ith atom.
The Dicke Hamiltonian is written as [55]

A
H = wyJ. + wa'a + ﬁ(af +a)J+J). (5

In the resonance condition, wy = w. The operators J obey the
usual commutation rules for the angular momentum,

[Jo,Jel=xJs, [y, J_1=2J.. (6)

‘We write the Hamiltonian in the form H = Hy + V,with Hy =
woJ; + wa'a. In numerical simulations, we take N = 40 and
A = 1, and the particle number of the bosonic field is truncated
at n = 40.

The third model is a modified X X Z model, called a defect
X X Z model [56], in which two additional magnetic fields are
applied to two of the N spins in the X X Z model,

H = s} + [ias;

N—1
F I ) s @)
i=1
Without the additional magnetic fields, the system is inte-
grable. We also write H = Hy + V, where
N—1
Hy = Mls; + M4s? + Z usésé“. (8)
i=1
The total Hamiltonian H is commutable with S,, the z
component of the total spin, and we use the subspace with
S, = —2in our numerical study. Parameters used in this model
are N =12, u; = u4 =0.444, un = 0.5, and J = 1.4.
The last model we employ is a modified one-dimensional
(1D) Ising chain in transverse field, called a defect Ising
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model [57], with the Hamiltonian
N—1 N
H = us!+ past + ) Lsis 42> sl (9)
i i=1

In the formof H = Hy + V,
N-1
Hy = ,uls; + ,u,4sj + Z st;séﬂ. (10)
Parameters used in this model are N = 10, u; = uq4 = 0.444,

J. = 1, and A = 0.45. The open boundary condition has been
used for the last two models discussed above.

III. GENERIC DISCUSSIONS ABOUT
CORRELATION FUNCTION

In this section, we discuss the type of correlation function
to be studied in this paper. We use |E,) and IE?) to denote
eigenstates of the perturbed Hamiltonian H and of the
unperturbed one H, respectively,

H|E,) = Eq|Es), Ho|EP) = E°|E?), (11)

with eigenenergies in increasing order, and use V;; to denote
elements of the perturbation, V;; = (E?|V|E;.)). We assume
that the perturbation V has a sparse structure in the eigenbasis
of Hy, that is, V;; = 0 for most of the pairs (7, j). (All four
models discussed in the previous section have this property.)
We also assume that the perturbation has vanishing diagonal
elements, V;; = 0 [58]. The expansion of |E,) in |E?) is
written as

|Ea) =) Cui| EY), (12)

where the components C,; = (EiO|Ea) give the EF. For the
sake of simplicity in discussion, we assume that the system
has the time-reversal symmetry and the elements V;;, as well
as the components C,; are real.

Physically, the following transition amplitude is of interest:

Fij(1) = (E]|UW|E), (13)
where U(t) = ¢!, Straightforward derivation shows that

Fij(t) =) e Cyj Cai. (14)
When the time ¢ is not long, neighboring levels E,, give similar
contributions to the phase of e 7*£«’, Suppose that the average of
C,jCqi over neighboring levels can be approximately treated
as a smooth function of the energy E,, denoted by C(E,),
which approximately holds for most EFs in quantum chaotic
systems. Then,

Fij(t)%ZquatC(Ea)* /dEef"E’C(E)p(E), 15)

o

where p(E) indicates the density of states. Therefore, knowl-
edge about the function C(FE), which is in fact a correlation
function, is useful in the study of physical quantities such as
transition probabilities.

For the above-discussed reason, we study correlation
functions as an average of C,;C,; with respect to the energy.
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FIG. 1. Averaged shapes of EFs in the four models as functions
of the energy difference ¢, in the logarithmic scale. The average was
taken over 50 EFs in the middle energy region in each model. The
four models are (a) LMG model, (b) Dicke model, (c) defect XX Z
model, and (d) defect Ising model. The vertical straight lines indicate
edges of nonperturbative (NPT) regions (see the Appendix for the
definition of NPT regions).

It is known that, usually, the EF of |E,) is approximately
centered at E,, (see Fig. 1 for examples of the averaged shapes
of EFs). Therefore, it is convenient to consider correlations
as functions of the energy difference between perturbed and
unperturbed states, namely, as functions of &, = E,O — E,.
The average, which is used in the computation of the
correlation functions, is taken over the perturbed energy E,, for
a fixed value of €. Determination of the label / will be specified
below, when discussing specific correlation functions.

We find that correlation functions behave differently for
labels i and j coupled in different ways. Therefore, we
study correlation functions according to the ways of coupling.
Specifically, we use S, to denote the set of those pairs (i, j),
for each of which the two unperturbed states |Ef)) and |E?)
have an “n-step” coupling, that is,

Sn - {(l,]) : (Vn)ij 750, (Vm)ij =0 forO<m<n } (16)

We call a correlation function, which is computed for pairs
(i,j) belonging to a given set S,, an nth-order correlation
function.

For example, the first-order correlation function is defined
by

Ci(e) = (CoiCoj)/T(e)  for (i,)) € S, a7

where I1(¢) indicates the averaged shape of the EFs, I1(¢) =
(|C4i]?). Here and hereafter, for an average indicated by ( ), we
take |E,0) = |E?) for g, discussed above. The second-order
correlation function is defined by

Ca(e) = (CuiCoj) /TI(e)  for (i, ]) € S, (18)

where the prime in ()’ indicates an average for which the labels
l'in gy satisfy V;;V;; # 0.

The average shape of the EFs, namely, I1(¢), are plotted
in Fig. 1. In both the LMG and the Dicke models, Il(¢)
has a platform in the central region, with long tails decaying
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exponentially, while it is approximately exponentially local-
ized in the defect Ising model and is partially so in the defect
XXZ model. This difference is related to the fact that the
Hamiltonian matrices in the two former models have a clear
band structure, but those in the two latter models do not. In
all four models, the main bodies of the EFs lie within the
so-called nonperturbative (NPT) regions of EFs [46,59], which
are predicted by a generalized Brillouin-Wigner perturbation
theory [22]. Edges of the NPT regions are indicated by vertical
dashed lines in Fig. 1. (See the Appendix for the definition of
NPT regions of EFs.)

IV. CORRELATION FUNCTIONS FOR V;;
WITH HOMOGENEOUS SIGN

In this section, we discuss correlation functions for per-
turbations V, whose nonzero elements have a homogeneous
sign.

A. First-order correlation function

To find an expression for the correlation function C(g),
let us write the stationary Schrodinger equation, H|E,) =
E,|E,), in the form

1
Cai = - ViiCyqj, 1
Eqi Z ]C ! ( 9)
JE8i
where g; indicates the set of those labels j for which V;; are
nonzero, namely,

g =1{j: Vi #0} (20)

Multiplying both sides of Eq. (19) by C,;, then taking the
average ( ) one gets

1—

(ICail?) = == N(Vyj Cai Cay), @n
where N = () jeg 1) 1s the average number of coupling to
one unperturbed state. For quantum chaotic systems, when the
fluctuations of nonzero V;; are not very strong, the average
over V;;C,;Cy; can be taken separately for V;; and Cq;Cy;,
giving

(VijCaiCaj) 2 V{CaiCaj), (22)
where V = (V;;) for V;; # 0. Then, Eq. (21) gives [60]

Ci(e) ~ —VS—N. (23)

An interesting feature can be seen from Eq. (23), that is,
in the case that V and N change slowly with ¢, the first-order
correlation function C; is almost linear in . Thus, at £ close to
0, the two components Cy; and C,; have almost uncorrelated
signs, while, for |¢| not small, |C; | can be obviously larger than
zero and Cy; C,; tend to have the same sign as [—esgn(V;;)].

Numerical simulations have been performed in the four
models discussed previously to check the predictions given
above. In all four models, nonzero V;; have the positive sign.
In the two defect spin models, nonzero elements V;; share
the same value, and good agreement between direct numerical
simulations and the prediction of Eq. (23) has been observed
in the whole regime of ¢ (Fig. 2).
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FIG. 2. The first-order correlation function C; in Eq. (17) for
(i,j) € Sy, as afunction of the energy difference ¢, in the four models.
Solid curves indicate predictions of Eq. (23). (See Fig. 1 for the
meaning of the vertical dashed lines.)

In the two models of LMG and Dicke, nonzero elements V;;
have fluctuations, being stronger in the LMG model. In these
two models, the agreement between numerical simulations and
analytical predictions is good in the central region of the EFs,
but it is not so good in the long-tail regions with large |e|. For
comparison, we have also computed the correlation function
for the set composed of all the pairs (i, j) and found that it is
close to zero as predicted by the RMT, except in the long-tail
regions of the EFs in which some perturbative treatments can
be valid [8,22].

B. Second-order correlation function

To find an expression for the second-order correlation
function, let us consider a label k, for which Vj,Vj; # 0.
Making use of Eq. (19), one gets

|C0tk|2 82 Z |Vk1| |Cal| + 8_ Z Vkl Vk]CD[lCaj

i ak i#]

(24)

Taking the average ( )’ on both sides of Eq. (24) and following
arguments similar to those leading to Eq. (23), one gets

vz W
I(e) =~ g—zl'ld(e)N + 8_2N(N — 1)(CoiCaj), (25)

where V2 = (V3), W = (Vi;Vi;)', and Tu(e) = (|Cuil®)'-
Note that IT,(¢) 1s not exactly the same as I1(¢).

Writing I1,(e) = nIl(e), we get the following expression
of Cy:

2 _ V2N
Coe) ~ £ — YN (26)
W NN —1)

showing a quadratic dependence on ¢. According to Eq. (26),
the two components C,; and Cy; of (i,j) € S; have a sign
correlation different from that for (i, j) in the set S; discussed
above. For example, for ¢ around 0, the average of Cy; C,; of
(i,j) € S, has a minus sign.
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FIG. 3. Similar to Fig. 2, but for the correlation function C, in
Eq. (18) with predictions given by Eq. (26).

Numerical tests for the prediction in Eq. (26) are shown in
Fig. 3. Similar to the case of first-order correlation discussed
above, in the two defect spin models, good agreement has
been observed in the whole regime of €. In the two models of
LMG and Dicke, the agreement is relatively good in the central
region of the EFs, but is not good in the long-tail regions with
large |g].

V. CORRELATION FUNCTIONS FOR V;;
WITH NONHOMOGENEOUS SIGNS

In this section, we discuss the case that nonzero elements
V;; have both positive and negative signs. In this case, nonzero
Vij have quite strong fluctuations, such that Eq. (23) does not
hold.

We find that sign correlation still exists among C,; and
C,j, for those unperturbed states that are coupled by the
perturbation V. To see this point, let us divide the set S;
into two subsets according to the sign of V;;, denoted by
S1 , respectively. We use C to denote the corresponding
(first-order) correlation functlons, defined by

Cif = (CuiCyj)*/TI(e) for (i, ]) € ST. 27)

Following arguments similar to those leading to Eq. (23), one
gets

ViN,CI+V_N_C; ~ —s, (28)

where V. and N are defined in a way similar to V and
N discussed previously, but with respect to the sets S,
respectively.
Let us define a correlation function weighted by the sign of
Vi, denoted by Cl,

Cr = (sgn(Vi))CaiCaj)/TI(e), (Gj) €81, (29)

Similar to Eq. (23), it is found that

Ci(e) ~ —e(IVIN) . (30)

where [V = (|V;; ).
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FIG. 4. Similar to Fig. 2, but for the correlation functions C;® in
Eq. (27) and 51 in Eq. (29) in modified versions of the four models,
in which 30% of the nonzero V;; are negative. The solid curves are
given by the theoretical prediction on the right hand side of Eq. (30).

For the simplicity in discussion, let us consider the specific
case that V. = —V_ = |V|. Then, Egs. (30) and (28) give

NC, ~N,Ci —N_C;. (31)

Noting that N, + N_ = N, it would be reasonable to expect
that

C~Cf~—Cy. (32)

This suggests that, for pairs (7,j) in the set Si, CgiCy;j
tend to have the same sign as [—esgn(V;;)]. Note that this
phenomenon has also been observed in the homogeneous-sign
case discussed in the previous section [see Eq. (23)].

To test whether the expectation in Eq. (32) is correct, we
have studied modified versions of the four models discussed
above, changing the signs of a percentage of randomly chosen
nonzero elements V;; to the negative one. For brevity, we call
the models thus obtained the random LMG model, and so on.
Our numerical simulations confirm the validity of Eq. (32)
in all four modified models and show that Eq. (30) works
well except in the tail regions of the EFs in the LMG and
the Dicke models (Fig. 4) [61]. The sign correlation between
C,; and C,; has been observed in a direct computation of the
following quantity:

Csign = (Sgn(cai Caj )Sgn( Vij))s

As seen in Fig. 5, the sign correlation increases with increasing
le].

for (i,j) € S;. (33)

VI. APPLICATIONS

In this section, we discuss two applications of the results
obtained in previous sections. One is for a relation between
some transition probabilities (Sec. VI A) and the other is for
expectation values of some local observables (Sec. VI B).

A. A relation between two transition probabilities

Let us consider the transition probability from an initial
state | E}) to all those states |EY), which are directly coupled

FIG. 5. Sign correlation between directly coupled components of
the EFs, with Cy,, defined in Eq. (33).

to |E?) by the perturbation V, namely, with V;; # 0. Denoting
this probability by F;(t), it is written as

Fi(t) =Y |F;0)P,

JEi

(34)

where Fj; is the transition amplitude in Eq. (13). For simplicity
in discussion, we consider a case satisfying the following
requirements: (i) nonzero elements V;; are close to each other,
(ii) the values of |C,j| do not have large fluctuations with
respect to the label j, and (iii) the ¢ dependence of V and N
can be neglected.

Let us first discuss variation of F;; with j. To this end,
noting that E, = E? — &4;, we write F}; as

igqit | —iE%
Fij = (E Ca,'Caje o )e i,
o

According to Eq. (23), Cq; Cy; are on average proportional to
—e&Il(e), hence, the main contribution to F;; should come from
those perturbed states | E,) for which |e,; [1(&,;)| are large. For
these perturbed states, as discussed previously, C,; Cy; tend to
have the same sign as (—¢&,; V;;). Noting the homogeneousness
of the sign of nonzero V;; and the smallness of the fluctuation
of |C,j| with j, itis seen that, on average, F;; do not have large
fluctuation with j for j € g;.

Then, we get the following approximation for these labels j:

(35)

1
Fi()~ =" Fy, (36)
N “
J €8
and, as a result, the following expression of F;(t):
2 2
—| 1 1 .
Fi H=N|= F’ == Caica‘elgwt 37

J'esi o jegi

Due to the assumed small fluctuation of nonzero
Vij, Fi(t) can be further written as F;(t) >~

%%Za Y \/,-jCaije"EM’|2. Finally, making use of
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Eq. (19), one gets the following expression,:

2
11 ,
Fi(t) ~ =|= €0i|Cui zelaﬂ"t
() ~ |7 Xa: |Cai
1 3s;(1))2
~_ ‘ S()‘, a8)
N(V)2l ot
where s;(¢) is defined by
5; (1) = <E?}e—i(H—E?)t|Elp). (39)

It is easy to see that, apart from a phase factor, s;(¢) gives the
survival probability amplitude for the initial state.

To test numerically the prediction of Eq. (38), we consider
the Dicke model and the defect XXZ model. (The LMG
model and the defect Ising model do not meet the requirements
discussed above.) Numerical simulations show that Eq. (38)
works well in the Dicke model and works approximately in the
defect X XZ model (see Fig. 6 for two examples). Examples
for the survival probabilities in these two models are shown in
Fig. 7.

B. Expectation values of some local observables

In another application, we consider the expectation values
of s’ and of s's'™! in the defect Ising model, i.e., (Eq|s'|Eq)
and (E,|sisit'|E,). Due to the fact that s’ is a part of the
perturbation V [see Eqgs. (9) and (10)], V = A Z,N=1 st, these

X?
expectation values can be related to the first- and second-order
correlation functions given previously.

First, the quantity (E, |sj; |E) can be expressed as

(Ea|si|Ea) = Ca(st) Car- (40)
k.l

PHYSICAL REVIEW E 96, 052221 (2017)
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FIG. 7. Variations of the survival probability |s(t)|> under the
same initial conditions as those for Fig. 6.

For each given label k, there is only one label /, denoted by I,
for which (si ) # 0; and for these labels (s );; = 0.5. Then,
one gets

. 1 1
(Eo|si|Eq) = 3 ij CakCat, > 5 ijcl(eakm(eak). 1)
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FIG. 8. Expectation values of two local operators for eigenstates
|Ey) in the Defect Ising model, with spin number N = 14. Top:
Expectation values of s! (solid circles). The solid curve indicates
predictions of Eq. (42). Bottom: Expectations values of s!s2, with
predictions given in Eq. (44). In the numerical simulations, each
solid circle was obtained by taking average over 128 neighboring

EFs.
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Substituting the expression of C;(¢) in Eq. (23) into Eq. (41),
we get

. 1
Eas)'c E,) ~—— ek I1(Eqr). 42
(Eqlsi|Eq) AN;  T(Ear) 42)

Similarly, (E,|s’sit!

P itl . it
<Ea|s)lcsjl(+ |Eot> = Z Cak(s)lc)kln(sjc+ )mlCal
k,m,l

= % ; Cak, Cal,, = i ; [1(eam)Ca(Eam),

|Ey) can be written as

(43)

where k,, and [,, indicate those values of k and [ for which V,,
and V,,; are not equal to zero. Substituting the expression of
Cy(e) in Eq. (26) into Eq. (43), after some algebra, we get

. I1 2 0.25
(EqlsisiTHE,) ~ Zm_ (i‘”")go”" - =
AZN(N — 1) N -1
We have tested the predictions in Eqgs. (42) and (44) numer-

ically. As shown in Fig. 8, the numerical simulations are in
good agreement with the analytical predictions.

(44)

VII. CONCLUSIONS

In summary, in this paper, we have studied correlation
functions with respect to the energy difference between
perturbed and unperturbed states, in quantum chaotic systems
whose Hamiltonian matrices have a sparse structure in the un-
perturbed bases. Analytical expressions have been derived for
some correlation functions and have been tested in numerical
simulations performed in four models. Applications are give
for transition probabilities, as well as expectation values of
some local observables. It should be reasonable to expect that
more applications may be found in future investigations.
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APPENDIX: GENERALIZED BRILLOUIN-WIGNER
PERTURBATION THEORY (GBWPT)

In this Appendix, we recall the definition of (NPT) regions
of EFs [59]. Consider a Hamiltonian of the form

H=H +V, (AL)

where Hj is an unperturbed Hamiltonian and V represents a
generic perturbation. Eigenstates of H and H, are denoted by
|y and |k), respectively,

Hla) = Eqla), Holk) = E{|k), (A2)

with labels « and k in energy order.

As shown in a generalized Brillouin-Wigner perturbation
theory [22], for each perturbed state |«), the set of unperturbed
states |k) is divided into two substates, denoted by S, and S,,.
The related projection operators,

P, = Y 1K)kl 05, = Y Ik)kl =1~ Pg,,

lk)€s, k) €S,

(A3)

divide the perturbed state into two parts, |as) = Ps,|o)
and |as) = Qg |o). If this division satisfies the following
condition:

,,IEEO@KTJ)"TJW) =0 Vig), (A4)

where

1
Ty = —Q0< AV,
“ = E—Hy 2%
then, making use of the part |«y), the other part |o5) can be
expanded in a convergent perturbation expansion, i.e.,

(A5)

los) = Tlots) + Tilos) + -+ T2 latg) + - - (A6)
Writing S, in the form
Se = {Ik) 1 ki <k < ko), (A7)

the smallest set S, that satisfies the condition (A4) is called
the nonperturbative (NPT) region of the state |«).
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