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Properties of helium atoms in the solid phase are investigated using the multiweight diffusion Monte Carlo
method. Two different importance function transformations are used in two series of independent calculations.
The kinetic energy is estimated for both the solid and liquid phases of *He. We estimate the melting and freezing
densities, among other properties of interest. Our estimates are compared with experimental values. We discuss
why walkers biased by two distinctly different guiding functions do not lead to noticeable changes in the reported
results. Criticisms concerning the bias introduced into our estimates by population control and system size effects

are considered.
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I. INTRODUCTION

The systems formed by helium atoms are among the most
studied in condensed matter physics. Nevertheless, even after
decades of research, solid “He continues to produce surprises
[1]. Two of the phenomena challenging both experimentalists
and theoreticians are *He mass flux through solid helium [2,3]
and giant plasticity [4]. Much more work is needed in order to
unravel all the properties of quantum crystals made from *He
atoms.

In the last several decades, a variety of models based on
wave functions of the Jastrow-Feenberg [5] form have been
proposed to deepen our understanding of solid *He [6-8].
Its simplest description is given by the Nosanow-Jastrow
(NJ) wave function. It is built by a product of factors, one
that correlates pairs of particles and another which localizes
atoms around lattice sites chosen a priori. The explicit
inclusion of three-body terms [9] and the introduction of
the basis set approach [7] significantly improved the results
[10]. In an alternative approach, the ideas introduced by
shadow wave functions [11] avoided some difficulties of the
previously mentioned trial functions. Instead of one-body
terms which destroy fundamental properties of the system,
such as symmetry under particle exchange and translational
invariance, a set of auxiliary variables integrated within the
whole space was used. This successful class of wave functions
considers implicit correlations up to the number of particles in
the system.

Not long ago the symmetric Nosanow-Jastrow (SNJ) trial
wave function was introduced [6] into the literature. This
ansatz made it possible to symmetrize the Nosanow one-body
term without using a permanent. This avoids the associated
burden found in most calculations that use a permanent in the
symmetrization of a wave function. It gave impressive results
in the variational study of the helium quantum solid-liquid
phase transition [12]. Results obtained with the SNJ and NJ
trial functions can be quite different. See, for instance, the
one-body density matrix produced by these trial functions [6].
The SNJ shows an off-diagonal long-range order whereas the
NI trial function does not have this property.

Development of variational wave functions continues to
be a topic of interest in the literature. For instance, Lutsyshyn
[13] generalized the SNJ trial function to describe coordination
shells in the liquid phase of systems formed from *He atoms.
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Very recently [14], a systematic discussion of the lowest-order
constrained variational method [15] led to a construction of
high quality two-body factors. Hopefully those efforts together
with this paper might give hints for the construction of a
wave function, where a solid phase emerges as a consequence
of a symmetry breaking due to many-body effects, without
an a priori chosen crystalline structure or a set of auxiliary
variables.

Properties of physical interest associated with these wave
functions are efficiently computed by the variational Monte
Carlo method. This is one of the simplest approaches for
dealing with quantum many-body problems. An upper bound
of the ground state energy of the system can be determined
by the optimization of the variational parameters. In spite of
many insights that this method is able to give, two issues need
to be considered. The first one is how to increase the accuracy
of the variational functions through functional forms that
more realistically reflect the actual properties of the system.
The second one is the optimization of parameters. However,
note that these issues have been alleviated to some degree by
the basis set approach [7] and by the development of efficient
optimization methods; see, for instance, Ref. [16].

The variational method is important due to the insights it
brings to enlarge our comprehension of numerous problems.
Moreover, the resulting trial function associated to this method
is a very important ingredient of the diffusion Monte Carlo
(DMC) method used in this paper. The DMC is an “exact”
method at zero temperature. Using configurations drawn from
a trial function it projects out the ground state of the system.
Additionally, in many cases it is crucial to use a trial function
as a guiding function, biasing the random walk into important
regions of the configuration space. It is relevant to stress that
the algorithm is insensitive to a particular guiding function
used in the importance sampling transformation, as long it does
not exclude significant regions of the configuration space.

The importance sampling transformation has a zero vari-
ance property; i.e., as a guiding function converges to the
ground state wave function, the local energy goes to the
eigenvalue E of the ground state in the entire configuration
space [17-19]. This can only be accomplished by a symmetric
wave function if the system obeys the Bose-Einstein statistics.
These transformations are particularly simple and useful for
the study of systems formed by “He atoms. This is because, in
accordance with Feynman [20], the ground state of a system
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formed from bosons can be described by a real wave function
without nodes. Moreover, as the guide function becomes more
realistic, the statistical uncertainties of the results decrease
and the convergence to the ground state is faster. It is also
well known that in certain situations small adjustments in
the guide function may produce significant changes in the
results; consider, for instance, the consequences of small
displacements in the nodal structure of a guide function in
simulations of systems formed from fermions [21].

The aim of the present paper is twofold. Since the role of
statistics is crucial for systems like those formed from “He
atoms [22], we want to understand how the implementation
of the SNJ guiding function will affect DMC results, which
are often obtained considering only the simpler NJ. It is also
our aim to learn about the accuracy of our implementation of
the diffusion Monte Carlo method, with respect to bias in the
results due to both the system size and the number of walkers
in the simulation.

In this paper, both NJ and SNJ are used as guiding functions
in two series of independent calculations. Several physical
properties of systems of “*He atoms in the solid phase were
computed, and the results were analyzed to show possible
changes due to these two quite different guiding functions.
We compute the pressure at which the solid-liquid quantum
phase transition occurs by evaluating the Gibbs free energy
of the system. This thermodynamic analysis will also allow
the calculation of the melting and freezing densities. The
estimated values of these properties are also compared with
those obtained by the more common Maxwell double tangent
construction.

Another quantity we estimate is the kinetic energy. Its
calculation, performed using the multiweight diffusion Monte
Carlo method [23], can be made practically without any
additional computational cost when evaluating the ground
state energy. This is an attractive quantity to estimate because
it is one of the most widely studied properties of *He in
experiments using neutrons [24]. Additionally, this quantity
might be technically relevant in the context of Monte Carlo
projection methods. Possibly, the total energy calculation
might have a bias proportional to the expectation value of
the kinetic energy [25].

Population control bias and size effects are two factors that
could impact our conclusions and for this reason we have
carefully considered them in our paper. For the many-body
system in our study the importance sampling transformation
seems to be essential and does not affect the results within the
statistical uncertainties. Nevertheless it has been noticed [26]
that importance sampling transformations performed in DMC
calculations may bias the results.

Our paper is organized as follows. In the next section we
give the description used to characterize the helium atom
system we are considering. In a subsection we give details
about the guiding functions used in our calculations. The
standard DMC method can be seen as a particular case of the
multiweight DMC used to implement the Feynman-Hellmann
theorem [27] through which we compute the kinetic energies.
Therefore we decided to give a brief account of the diffusion
Monte Carlo with the multiweight extension. Then we discuss
how the simulations and the bias analyses were performed.
In Sec. III, we present equations of state for both the liquid
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and solid phase used to estimate the melting and freezing
transitions. The total, kinetic, and potential energy estimates
are also given. In the last section, we discuss the relative merits
of the two guiding functions we have analyzed.

II. METHOD

Properties of systems formed from *He atoms can be
estimated by considering the Hamiltonian

RN
H=—%§v,. + Y V), (1)

i<j

where N is the number of atoms and V(r;;) is the interaction
potential that depends only on interatomic distance r;; =
Ir; —r;|. We have considered the analytic representation of
the potential using the damped Hartree-Fock-dispersion form
dubbed HFD-B3-FCI1 proposed by Aziz and coworkers [28]:

2
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where r,, is the minimum of the potential. The values of the
parameters €, A, «, B, and C; can be found in Ref. [28]. The
function B(x) = exp[—(% — 1% depends on parameter D. It
dumps the dispersion coefficients C; if x < D, otherwise it is
equal to 1.

Diffusion Monte Carlo is the standard method to determine
the ground state energy of this system. This is accomplished
by the simulation in imaginary time of the corresponding
classical diffusion process with a source V(r). In general,
this process needs to be guided by a trial wave function
YG(R) able to give a meaningful description of the ground
state. For efficiency, branching of configurations is introduced
to avoid the burden of keeping configurations that do not
give practically any contribution to the results. After a long
enough “time,” configurations are distributed according to
Yo (R)Yo(R), where ¥(R) is the ground state eigenfunction
of the Hamiltonian, Eq. (1).

A. Guiding functions

In the solid phase, we have considered runs using the
NIJ guiding function and another independent series of runs
employing SNIJ. For our purposes, a guiding function of the
Jastrow form 1;(R) in the liquid phase is enough.

1. The Nosanow-Jastrow function

The Nosanow-Jastrow wave function is the simplest form
that is able to give meaningful results for helium atoms in the
solid phase. It is formed by a product of factors that correlate
pairs of atoms multiplied by a product of one-body terms that
localize the atoms in an a priori given crystalline structure, of
sites {l;}:

Uny = ¥y (R)P(R), 3
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N b 1 5
¥ (R) = Hexp[—z (r—) } )
ij

i<j
N

P(R) = Hexp[—;ri - 1,-|2]. (5)
i=1

In the above expressions R = {ry, ...,ry}, b, and c are pa-
rameters. Note that this guiding function is neither symmetric
under particle exchange nor translational invariant.

2. The symmetric Nosanow-Jastrow function

This is a symmetric guiding function that, nevertheless, is
not translational invariant:

Wsni(R) = WJ(R)l_[ Zexp[—glri - lj|2:|. (6)
i

In this function any atom can be found around any lattice
site. The product of the sums gives all the terms that consider
permutations of particles and sites plus terms where a single
particle can be around different lattice sites. The last terms
will almost surely be small compared with those that take
into account legitimate permutations. In general, this is true
because if a particle is near a given lattice site it cannot
be simultaneously near another one. It is also important to
note that we will never find an empty site. In this function,
the occupancy of the sites is constitutively imposed by the
product of Gaussian factors. If this condition is not met, the
system goes to a liquid or glassy phase [6].

B. The diffusion Monte Carlo method with multiweights

In a standard DMC calculation, the estimation of quantities
that do not commute with the Hamiltonian is less than
optimal. For instance, the kinetic energy can be obtained by
extrapolation [29]. However, this introduces a bias due to the
need for a variational estimation of this quantity performed
with ¥g. In this case, an alternative is to implement the
Feynman-Hellmann theorem using the multiweight DMC
method. It allows us to obtain the kinetic energy from the
estimated values of the potential and total energies, without
the above mentioned bias. The multiweight DMC method is
easily implemented and is used in this paper.

The Feynman-Hellmann theorem allows the potential en-
ergy Ep to be computed by the derivative with respect to a
parameter A of the expected value of the Hamiltonian where
the substitution V. — AV was applied:

= 11.51

d
Ep = —(H®))
F _ dA

dr ’ @)

A=l

with the brackets denoting averages over configurations and
E* the total energy. Finally the kinetic energy E is computed
through

Ex = E*=D — Ep. (8)

In the implementation of the Feynman-Hellmann theorem
through the multiweight extension of the DMC method, three
different weights are associated to a given configuration or
walker. The weights are computed forthe A = {1 — §,1,1 4 6}
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values, where § is a parameter small enough for the numerical
derivatives about A = 1 to be computed with the necessary
accuracy. Our results are insensitive to a particular value
chosen for §. The weights are independently treated and
the total energies of the systems are computed for each
Hamiltonian H(A). Of course, a total energy corresponding
to a particular value of A should agree within statistical
uncertainties, with the result obtained by the standard DMC
simulation using the Hamiltonian H(}).

A single set of walkers is generated for all Hamiltonians
H(}). In this way, the total energies E* will have correlated
statistical fluctuations. Therefore, the numerical derivatives
required by the Feynman-Hellmann theorem can be performed
with the needed accuracy.

The drift of a given configuration R can be kept unique with-
out any difficulty for all the values of A. A new configuration
R’ is sampled from R according to the standard procedure:

_3N/2
GaR.R) = (471DA1’>

IR —R— DAtF(R)|2:|, 9)

xexp| —
Xp[ ADAT
where D = h? /2m is the diffusion constant, At is the “time”
step, and F = 2V In Wg.

The three weights @™ associated to a given walker are
updated in the usual way o* = oG} (R,R’) using the factors

2

Ae F T ’
G,(RR) = exp[—%[Eﬁ(R) +E;(R) — 2Et);ia1]:|‘
(10)

In this expression, E+ = H(M)Wy /Wy are local energies and
E}. , are trial energies. We compute the weights, considering
the actual time step in which the atoms are diffusing. The
effective time step we use is given [19] by

(AR

a“)m, (11)

ATl = AR

where ((AR)2..) is the mean-squared distance effectively
accepted in the diffusion process of the atoms and ((AR)?)
is the proposed value of this quantity.

The energies E} in the £th generation are calculated using
the weights o] and the local energies for all walkers R;:

WalHWIWVo) o _ 2 of EMRy)
(¥ |¥o) ¢ Yook

Once the total energies are estimated, the kinetic and potential
energies are computed through

12)

146 1-6
Ep = E€+ — EK
P = 28 ’

After a simulation reaches equilibrium, the total, kinetic, and
potential energies are blocked and uncertainties estimated. In
our calculations we have set § = 1074

The walker displacements and the estimates of E} conform
with the standard DMC method. The second step for a new
generation of walkers, the branching (birth-death process), is
needed to avoid keeping walkers with very little weights, which

Ex =E}~" — Ep. (13)
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at the end of the calculation do not contribute to the results.
With minimal generalizations, this step also follows common
rules in the literature [30].

(1) A walker is copied if all of its weights are greater than
2. Each copy bears half of the original weights.

(ii) Walkers with at least one weight between a threshold of
wyr and 2 are kept without changes.

(iii) Walkers with all of their weights less than wy, are
candidates to be combined according to the following rules.
For a given walker i and each value of X, the weight a)j\ is
treated independently of the other walker weights. If walkers
i and j satisfy the condition of being combined, then with

A
probability —= the weight w} + w?; is attributed to walker i
i j E
and the value zero is attributed to walker j. The sum of weights

is attributed to walker j with probability 1 — wfufw} and the
value zero is attributed to walker i. If for a particular A the
sum of the two weights is equal to zero, both walkers keep this
value.

(iv) Delete a walker if all its weights are equal to zero.

The value of wy, is chosen by analyzing a compromise
between two conflicting requirements. Ideally, wy, needs to
be small to avoid walkers with one or two of their weights
equal to zero. These walkers are undesirable, because they
spoil the correlation we need to achieve accurate numerical
derivatives. On the other hand, we do not want to carry walkers
with weights that are too low during the simulation. In our
simulations we have verified that wy, = 0.3 offers a good
compromise between these two requirements.

One procedure we employ to avoid fluctuations of the
walker population is the dynamic adjustment of trial energies.
In our calculations the update was made every 20 generations
using the following expression:

A
o ln<W (12)>, (14)

-1 Wo

Ega = Ejy +
where E; is the total energy averaged over a block of the last 20
generations, Cy is a parameter which smooths the fluctuations
in the sum of the weights, 7, — 17 is the time interval since the
last update, W* is the sum of the ] weights of all walkers at
time 7, and W is a constant, the target value for the sum of
weights. The value of W is approximately equal to the number
of walkers kept during the simulation. The time 7; is related to
the performed number of generations M; through 7; = M; A,
where At is the time step used in Eq. (9). The update of the
trial energies according to Eq. (14) together with the chosen
value for wy,, has allowed runs where all the walkers did not
have any weight equal to zero. The expression of Eq. (15) is
reminiscent of energy calculation by the growth estimator

A
EF = By + ! ln<W(TI)>. (15)

trial -1 W)”('L'Q)

C. Simulations

In our investigation of the properties of bulk helium we
impose periodic boundary conditions. The cutoff convention,
the distance beyond which correlation among the atoms is
set to zero, is enforced at half of the smallest box size.
Distances between pairs of particles are computed by the
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minimum-image convention. Tail correction, a correction to
the total potential energy, is made by integrating the two-body
interatomic potential from the cutoff distance up to infinity. We
assume a radial pair distribution function equal to 1 beyond the
cutoff distance. We performed simulations in the solid phase,
using cells with 180 and 288 particles. In the liquid phase,
180 atoms were considered. In both phases the simulations
start from crystalline structures. Enough initial configurations
were discarded to assure converged samples of ¥g(R)¥(R).
The acceptance ratio was made greater than 99%, so that our
statistical errors are greater than those due to the adopted time
step, At = 0.001 K~ [19,30].

D. Bias analyses

The effort to increase the level of accuracy of DMC
results is an active field of research [26,31]. In our work we
applied several approaches to minimize the fluctuations in the
walker population. As already mentioned, walkers with small
statistical weights are combined (see Sec. II B). This is an
improvement of the common truncation method, where the
weights are always kept equal to 1. This is accomplished by
taking the integer part of the computed weight plus a random
number from the standard uniform distribution and, eventually,
making copies of the walkers. We also employ a dynamic
adjustment for the trial energy, Eq. (14), and an effective
time step, Eq. (11). These procedures assist in reducing bias
in our calculations and consequently increase the level of
accuracy of the DMC results. It is also important to avoid
fluctuations in the walker population to take full advantage
of the distributed parallel machines. In this case, the issue is
the load balance that may become a bottleneck to acquiring
high accuracy as allowed by the continuous increase of the
number of computing nodes [31]. However, it will be useful
to verify how our algorithm is performing under variations of
the number of walkers in the target population and also how
the results depend on the number of atoms used to simulate
bulk “He.

1. Number of walkers

From their inception, it has been known that projector
methods are subjected to bias due to the walker population
control applied. As these methods became more widely spread,
many procedures were put forward to minimize fluctuations
of the population. The dynamic adjustment of the trial energy
we use, Eq. (14), is one of the most efficient methods for
population control [31]. Although one might consider this
procedure as a source of bias, in reality, if it is implemented
in a judicious way, an automatic adjustment of the trial energy
can result in small changes to this quantity and thus lessen its
consequences.

It is also true that, as the target population increases, the
relative change in the number of walkers due to an update of
the trial energy decreases, and as a consequence the resulting
bias also decreases. In this context it is useful to verify how
quantities of interest may vary with the target number of
walkers in the simulations. We have conducted this study and
our results are presented in Table I. Although most of our
simulations were performed with a number of walkers Ny =
O(10%), we see that even with a modest number (Ny = 400)
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TABLE 1. Total 7, kinetic ¢g, and potential ¢p energies per
particle in units of kelvin for the given average number of walkers,
Ny . The simulations in the solid phase were made in an hcp structure
with 180 atoms and at the density po> = 0.549, 0 = 2.556 A Results
were obtained with the NJ guiding function.

Ny er (K) ex (K) ep (K)

400 —4.49 4+ 0.01 30.79 + 0.08 —35.28 £0.08
1000 —4.49 +£0.01 30.82 £ 0.07 —35.31£0.07
2000 —4.49 +£0.01 30.75 £ 0.08 —35.24 £0.08
3000 —4.49 4+ 0.01 30.78 £ 0.06 —35.27 £0.06

any possible bias lies inside the statistical uncertainties of the
total, kinetic, and potential energies.

Findings of Cerf and Martin [25] corroborate our con-
clusions that a number of walker of the order of 10% is
enough to assure that a possible bias in the calculations are
within the statistical uncertainties. Although according to
Ref. [25] a finite size of the population of random walkers
and its consequences can be taken into account by using
an effective mass m* = (1 — NLW), in our case, it would not
produce practical results because this correction would lead to
results that lie already within our statistical uncertainties.

2. Number of atoms

We have also conducted studies about finite size effects in
the results. Simulations were made at the density po® = 0.549
of the solid phase starting from an hcp structure. In Fig. 1,
we display the results of Table II for the total energy as a
function of the number of atoms in the simulations. In the
same figure, we show for the corresponding number of atoms
the tail correction. The values of the kinetic and potential
energies of these simulations, also presented in Table II, are
plotted in Fig 2. As we can verify, only at the lowest number
of atoms considered (N = 144) can some bias be present

—40.00

020 _

1 <
-0.40 ¢
] S

1

S

(2]

o
Tail correct

-0.80

-1.00

4-1.20
0.006

“0.001 0002 0003 0.004 0.005
FIG. 1. Linear fit to the total energy per atom as a function of the
inverse of the number of particles at the density po? = 0.549 (left
hand scale, red circles and dashed line). Exact values are shown for
the tail correction of the two-body potential for the corresponding
number of atoms (right hand scale, black squares). The black line is
a linear fit to these values. Deviations from a smooth behavior of this
quantity are due to a discontinuous change in the smallest size of a
simulation cell built to accommodate an hcp crystalline structure.
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TABLE II. Results for the total €7, kinetic ¢, and potential ¢p
energies per particle in units of kelvin for the given numbers N of
atoms considered in the simulations. All the results were obtained
starting from an hcp structure at the density po® = 0.549. The NJ
guiding function and approximately 2000 random walkers were used.
The last line shows results for the bulk system obtained from linear
extrapolation of the system.

N er (K) ex (K) ep (K)

144 —4.59 +£0.01 30.99 +0.08 —35.58 £0.08
180 —4.49 £0.01 30.76 £ 0.09 —35.25£0.09
216 —4.49 £0.01 30.81 +£0.08 —35.30£0.08
240 —4.49 £ 0.01 30.83 +£0.08 —35.32£0.08
288 —4.50 £0.01 30.82 +£0.09 —35.32£0.09
320 —4.48 £0.01 30.74 £ 0.09 —35.22£0.09
384 —4.49 £ 0.01 30.84 +0.07 —35.33 £0.07
448 —4.46 £0.01 30.85 +£0.06 —35.31£0.06
00 —4.465 £ 0.013 30.87 £ 0.10 —35.34£0.10

in the results, a fact that can probably be attributed to the
approximation of the radial pair distribution function, which
is assumed to be 1, in the calculation of the tail correction.
Simulations with 180 or more atoms show that the results
for the total, kinetic, and potential energies are in excellent
agreement among themselves. For this reason, only values
obtained with 180 or more atoms were considered in the linear
fits. They were obtained by the standard weighted least squares
method. In the fits, we considered as weights the reciprocal
values of the variance of the computed quantities. From the
extrapolation, 1/N — 0, it is safe to say that size effects are
within the statistical uncertainties of our results.

III. RESULTS

The characterization of the liquid-solid phase transition
requires the equation of state (EOS) for both phases. For
the solid phase, we have computed the EOS using SNJ
and NJ guiding functions. The EOS for “He, in the liquid
phase, was computed in some detail using a simple Jastrow

-35.04F 1 ' ' R
A-35.10' _.30 96
< .
=, 3516} 130002
= (o]
o -35.22 13084 ©
3 28 I %
T 3528 13078 ©
C
5 95341 la072.2
g .

35.40r 130,66

-35.46} 15060

o L Il L 1 L 1 L Il L 1 L
0 0.001 0.002 0.903 0.004 0.005 0.006
1/N

FIG. 2. Kinetic (right hand scale, black squares) and potential
energy (left hand scale, red circles) per atom as a function of the
inverse of the number of particles at the density po? = 0.549. The
solid line is a linear fit to the kinetic energy results and the dashed
line is a linear fit to those of the potential energy.
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TABLE III. Total e7, kinetic eg, and potential ¢p energies per particle in units of kelvin for the solid phase at the given densities. Results

were obtained with NJ and SNJ guiding functions.

o3 er (K) ek (K) ep (K)
NJ SNJ NJ SNJ NJ

0.5026 —5.73 £0.01 —5.70 £ 0.01 26.40 + 0.07 26.61 +0.05 —32.13 £0.07
0.5126 —5.53 4+ 0.01 —5.534+£0.02 27.32 +0.06 27.40 £ 0.10 —32.85 £ 0.06
0.5277 —5.17 £ 0.01 —5.204+0.01 28.67 +0.07 28.73 £ 0.05 —33.84 +£0.07
0.5344 —4.96 +0.01 —4.93 +£0.01 29.33 +0.07 29.85 £ 0.05 —34.29 +£0.07
0.5494 —4.50£0.01 —4.50 +£0.02 30.82 +0.09 30.99 4+ 0.07 —35.32 £ 0.09
0.5694 —3.79+0.01 —3.70 £ 0.01 32.90 + 0.07 33.154+0.05 —36.69 £ 0.07
0.5895 —2.83+0.01 —2.804+0.01 34.79 + 0.08 35.104+0.10 —37.62 £0.08

guiding function. The kinetic and potential energies were also
estimated.

A. Solid phase

The total energy per “He atom in the solid phase was
estimated starting from a defect free crystalline structure hcp.
Our results are presented in Table III. Equations of state were
determined by fits of our results to functions of the form

2 3
£(p) = g0 + B(m> + C<m> . (16)
Lo o

where €g, B, C, and py are fitting parameters. The fitted values
are displayed in Table IV and the resulting EOSs for SNJ and
NIJ guiding functions are shown in Fig. 3. The binding energies
determined from the EOS for both of the guiding functions are
in general in good agreement with the DMC results.

The DMC energies have slightly lower values than those
from experiment. This situation can be attributed to a lack of
three-body interactions in the interatomic potential [35,36].
This effect becomes more pronounced as the density increases
in agreement with Ref. [37]. The total energies at the level of
precision we have considered, obtained with the NJ guiding
function, are indistinguishable within statistical uncertainty or
are marginally lower than those determined with SNJ. The only
exception is at po® = 0.5694 where the computed energies
are not in agreement. This result can be explained arguing
the following. Although a NJ guiding function disregards a
fundamental property of the system, viz., symmetry under
particle interchange, it still has an important superposition with
the system ground state. Most likely, the NJ guiding function
misses configurations of low probability, that contribute with
very small weights in the calculation of the energy. In other
words, for the system under consideration, the atoms in the

TABLEIV. Fitting parameters for the EOS in the solid and liquid
phases for the given importance function.

Importance

function g0 (K) B (K) C (K) 000>
Solid phase

SNJ —591£0.06 72+£20 —-70+£27 0.476 £ 0.005

NJ —6.1+0.2 51+£27 —40£61 0.46+0.02
Liquid phase

J —7.260£0.002 153+£0.2 —14+£2 0.352+£0.001

crystalline phase could be treated as distinguishable particles,
a conclusion also supported by path integral calculations [38].

The kinetic energies per particle as a function of the density,
estimated through the Feynman-Hellmann theorem, presented
in Table III, are plotted in Fig. 4. Even though the linear
behavior of this quantity with the density is experimentally
observed above the X transition [41], we decided to fit our zero
temperature results using the same functional dependence.
In the solid phase the kinetic energies obtained with the
SNJ guiding function are higher than those determined using
NJ, except at the three lowest densities where they are
indistinguishable, within statistical uncertainties. This trend
is not obvious, since atoms are in principle less localized with
the SNJ guiding function.

B. Liquid phase

Estimates of the total energy per “He atom as a function
of the density are shown in Fig. 5. The liquid EOS was
determined by a fit of our results to Eq. (16). The values
of the fitted parameters are presented in Table IV. In the
liquid phase, the fitted parameter p, stands for the equilibrium
density of the system. Our fitted value is lower than the

Total energy (K)

0.48 0.5 0.52 0.54 0.56 0.58

Density (units of %)

FIG. 3. Total energy per atom as a function of the density in
the solid phase. The curves stand for fits to the estimated values of
the energies using Eq. (16); the dashed green line stands for those
obtained with the SNJ guide function; those for NJ are shown by a
blue line. The curves are hard to distinguish at the figure resolution.
Experimental data [32-34] are displayed by red circles.
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36 T T T T

Kinetic energy (K)

24 1 1 1 1
0.5 0.52 0.54 0.56 0.58

Density (units of -5

FIG. 4. Kinetic energy per atom as a function of the density in
the solid phase. The curves stand for fits to the estimated values.
Results for the SNJ guide function are displayed by a dashed green
line; those for NJ are shown with a blue solid line. Experimental data
[33,34,39,40] are displayed by red circles.

experimental value, poo> = 0.3649 [45]. Also in this phase,
the discrepancies between theory and experiment can be
attributed to a lack of a three-body interatomic interaction
in our model Hamiltonian [46]. In general, the total energies
are also in good agreement with experimental data obtained at
small but finite temperatures.

For completeness, we also present in Fig. 6 estimated values
of the kinetic energy fitted to a parabola, even if the quadratic
behavior was inferred from experimental data obtained at a
temperature above the A transition [41].

The kinetic energy values in the liquid phase are lower than
those found for the solid phase. This is mainly a consequence of
the zero-point motion effect due to Heisenberg’s uncertainty
principle [47,48]. Although the zero-point kinetic energy is
the main reason why systems of helium atoms solidify only

T T T T T T T
6.4 | -
-6.6
%3
§ -6.8 -
(]
g
s T
e
7.2 +
74 .
1 1 1 1 1 1 1

03 032 034 036 038 04 042 044

Density (units of a™3)

FIG. 5. Equation of state as a function of the density in the liquid
phase. The curve stands for a fit to the estimated values of the energies
using Eq. (16). Our numerical results are displayed by solid black
circles. Errors are smaller than the symbol size. Experimental data
for the liquid phase [42,43] are shown by squares. The triangles stand
for values determined at 7 = 0.05 K [44].
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FIG. 6. Kinetic energy per atom as a function of the density in
the liquid phase. The curve stands for a fit to the estimated values
displayed by solid black circles. Errors are smaller than the symbol
size. The squares represent experimental results [44].

under the external pressure of about 25 atm, other quantum
mechanical phenomena might also be of importance [22].

C. Solid-liquid phase transition

Systems formed from “He atoms at absolute zero temper-
ature present a liquid-solid phase transition under variations
of pressure, a nonthermal parameter. We have calculated the
freezing (o) and melting (p,,) densities assuming a first-order
transition by two methods and for the two guiding functions
we are considering. The first is the well known double-tangent
Maxwell construction. A line tangent to both liquid and solid
equations of state in a diagram of the Helmholtz free energy F
as a function of volume V is built. This condition arises since
it is expected that in the transition the system will behave as a
linear combination of both phases. The tangent line to both the
liquid and solid EOS is the path that minimizes the Helmholtz
free energy, i.e., the equilibrium situation. The two points with
the same pressure will delimit the density interval in which the
phase transition occurs. So, the conditions for determining the
freezing and melting densities can be written as

oF AN R,
- — = -\ — equal pressure
i), v, ), CHaEP

and
OF F,—F
vV, V-V,

For the case T = 0 K, we can rewrite it as

(common tangent). (18)

p28_£ = p28_8 (19)
" 9p; 2apy’
9 _
_p12_8 = & (20)
o1 1/p2—1/p

Our results are given in Table V.

In the second method, the quantities o, and p, were
obtained by performing a thermodynamic analysis of the EOS
as done in Ref. [12]. The first-order transition is characterized
by a discontinuity at the transition pressure of the Gibbs free
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TABLE V. Freezing and melting densities for the given calcula-
tion method and guiding function, in the solid phase. In the liquid
phase, the guiding function is of the Jastrow form. The experimental
datum is from Ref. [49].

Guide function pro’ Om0>

Double tangent construction

NJ 0.417 £0.027 0.483 £0.051
SNJ 0.424 £0.030 0.489 £ 0.095
Thermodynamic analysis
NJ 0.422 £ 0.044 0.486 £ 0.050
SNJ 0.424 £ 0.096 0.489 £ 0.097
Experimental

0.438 0.484

energy G as a function of the pressure. For the calculation of
the Gibbs free energy, we first compute the pressure through
the fitted lines of the EOS for both phases:

de(p)
pp) = p*——. @D
ap
The Gibbs free energy per particle g is then easily calculated
using the relation

G P

g=y =¢ + s (22)

Our result for the Gibbs free energy per particle as a function

of the pressure is exhibited in Fig. 7. The pressure at the
phase transition is estimated by determining the intersection
of the fitted curves for the liquid and solid phases of the Gibbs
free energy, where small kinks appear. On them, the Gibbs free
energy per particle is equal to the chemical potential. And at
the transition, the chemical potential has a single value in the
liquid and solid phases. The calculation made with the SNJ

Gibbs free energy (K)

18 20 22 24 26 28 30
Pressure (atm)

FIG. 7. The Gibbs free energies per particle as a function of
pressure. Results in the liquid phase are shown by a black line. In the
solid phase the dashed green line stands for values obtained with the
SNJ guide function and the blue one stands for those determined with
NJ. The left vertical dotted line identifies the transition pressure (the
discontinuity) obtained with the NJ guiding function and the right
one identifies that with SNJ.

PHYSICAL REVIEW E 96, 043306 (2017)
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FIG. 8. Density as a function of the pressure. The solid black line
stands for results in the liquid phase. In the solid phase the green
dashed line and the blue line show results for SNJ and NJ guiding
functions, respectively. The dotted vertical lines indicate the transition
pressures; the left one is for the NJ guiding function and the right one
is for SNJ.

guiding function gives an estimate of the transition pressure
as 24 + 5 atm. The one performed with NJ gives a value of
23 £ 3 atm. Both estimates are in good agreement with the
experimental datum of about 25 atm for this transition [49].

The pressure of the solid-liquid transition can be used to
determine the melting and freezing densities. In Fig. 8, we
display the density as a function of the pressure. In Table V,
we show the values of p; and p,, obtained in this way.

The values of the freezing and melting densities calculated
with the two guiding functions, using either the Maxwell
construction or the thermodynamic analysis, agree between
themselves. Moreover, both values are in excellent agreement
with the experimental values.

IV. FINAL COMMENTS

Results obtained for the solid phase of “He atoms em-
ploying the NJ and SNJ guiding functions in the diffusion
Monte Carlo method are practically equivalent. To some
extent, this outcome is surprising because SNJ restores a
fundamental property of the system, the symmetry under
particle exchange. A possible explanation for this might be
found in the nature of this quantum solid. If on the one hand
the harmonic approximation completely breaks down, due to
long excursions of the atoms from the lattice sites, on the other
hand, exchange is rare in quantum solids [38,50] and can be
neglected. This argument also clarifies why DMC calculations
that use a guiding function which disregards symmetry under
particle exchange are in agreement with the experiment [35].

The trend observed for kinetic energy as a function of
density in the solid phase and the values of pressure in the solid-
liquid phase transition might induce a conclusion that results
obtained with the SNJ guiding function are slightly better
than those using the NJ. However, the statistical uncertainties
prevent a conclusive statement. Nevertheless, the estimated
values of both these quantities are in good agreement with the
experiment. The EOSs in the solid phase obtained through the
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two guiding functions are also of the same quality, probably
because the exchange energy is very small.

Because the SNJ restores symmetry under particle ex-
change, the price to be paid in a simulation for its slightly
more evolved form is justified. An issue that might also be
of interest in this context is the ergodicity of the sampling.
It would be interesting to know how the algorithm that uses
the SNJ guiding function compares to one that considers the
symmetrization through a permanent.

In summary, the explicit introduction of the Nosanow one-
body term that localizes “He atoms around lattice sites is able
to produce reasonable results. In a much more recent effort,
the symmetry under particle exchange without the need of a
permanent was implemented [6]. The translational invariance
is a fundamental aspect that has not yet been contemplated in
developments seeking explicit functional forms in the descrip-
tion of solid helium. When this requirement is accomplished,
many opportunities will open for the investigation of quantum
solids at zero temperature, for instance, the study of phase

PHYSICAL REVIEW E 96, 043306 (2017)

transitions of *He films in substrates. We hope that this paper
will prompt efforts to devise an explicit translational invariant
wave function where a solid phase emerges as a consequence
of a symmetry breaking due only to many-body effects. We
believe that further endeavors in this direction will bring great
benefit to the understanding of quantum solids and in particular
for those formed from helium atoms.
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