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We study two different forms of fluctuation-dissipation processes generating anomalous relaxations to
equilibrium of an initial out-of-equilibrium condition, the former being based on a stationary although very
slow correlation function and the latter characterized by the occurrence of crucial events, namely, non-Poisson
renewal events, incompatible with the stationary condition. Both forms of regression to equilibrium have the same
nonexponential Mittag-Leffler structure. We analyze the single trajectories of the two processes by recording
the time distances between two consecutive origin recrossings and establishing the corresponding waiting time
probability density function (PDF), ψ(t). In the former case, with no crucial events, ψ(t) is an exponential, and
in the latter case, with crucial events, ψ(t) is an inverse power law PDF with a diverging first moment. We discuss
the consequences that this result is expected to have for the correct interpretation of some anomalous relaxation
processes.
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I. INTRODUCTION

Exponential relaxation is a popular signature of conven-
tional statistical physics. In the last years a form of nonex-
ponential relaxation attracting the attention of the researchers
in the field of complexity has been the Mittag-Leffler (ML)
relaxation [1]. Metzler and Klafter [2] made the interesting
observation that the ML relaxation function Eα[−(λt)α], with
α < 1, has the remarkable property of being proportional to the
stretched exponential function exp[−(λt)α] in the time region
t < 1/λ and to the inverse power law (IPL) 1/tα in the time
region t > 1/λ. If λ � 1 the initial time region may be very
extended, and this property, according to Metzler and Klafter,
establishes a bridge between two conflicting parties in the
field of dielectric relaxation, namely, between the advocates
of stretched exponential functions and the advocates of IPL
functions. The interest for ML relaxation is growing, and
it extends to several fields of investigation, from diffusion
in biological tissue [3] to dielectric relaxation [2,4,5] and
from chemical reactions [6] to neural dynamics [7]. It is
also important to stress the importance of the ML exponential
function for the definition of fractional derivative in time [8]
and for the related problem of interpreting the continuous time
random walk (CTRW) [9] as the representation in the clock
time of the ordinary diffusion occurring in the operational
time [10].

What is the physical origin of the ML relaxation? Is the ML
relaxation compatible with a Hamiltonian picture? It is well
known (see, for example, Ref. [11]) that a rigorous Hamilto-
nian approach to relaxation yields significant deviations from
the exponential relaxation. The generalized Langevin equation
(GLE) [12,13] is known to generate exponential relaxation
under strong approximations, called Markov approximations.
It is not quite surprising that the GLE may generate the
ML nonexponential form of relaxation. In fact, in 2011
Pottier [14] proved that the GLE can be assigned a suitable
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memory kernel yielding for the regression to equilibrium
of the variable driven by the GLE the ML nonexponential
behavior. More recently, Kneller [15,16] adopted the same
first principle approach as that used by Pottier to study the
autocorrelation function for a solute particle slowly diffusing
in a bath of fast solvent molecules that generate, however,
cooperation and consequently slow fluctuations, preventing
the Markov approximation from turning the GLE into an
ordinary Langevin equation. The Mori-Zwanzig GLE, as
pointed out by Kneller, is conceptually different from the
stochastic GLE of Ref. [17]. In fact, the Mori-Zwanzig
approach is derived from a fully Hamiltonian picture, while
the authors of Ref. [17], although using the same generalized
fluctuation-dissipation structure as the Mori-Zwanzig GLE,
adopt for the fluctuation the fractional Gaussian noise (FGN)
that generates the fractional Brownian motion (FBM) diffusion
[18], when dissipation is neglected. The key property of both
forms of GLE is that the time derivative of the variable of
interest that we call x(t) is a time convolution structure between
the memory kernel and x(t − t ′), with t ′ < t . This is the reason
why the variable x(t) is thought to have memory: its time
evolution from time t onwards depends on the past history
of x(t). Note that in this paper we denote the variable of
interest with the symbol x(t) rather than v(t), which would be
appropriate for the case when the variable of interest is indeed
a velocity. We adopt the symbol x(t) to stress the generality of
our approach and to facilitate the applications of the results of
this paper to a wider set of processes.

In this paper we address the issue of comparing the GLE
approach to ML relaxation to another frequently adopted
theoretical approach to ML relaxation: the subordination
approach. The subordination approach to ML relaxation is
based on the assumption that in the so-called operational time
the x trajectories are driven by the conventional Langevin
equation and that the time evolution of the corresponding
probability density function (PDF) p(x,t) is determined by
the ordinary Fokker-Plank equation. In this paper we refer
to the operational events, perceived in the clock-time scale,
as crucial events responsible for the system time evolution.
In the clock-time representation there are no events in the
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extended time intervals between two consecutive crucial
events. In this case the non-Markovian structure of the GLE,
namely, the time convolution between memory kernel and
the time evolution of the variable of interest, is replaced
by the time convolution between a memory kernel and the
function LFP p(x,t − t ′), where LFP denotes the ordinary
Fokker-Plank operator defined in this paper by Eq. (14). This
property suggests that the subordination approach may lead to
the same memory properties as the GLE theoretical approach.

It is important to stress that this subordination approach
to ML relaxation is shared by many authors, even if this
connection is not immediately evident. The work of Ref. [19]
with the structure

∂

∂t
p(x,t) = ∂1−α

∂t1−α
LFP p(x,t) (1)

is equivalent to

∂α

∂tα
p(x,t) = LFP p(x,t), (2)

as can be easily understood by applying to both sides of
Eq. (1) the fractional derivative ∂α−1

∂tα−1 . This is not a rigorous
demonstration because the fractional derivative on the right
hand side of Eq. (1) is the Riemann-Liouville fractional
derivative [20], and the fractional derivative on the left-hand
side of Eq. (2) is the Caputo fractional derivative [10]. The
proof that this simple heuristic argument leads to exact results
is out of scope of this paper. Here we limit ourselves to stating
that this correct physical interpretation of both Eq. (1) and
Eq. (2) leads to the important conclusion that the emergence
of ML relaxation out of them is based on the subordination
perspective, as discussed in detail in Ref. [10]. For an earlier
discussion the readers can consult also Ref. [21]. In this
sense Ref. [19], as well as Ref. [20], is also based on the
subordination perspective. It is worth remarking that the
adoption of the fractional derivative structure of Eq. (1) was
used to generalize the Kramers equation [22], thereby leading
to a mixture picture such as that of Ref. [4] that cannot be
directly connected to subordination.

The main purpose of this paper is to focus on the derivation
of ML relaxation on the basis of either the GLE theoretical
perspective or the subordination approach. In the former case
the relaxation is based on a slow but stationary correlation
function, and in the latter case it depends on the occurrence
of crucial events. Both approaches lead to the same relaxation
to equilibrium of 〈x(0)〉 �= 0, but the single trajectories of the
former case are characterized by a behavior quite different
from that of the trajectories of the latter case. To establish the
striking difference between the single trajectories of the former
case and the single trajectories of the latter case, we record the
times of origin crossing in both cases and the time intervals
between two consecutive crossings, called permanence times.
We evaluate the waiting time PDF ψrec(t), with t being the
time interval between two consecutive recrossings. We adopt
the subscript rec to not confuse this waiting time PDF with
the waiting time PDF ψ(t), hereby adopted for subordination
processes. According to ordinary statistical physics one would
expect

ψrec(t) = r exp(−rt), (3)

in striking conflict with the signature of complexity given by

ψrec(t) ∝ 1

tμR
. (4)

In this paper we prove that GLE generates the IPL behavior
of Eq. (4) in the short-time regime and the exponential
behavior of Eq. (3) in the long-time limit, if the stretched
exponential regime of the ML relaxation is very extended.
When the stretched exponential regime of ML relaxation
is negligible, the GLE yields only the exponential regime
of Eq. (3). The subordination approach to ML relaxation
yields a completely different behavior for ψrec(t), namely,
the IPL regime of Eq. (4) regardless of whether the stretched
exponential regime of the ML relaxation is very extended or
completely negligible. However, when the ML relaxation is
characterized by an extended stretched exponential regime the
index μR is significantly smaller than the complexity index μR

generated by a ML relaxation lacking the stretched exponential
regime. Notice that working with time series of a finite length
is responsible for the exponential truncation of ψrec(t) also in
the subordination case. However, the length of the IPL regime
in this case can be increased by increasing the length of the
observed time series, while in the GLE case the exponential
truncation does not depend on the length of the observed
time series. This is a real physical property, proved by an
exact analytical theory, generated by extended memory that
establishes a correlation between the permanence times t .

The outline of the paper is as follows. In Sec. II we review
the two distinct ways of generalizing the ordinary process
of fluctuation dissipation discussed in this paper. In Sec. III
we review the approach to ML relaxation based on the GLE
theoretical perspective. Section IV shows why the regression to
equilibrium of the nonvanishing initial condition 〈x(0)〉 based
on subordination is identical to that given by GLE theoretical
approach, and consequently yields the ML relaxation. Section
V illustrates the original results of this paper, namely, that
the fluctuations of the single trajectories around the origin in
the GLE case are described by an exponential waiting time
PDF, whereas in the subordination case is described by an IPL
waiting time PDF. Finally we devote Sec. VI to concluding
remarks and to a plan for the applications of the results of this
paper.

II. A TRADITIONAL WAY TO GO BEYOND ORDINARY
FLUCTUATION-DISSIPATION PROCESSES

The GLE for a stochastic variable x is given by the following
time-convoluted structure [23]:

d

dt
x = −

∫ t

0
dt ′ϕ(t ′)x(t − t ′) + ξ (t). (5)

The memory kernel ϕ(t) is related to the stationary and
normalized correlation function of ξ (t),

�ξ (τ ) = 〈ξ (t + τ )ξ (t)〉
〈ξ (t)2〉 , (6)

with the independence of absolute time t stressed by means of
the notations

〈ξ (t + τ )ξ (t)〉 = 〈ξ (τ )ξ 〉eq (7)
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and

〈ξ (t)ξ (t)〉 = 〈ξ 2〉eq . (8)

The memory kernel ϕ(t) is related to �ξ (τ ) by

ϕ(t) = 
2�ξ (t), (9)

with 
2 denoting the intensity of the coupling between the
variable x and the variable ξ . The notation 〈...〉 is used
throughout this paper to denote ensemble averages.

The variables x(t) and ξ are assumed to obey the equilib-
rium condition

〈x〉eq = 0 (10)

and

〈ξ 〉eq = 0. (11)

When an initial out-of-equilibrium condition 〈x(0)〉 �= 0 is
realized, the regression to equilibrium is obtained from Eq. (5)
by making an ensemble average that because of Eq. (11) yields

d

dt
〈x(t)〉 = −

∫ t

0
dt ′ϕ(t ′)〈x(t − t ′)〉. (12)

Let us now consider the time-convoluted Fokker-Planck
equation

∂

∂t
p(x,t) =

∫ t

0
dt ′ϕ(t ′)LFP p(x,t − t ′), (13)

where LFP is the dimensionless Fokker-Planck operator

LFP ≡
{

∂

∂x
x + 〈x2〉eq ∂2

∂x2

}
. (14)

Using the method of integration by parts it is straightfor-
ward to prove that this generalized Fokker-Planck equation
yields the same regression to equilibrium as the GLE of Eq. (5),
namely, Eq. (12). This is a reasonable property if we take into
account that the condition

ϕ(t) = 2ωδ(t) (15)

turns Eq. (5) into

d

dt
x = −ωx(t) + ξ (t) (16)

and Eq. (13) into

∂

∂t
p(x,t) = ω

{
∂

∂x
x + 〈x2〉eq ∂2

∂x2

}
p(x,t), (17)

namely, the standard Langevin equation and its equivalent
probabilistic representation, the standard Fokker-Planck equa-
tion. In this article, we focus our attention on the case where
ϕ(t) has a negative long-time tail.

Equation (13) may be interpreted as the PDF representation
corresponding to the GLE of Eq. (5). However, it is not
so. The correct Fokker-Planck equation corresponding to the
GLE of Eq. (5) was found in 1976 by Adelman [24]; see
also Ref. [25]. The resulting equation has the structure of the
Fokker-Planck operator LFP multiplied by a time dependent
friction coefficient, expressed in terms of the correlation
function ϕ(t) and its time derivative. As we see in Sec. IV,
Eq. (13) has a physical origin totally different from that of

Eq. (5) characterized by the occurrence of crucial events that
are not present in Eq. (5).

III. ANOMALOUS RELAXATION USING GLE

The GLE picture that we adopt in this article rests on the
non-Ohmic bath picture [26], where

�ξ (t) ≈ sign(1 − δ)
a

tδ
, t → ∞, (18)

with 0 < δ < 2 and a a kind of normalization constant. The
scaling of the diffusion process generated by the fluctuation
ξ (t) when 
2 = 0 is denoted with the symbol H , called the
Hurst coefficient, and is related to δ by the relation [27]

H = 1 − δ

2
. (19)

Thus the condition 1 < δ < 2 corresponds to H < 0.5, subd-
iffusion, and the condition 0 < δ < 1 corresponds to H > 0.5,
superdiffusion. We show that the first condition yields a ML
function with α < 1, which is the main focus of this paper.
However, for further information we explore also the case
0 < δ < 1, yielding, as shown hereby, the ML function with
α > 1.

In this paper we adopt for Laplace transform the notation

f̂ (u) = L{f (t)} =
∫ ∞

0
dt exp(−ut)f (t) dt. (20)

It is convenient to remind the readers that the Laplace
transform of the ML function Eα[−(λt)α] is

Êα(u) = 1

u + λαu1−α
, (21)

with 0 < α < 2.

A. H < 0.5

For a super-Ohmic bath, 1 < δ < 2, the anticorrelation
negative tail must be “compensated” by the positive values of
�ξ (t) at short times in order to provide the necessary condition
for subdiffusion [27] ∫ ∞

0
�ξ (t) dt = 0. (22)

Although the analytical theory of this paper is limited to a
long-time limit, when the GLE coupling 
2 is very weak, we
are forced to pay some attention also to the short-time region.
Following the spirit of a Hamiltonian treatment we should
do both numerical calculation and theoretical discussion with
a correlation function �ξ (t) fulfilling the condition (22) and
�ξ (0) = 1. The analytical expression is

�ξ (t) = 1

2 − δ
e−γ t − δ − 1

2 − δ

1

(1 + γ t)δ
, (23)

yielding for the normalization constant the value

a = δ − 1

(2 − δ)γ δ
. (24)

However, the algorithm adopted in Ref. [27] to generate
the fluctuation ξ of the GLE of Eq. (5) is too slow. Thus,
the numerical work, as done in one earlier paper [28], is

042112-3



ROHISHA TULADHAR, MAURO BOLOGNA, AND PAOLO GRIGOLINI PHYSICAL REVIEW E 96, 042112 (2017)

FIG. 1. Time evolution of x(t) driven by Eq. (5) with the
parameters H = 0.25 and 
2 = 0.3.

realized generating first the free FBM diffusion x(t) using
the algorithm of Ref. [29] and deriving the FGN ξ (t) from it
by time differentiation, ξ (t) ≡ dx/dt .

We have to stress the difference between FBM and
dynamical FBM [27]. The dynamical approach to FBM [27]
is based on the study of the diffusion process generated by a
correlated noise with a correlation function of the same type
as Eq. (23). Let us call this non-Ohmic Gaussian noise. In
the long-time limit, in the absence of friction, the dynamical
FBM becomes indistinguishable from the well-known FBM of
Mandelbrot and Van Ness [18]. The noise with the correlation
function of Eq. (23) is not a FGN, but it becomes numerically
equivalent to FGN when 1/γ is of the order of the integration
time step 
t = 1. In fact, in this case the exponential term
on the right-hand side of Eq. (23) becomes equivalent to a
Dirac delta jumping in one time step to the negative tail. Thus
we use the stochastic GLE [17], and the numerical integration
of Eq. (5) is done adopting for ξ (t) a real FGN rather than
the non-Ohmic noise, as we should do to fit the theoretical
prescriptions of [27]. Integrating Eq. (5) we obtain for the time
evolution of x(t) the numerical result illustrated by Fig. 1.

The FGN noise is interpreted as a caricature of the non-
Ohmic Gaussian noise, with an extremely fast transition from
the �ξ (0) = 1 to the negative tail. Although this choice is done
for numerical reasons, it leads us to interesting results because
when the intensity of the non-Markovian friction of Eq. (5) is
very weak, as will be shown hereby, the variable x becomes a
non-Ohmic Gaussian noise with an extended short-time term.
Figure 2 will help the readers to understand this important
effect.

The Laplace transform of �ξ (t) of Eq. (23) is

�̂ξ (u) = 1

2 − δ

1

γ + u
− δ − 1

2 − δ

1

γ δ
�(1 − δ)uδ−1. (25)

The time convolution structure of Eq. (12) makes it easy to
express the Laplace transform of 〈x̂(u)〉 in terms of the Laplace
transform of the memory kernel ϕ(t), which, due to Eq. (9),

FIG. 2. The red and the green curves are the correlation functions
of FGN (obtained using the algorithm of Ref. [29]) with H = 0.75 and
H = 0.25, respectively. The blue (diamonds), the purple (circles), and
the pink (stars) curves are the correlation functions of the trajectory
x(t) obtained from GLE of Eq. (5) using FGN with H = 0.75 as
the noise ξ (t) and increasing 
2, namely, 
2 = 0.09, 0.02, and 0.9,
respectively.

requires the use of Eq. (25). This leads to

〈x̂(u)〉 = 1

u + 
2�ξ (u)
〈x(0)〉. (26)

Note that the fast transition of the correlation function �ξ (t)
of Eq. (23) does not affect the long-time behavior of the
system [14]. According to Pottier [30] the first term on the
right-hand side of Eq. (25) is neglected because it generates
a singularity to the left of the integration path to do when
inverting the Laplace transform through integration on the
Bromwich contour.

In conclusion, by making the Laplace transform of Eq. (12)
we obtain

〈x̂(u)〉 � 1

u + λ2−δuδ−1
〈x(0)〉, (27)

where

λ2−δ = π
2a

�(δ)sin[π (δ − 1)]
. (28)

Inverse Laplace transforming Eq. (27) we get the solution for
the average coordinate

〈x(t)〉
〈x(0)〉 � E2−δ[−(λt)2−δ], (29)

where

Eα(z) =
∞∑

k=0

zk

�(αk + 1)
(30)

is the ML function, as found by Pottier [30]. It follows from
the properties of the ML function that the relaxation of 〈x(t)〉
occurs exponentially only for the δ = 1, otherwise it is a slower
process in the case of a super-Ohmic bath, 1 < δ < 2.
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Note that the variable x(t) driven by Eq. (5), with the non-
Ohmic Gaussian noise ξ (t) corresponding to the FBM power
index H < 0.5, is actually another non-Ohmic Gaussian noise
with

H ′ = 1 − H. (31)

To prove this important property, we use the generalized
Onsager principle [31], namely, the assumption that the decay
of the equilibrium correlation function is identical to the
regression to equilibrium of an out-of-equilibrium condition,
in the non-Markovian case of GLE as well as in the Markov
case of the ordinary Langevin equation

�x(t) = 〈x(t)〉
〈x(0)〉 . (32)

We refer the reader to Ref. [31] for the demonstration of this
property. Using Eq. (32) we rewrite Eq. (26) as

�̂x(u) = 1

u + 
2�̂ξ (u)
. (33)

Using Eq. (27) we write Eq. (33) as

�̂x(u) � 1

u + λ2−δuδ−1
. (34)

This equation is made identical to the ML function of Eq. (21)
by setting

α = 2 − δ. (35)

Note that

1 < δ < 2, (36)

thereby yielding α < 1. Note also that in the numerical
calculations of Sec. V A the minimal value of the elementary
time step is 
t = 1, thus implying that u < 1. This yields
uδ−1 > u. As a consequence when 
2 is large enough as to
make λ, as determined by Eq. (28), of the order of unity, we
can rewrite Eq. (34) as

�̂x(u) � 1

λ2−δuδ−1
. (37)

Anti-Laplace transforming Eq. (37), we obtain

�x(t) � 1

�(δ − 1)λ2−δt2−δ
. (38)

We interpret 2 − δ, which fits the condition 0 < 2 − δ < 1, as
the IPL index of a FGN corresponding to a Hurst coefficient
H ′ different from H , using

δ′ = 2 − δ. (39)

In other words using for both H and H ′ Eq. (19), more pre-
cisely, H = 1 − δ/2 and H ′ = 1 − δ′/2, we obtain Eq. (31).
We stress that to realize the condition of Eq. (19) the coupling

2 must be large enough as to annihilate the stretched
exponential regime t < 1/λ. Weak values of 
2, as we see
in Sec. V A, in addition to an extended stretched exponential
regime of the regression to equilibrium of 〈x(t)〉 generate an
extended time regime where the single trajectories return to
the origin with a IPL waiting time pdf.

B. H > 0.5

In this case we set

�ξ (t) = 1

(1 + βt)δ
, (40)

thereby yielding the asymptotic limit

L{�ξ (t)} = �(1 − δ)

βδu1−δ
. (41)

Following the same approach as that adopted in the preceding
subsection, we obtain for the Laplace transform of the
correlation function of x the following expression:

�̂x(u) = 1

u + 
2

βδ �(1 − δ)uδ−1
. (42)

In the limiting case of 
2 very large

�̂x(u) = βδ


2�(1 − δ)uδ−1
, (43)

and in time regime we obtain, using again α = 2 − δ, which
in this case makes α > 1,

�x(t) = βδ

�(α − 1)
2

1

�(1 − α)

1

tα
. (44)

Using the well-known relation

�(1 − z)�(z) = π

sin πz
, (45)

with z being a generic real number, we can rewrite Eq. (44) as

�x(t) = − (1 − α)


2

sin(πα)

π

βδ

tα
. (46)

Notice that the continuous time representation of Eq. (42)
would yield �̂x(0) = 0 in full agreement with the localization
condition of Eq. (22). We trust that the discrete time represen-
tation adopted by the numerical treatment of Sec. V A with
the normalization condition �ξ (0) = 1 establishes an abrupt
drop of this initial condition to the negative tail of Eq. (44).
Interpreting α as the power index δ′ of H ′ < 0.5, and using
again Eq. (39), we recover Eq. (31).

As mentioned by the earlier comments on Eq. (23) the
asymptotic analysis we are doing corresponds to the time
scale t > 1/β. In the region t < 1/β we expect to find a
short-time term of the same kind as that in Eq. (23). We do
not have an analytical expression for that term, and we think
that the numerical results of Fig. 2) may help the readers to
appreciate this important property. It is important to stress that
Fig. 2 shows that with increasing 
2, as earlier remarked, the
correlation function becomes identical to that of a FGN.

IV. RENEWAL EVENT APPROACH TO THE
TIME-CONVOLUTED FOKKER-PLANCK EQUATION

In this section we derive the ML relaxation using subor-
dination. To realize this goal we derive a time-convoluted
Fokker-Plank equation with the same structure as Eq. (13),
moving from the operational time n to the clock time t . We have
shown that Eq. (13) generates for the relaxation to equilibrium
Eq. (12), identical to GLE approach, and consequently to the
ML relaxation of Eq. (29).
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The operational time is discrete, and it is made equivalent to
a continuous time by by replacing the Fokker-Planck operator
of Eq. (14) with

LFP ≡ ω

{
d

dx
x + 〈x2〉eq d2

dx2

}
, (47)

where

ω � 1. (48)

Let us adopt the CTRW perspective [9,10],

p(x,t) =
∞∑

n=0

∫ t

0
dt ′ψn(t ′)�(t − t ′)[exp(LFP n)p(x,0)],

(49)

where ψn(t) is the probability that an event occurs at t for the
nth time. It is important to remind the readers that ψ̂n(u) =
ψ̂1(u)n. Hereby we shall use the symbol ψ(t) to denote ψ1(t).

The crucial condition (48) makes very large the number
of events n necessary to generate significant fluctuation-
dissipation changes. When very large values of n are involved,
we can interpret n as a continuous dimensionless time. In
the literature the continuous time n is usually termed as
operational time [32]. However, to make our model more
attractive with an anthropomorphic metaphor, we assume
[33] that the subjective time of the runner does not coincide
with the clock time, and we refer to the continuous limit
of n as “psychological” time. Another interpretation is that
the runner between two consecutive actions is sleeping, an
anthropomorphic metaphor corresponding to the trapping of
the diffusing molecule.

The adoption of discrete time representation allows us
to interpret the process as resulting from the occurrence of
renewal events. The time distance between two consecutive
renewal events is driven by the waiting time PDF ψ(τ ), which
is derived either from the idealized Manneville map [34] or
from the waiting time PDF associated to the Mittag-Leffler
function [35]. Both pictures generate a survival probability
�(t) with the time asymptotic property

lim
t→∞ �(t) =

(
T

t

)μ−1

(50)

and the waiting distribution density

lim
t→∞ ψ(t) = (μ − 1)T μ−1

tμ
(51)

with

1 < μ < 2. (52)

Notice that the index μ adopted to define the subordination
procedure must not be confused with the complexity index μR

defined in Eq. (4). The IPL index μR is a property of the return
to the origin of the single trajectories in both the subordination
and the GLE case. The IPL index μ refers to the crucial events
adopted to define the subordination process. It is important,
in fact, to reiterate that we call crucial events the operational
time renewal events occurring in the clock time.

It is straightforward to prove, adapting to this case the
algebra illustrated in Ref. [31], that Eq. (49) is equivalent

to the time convoluted form

d

dt
p(x,t) =

∫ t

0
dt ′ϕMW (t − t ′)[exp(LFP ) − 1)]p(x,t ′),

(53)

which becomes identical to

d

dt
p(x,t) =

∫ t

0
dt ′ϕMW (t − t ′)LFP p(x,t ′), (54)

due to the condition (48).
Note that ϕMW (t) is the Montroll-Weiss memory kernel

defined through its Laplace transform by

ϕ̂MW (u) = uψ̂(u)

1 − ψ̂(u)
. (55)

Let us now establish a connection between Eq. (54) and
Eq. (12). We proceed as follows: we write

d〈x(t)〉
dt

= d

dt

∫ +∞

−∞
dxxp(x,t), (56)

and we make the assumption that the time derivative commutes
with the integral over x so as to apply Eq. (54). We obtain

d

dt

∫ +∞

−∞
dxxp(x,t)

=
∫ t

0
dt ′ϕMW (t − t ′)

∫ +∞

−∞
dxxLFP p(x,t). (57)

By applying the operator LFP to x using the method of
integration by parts and taking into account that the second
order derivative of this operator applied to x yields a vanishing
value, we get

d〈x(t)〉
dt

= −ω

∫ t

0
dt ′ϕMW (t − t ′)〈x(t ′)〉. (58)

This equation becomes identical to Eq. (12) by either setting

ωϕMW (t) = 
2�ξ (t) (59)

or, equivalently,

ϕMW (t) = �2�ξ (t), (60)

where

�2 ≡ 
2

ω
. (61)

We remind the readers that ω is dimensionless.
The important conclusion of this section is that the

relaxation function

G(t) ≡ 〈x(t)〉
〈x(0)〉 , (62)

generated by subordination becomes identical to FBM relax-
ation of Eq. (29) when Eq. (60) applies. In fact, in this case
ωϕMW (t) of Eq. (58), due to (60), becomes identical to the
memory kernel ϕ(t) of Eq. (9), which leads to Eq. (29).

V. SINGLE TRAJECTORY BEHAVIOR

In this section we analyze the time evolution of the single
trajectories corresponding to the ensemble treatment of the
earlier sections.
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A. Single GLE trajectories

In this section we run the GLE of Eq. (5) with the memory
kernel ϕ(t) given by Eq. (9) in the case when the non-Ohmic
Gaussian noise is identical to FGN.

The trajectory x(t) illustrated in Fig. 1 is an example of the
fractional trajectories that we study in this section. To make
a quantitative analysis of the fractal properties of their time
evolution, we detect the time distance between two consecutive
origin crossings, and we evaluate the corresponding survival
probability. We apply this approach to these trajectories for
different values of the coupling parameter 
2.

In the limiting case 
2 = 0, the regression to the origin is
exactly the same as that generated by FBM [36]. The theory
of this paper yields the following time asymptotic expression
for the waiting time PDF:

ψrec(t) = C1

t2−H
+ C2

t1+2H
. (63)

The fractional Gaussian noise ξ (t) generating the stationary
correlation function of Eq. (18) was found using the FBM
algorithm of Ref. [29], as done in Ref. [28]. This leads us to the
analytical formula for the corresponding survival probability:

�rec(t) = 1 − c

(1 + t)1−H
+ c

(1 + t)2H
, (64)

where c is the fitting parameter. Notice that the authors of
Ref. [36] studied the asymptotic time limit and proved that, if
H < 1/3, the complexity index μR is given by

μR = 1 + 2H, (65)

and if H > 1/3 it is given by

μR = 2 − H. (66)

The numerical treatment of this paper in the presence of
an even small value of 
2 prevents us from exploring this
asymptotic time regime, thereby making it difficult for us to see
the emergence of either Eq. (65), for H < 1/3, or of Eq. (66),
for H < 1/3. This distinction becomes evident for values of H

significantly larger than 1/3. If 
2 does not vanish, but it is very
weak, the generalized non-Markov friction is not yet strong
enough as to cancel any sign of free regression to the origin, and
consequently any sign of Eqs. (65) and (66). In the long-time
region, however, as an effect of non-Markovian friction, we
observe the emergence of an exponential truncation.

To get a better understanding of this exponential truncation
we increase the value of 
2 so that according to Eq. (28)
the value of the parameter λ of the ML survival probability
is ≈1. We remind the readers that the stretched exponential
of the ML survival probability appears in the region t < 1/λ.
Due to our choice of 
t = 1, this condition implies that no
sign of the initial stretched exponential is allowed to appear.
Consequently, we reach the conclusion that increasing the
intensity of the non-Markov friction has the effect of turning
the ML survival probability into an IPL. In this condition the
variable x becomes exactly identical to a fractional Gauss
noise with H ′ = 1 − H . According to a theorem established
by the authors of Ref. [37] the waiting time distribution of
the time distance between two consecutive origin crossings is
given by

ψrec(t) = r exp(−rt), (67)

FIG. 3. Survival probability for the recrossing of the origin of x(t)
of Eq. (5) for H = 0.25. The black dots refer to the case 
2 = 0.08,
and the blue squares refer to 
2 = 0.3. The brown dashed line is
the fitting ≈e−0.11t , which is the truncation expected in the long time
limit. The red dashed line is the fitting ≈e−0.35t , which shows the
exponential waiting time PDF of Eq. (67) with H of Eq. (68) replaced
by H ′ = 1 − H . Inset: The top green dashed line illustrates the slope
predicted by Eq. (65) with μR − 1 = 0.5. The agreement between
numerical data and theory limited to only the very short-time region
is explained in the text.

where the dimensionless value of r is given by

r = 1 − 2

π
arcsin 2H−1. (68)

These properties are illustrated in Fig. 3. We see that
for 
2 = 0.08 the survival probability is an IPL with an
exponential truncation. These are properties of the condition

2 = 0 that remain present also with a nonvanishing value of

2 if this is sufficiently small. We should observe the slowest
scaling of Eq. (63), that in the case H < 1/3 is μR of Eq. (65).
However, in the long-time region it cannot show up as an
effect of the friction-induced exponential truncation, and it is
confined to the short-time region, as shown by the inset of
Fig. 3.

The long-time limit must be described by the exponential
prescriptions of Eqs. (67) and (68). In fact, as a result of
the transformation H → H ′ the correlation function of x has
to be properly described by Eq. (40). As a consequence in
the long-time limit this friction-induced non-Ohmic Gaussian
noise becomes identical to a FGN, in the time scale t ′ = βt .
We do not have yet an analytical expression for β, which
is not important for this paper, but the numerical fitting with
exponential functions has a compelling theoretical foundation.
The long-time limit is characterized by an exponential trun-
cation that has a rate r smaller than the rate generated by a
large friction making the exponential relaxation predominant,
r = 0.11 versus r = 0.35. When 
2 = 0.3 the exponential
truncation becomes predominant and extends from the short
to the long-time regime. In this case the non-Markov friction
is large enough as to turn the ML relaxation into a mere IPL,
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FIG. 4. Survival probability for the recrossing of the origin of x(t)
of Eq. (5) for H = 0.4. The red dots refer to the case 
2 = 0.009,
the brown stars refer to 
2 = 0.05, and the pink triangles refer to

2 = 0.5. The blue dashed line is the fitting ≈e−0.009t , and the green
dashed line is the fitting ≈e−0.05t , which are the truncations expected
in the long time limit. The black dashed line is the fitting ≈e−0.44t ,
which shows the exponential waiting time PDF of Eq. (67) with H of
Eq. (68) replaced by H ′ = 1 − H . Inset: The top green dashed line
illustrates the slope predicted by Eq. (66) with μR − 1 ≈ 0.63.

so that for the single trajectories the recrossing of the origin
fits very well the prediction of Eqs. (67) and (68).

In order to establish a contrast with the discussion of
Sec. V B we study the condition of Eq. (66) (see Fig. 4).
In this case the slowest contribution to Eq. (63) is the IPL of
Eq. (66), which is visible. This is so because it yields the slope
1.6, slightly larger than the corresponding value 1.5 of Fig. 3.
In fact, the faster IPL decay is expected to show up at times
short enough as to be still unaffected by the friction-induced
exponential truncation.

The result of Fig. 5 is impressive. In fact, it refers to the
condition studied in Sec. III B, which corresponds to generate
a ML function with α > 1. According to the theoretical
arguments of this earlier section in the limiting case of strong
friction, the variable x is expected to become equivalent to
the fractional Gaussian noise-generating subdiffusion. The
numerical results of this figure fully confirms that prediction.

B. Single trajectories according
to the subordination perspective

The regression of 〈x(t)〉 to the vanishing mean value is
fairly described by the theory of Sec. IV. Here we focus
our attention on the reiterated regression to the origin of the
single trajectories. We prove that in this case the long-time
limit the survival probability of the trajectory regression to the
origin is always a inverse power law, in deep contrast with
the numerical and theoretical results of Sec. V A, where the
survival probability always has an exponential long-time limit
behavior. In the case of ω very large but not exceeding 1 we

FIG. 5. Survival probability for the recrossing of the origin of
x(t) of Eq. (5) for H = 0.8. The red triangles refer to 
2 = 0.009,
and the green dots refer to 
2 = 0.61. The black dashed line is
the fitting ≈e−0.055t , which is the exponential truncation expected in
the long-time limit. The orange dashed line is the fitting ≈e−0.61t ,
which shows the exponential waiting time PDF of Eq. (67) with H

of Eq. (68) replaced by H ′ = 1 − H . Inset: The blue dashed line is
the slope corresponding to Eq. (66), μR − 1 ≈ 0.22.

have

μR = μ, (69)

and in the case of virtually vanishing value of ω we have

μR = (1 + μ)/2. (70)

We prove Eqs. (69) and (70) theoretically, and we double
check these limiting conditions numerically. Using a numerical
treatment we study also an intermediate case.

Let us prove Eq. (69) first. In the operational time n the
single trajectories are described by the ordinary Langevin
equation

d

dn
x = −ωx(n) + ξ (n), (71)

where ξ (n) is either 1 or −1, according to a fair coin tossing.
The operational time t is discrete, but we study the long-time
limit n  1, which makes us interpret it as a continuous time
with the elementary time step 
n = 1. In the case where ω is
of the order of 1 the time distance between two consecutive
origin recrossing in the operational time scale is of the order
of 1 and consequently indistinguishable from the coin-tossing
process, which yields for the survival probability �(n) the
prescription

�(n) = (
1
2

)n = exp(−n ln 2). (72)

We are immediately led to conclude that in the clock time this
survival probability becomes

�(t) ∝ T μ−1

t (μ−1)
, (73)
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with the waiting time PDF ψrec(t) given by

ψ(t) ∝ T μ−1

tμ
. (74)

This proves Eq. (69). In the next subsection in addition to
proving Eq. (70) we afford an alternate proof of Eq. (69).

To prepare the ground for the demonstration of Eq. (70),
done in the next subsection, let us refer Fokker-Planck equation
of Eq. (17) to the operational time n using the following
equation:

∂

∂n
p(x,n) =

(
ω

∂

∂x
x + D

∂2

∂x2

)
p(x,n). (75)

In this case we have D = ω〈x2〉eq . When friction is very small,
ω � D, we have 1 � 〈x2〉eq and the friction term can be
neglected compared to the diffusion term. Actually, setting
ω = 0 while keeping D finite would yield 〈x2〉eq = ∞ a
condition corresponding to the regime of free diffusion holding
true in the whole time scale. In the presence of friction 〈x2〉eq is
finite, and in the long-time limit the intensity of the variable x

can exceed
√

〈x2〉eq . We should observe the transition from the

initial regime where friction can be neglected to the condition
where friction is perceived in the clock time scale and for
the sake of simplicity rather than observing the transition we
split the problem into two distinct problems, the first regime
corresponding to a condition with no friction and second to the
case where friction is perceived. It is interesting to notice that
the rigorous theoretical calculations of the second problem in
Sec. V D lead to the same prediction as the heuristic approach
based on the very large friction assumption.

C. Single trajectories according to the subordination
perspective in the extreme case of no friction

Let us now move to discuss the case of ω so small as to
disregard the friction term as mentioned earlier, namely, for
simplicity’s sake let us set ω = 0 in Eq. (75). In this case the
diffusion process becomes identical to the popular continuous
time random walk (CTRW) [9,10]. The CTRW pdf p(x,t) is
written adopting Caputo fractional derivative as [10]

∂α

∂tα
p(x,t) = D

∂2

∂x2
p(x,t), (76)

where

α ≡ μ − 1. (77)

According to Ref. [10], the fractional derivative on the left-
hand side of Eq. (76) is a Caputo’s fractional derivative.

To deal with Eq. (76) is convenient to use the Fourier-
Laplace transform method. The Fourier-Laplace transform of
the function f (x,t) is defined by the notation

ˆ̂f (k,u) ≡
∫ ∞

−∞
dxeikx

∫ ∞

0
dte−utf (x,t). (78)

To simplify this heavy notation, from here on we do not use
the double hat, and we do not use the single hat either, and we
adopt the convention that f (k,u) denotes the Fourier-Laplace
transform of f (x,t) and f (x,u) its inverse Laplace transform.

Performing the Laplace-Fourier transform we have

uαp(k,u) − uα−1p(k,0) + Dk2p(k,u) = 0. (79)

Noting that we assume that p(x,0) = δ(x), namely, p(k,0) = 1.
Thus we get

p(k,u) = uα−1

uα + Dk2
. (80)

Taking the inverse Fourier transform we have

p(x,u) = u
α
2 −1e

− |x|uα/2√
D

2
√

D
. (81)

The adoption of the prescription of Ref. [38] to establish
the first-passage time to get the origin moving from the origin
cannot be adopted, because it rests on the assumption that
the single trajectory leaves the origin immediately with no
extended resting time on it. This assumption violates the
condition established by the subordination approach that may
make the particle rest for a long time on the origin. To evaluate
the first time for the regression to the origin it is convenient to
consider a strip of small size ε around the origin and to evaluate
the time necessary for the trajectory to reenter this stripe after
leaving the origin, without forcing the event of leaving the
origin to occur with no delay. In other words, we evaluate the
first passage time from 0 to x > 0, where x = ε � 1. To make
the readers aware of the adoption of this procedure to establish
the origin to origin regression, we denote the waiting time
PDF with the simple symbol ψx(t), omitting for simplicity
the subscript rec. According to Ref. [38] we have that the
first-passage time distribution p(x,u) is related to the density
p(x,t) via the relation

p(x,u) = p(0,u)ψ̂x(u). (82)

We may rewrite Eq. (82) as

ψ̂x(u) = e
− |x|uα/2√

D (83)

that is, the one-sided Lévy distribution. The asymptotic
behavior can be deduced from Eq. (83)

ψ̂x(u) ≈ 1 − |x|uα/2

√
D

(84)

corresponding to

ψx(t) ≈ − |x|
�

[−α
2

]√
Dt

α
2 +1

. (85)

This is equivalent to setting μR = α/2 + 1, which, taking
into account α ≡ μ − 1 yields μR = (1 + μ)/2, identical to
Eq. (70). This is the proof that the lack of a friction yields
Eq. (70).

D. Single trajectories according to the subordination
perspective with friction

In line with Eq. (2) we study the equation

∂α

∂tα
p(x,t) = D

∂2

∂x2
p(x,t) + ω

∂

∂x
[xp(x,t)]. (86)
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Taking the Fourier-Laplace transform we have

uαp(k,u) − uα−1 = −Dk2p(k,u) − ωk
∂p(k,u)

∂k
. (87)

The solution of the above equation is

p(k,u) = c exp

[
−Dk2

2ω

]
|k|− uα

ω − uα−1

2ω
exp

[
−Dk2

2ω

]

·Eı1− uα

2ω

(
−Dk2

2ω

)
, (88)

where Eıa(z) is the exponential integral function. The constant
c has to be chosen in such a way that p(0,u) = 1/u. What is
left is

p(k,u) =
∞∑

n=0

2−nDnω−nk2n

n!

uα−1

uα + 2ωn
exp

[
−Dk2

2ω

]
. (89)

Inverting the Fourier transform we obtain

p(x,u) =
√

ω

2Dπ2

∞∑
n=0

F�(n,x)

n!

uα−1

uα + 2ωn
, (90)

where

F�(n,x) ≡ �

(
n + 1

2

)
F1

(
n + 1

2
;

1

2
; −x2ω

2D

)
(91)

and F1(a; b; z) is the confluent hypergeometric
function.

Note that being the first argument of the hyperge-
ometric an half-integer, then F1(n + 1

2 ; 1
2 ; − x2ω

2D
) can be

written as

F1

(
n + 1

2
;

1

2
; −x2ω

2D

)
= exp

[
−ωx2

2D

]
(−1)nH2n

(√
ω

2D
x
)

2n(2n − 1)!!
,

(92)

where Hn(z) are the “physicists”’ Hermite polynomials of n

degree. In particular for n = 0 we have

F1

(
1

2
;

1

2
; −x2ω

2D

)
= exp

[
−ωx2

2D

]
. (93)

The Laplace transform of the first-passage time distribution
ψx(t) is given by

ψ̂x(u) = p(x,u)

p(0,u)

=
√

ω

2Dπ2

∞∑
n=0

F�(n,x)

n!

uα−1

uα + 2ωn

√
2D

ω

u�
(

uα

2ω
+ 1

2

)
�

(
uα

2ω
+ 1

) ,

(94)

where we used the following equalities:

F1

(
n + 1

2
;

1

2
; 0

)
= 1, (95)

∞∑
n=0

�
(
n + 1

2

)
n!(2nω + uα)

= π�
(

uα

2ω
+ 1

)
�

(
uα

2ω
+ 1

2

)
uα

. (96)

FIG. 6. Survival probability for the recrossing of the origin for
different values of the fiction ω. From the top: The blue dots represent
the numerical data for ω = 0.001, and the red dashed line is the fitting
with scaling μR − 1 ≈ 0.35; the brown triangles represent numerical
data for ω = 1, and the green dashed line is the fitting with scaling
μR − 1 ≈ 0.73. We use the theoretical predictions of Eq. (69) for
ω = 1 and of Eq. (70) for ω = 0.001.

Taking the limit for u → 0 and considering the first two terms
in power of u we have

ψ̂x(u) ≈ exp

[
−x2ω

2D

]

×
[

1 + uα

√
π

∞∑
n=1

�
(
n + 1

2

)
F1

(
n + 1

2 ; 1
2 ; −ωx2

2D

)
2ωnn!

]

≡ exp

[
−x2ω

2D

]
[1 + f (x)uα]. (97)

In the time representation we have

ψx(t) ≈ exp

[
−ωx2

2D

]
f (x)

�(−α)tα+1
. (98)

Taking into account the definition of Eq. (77), we obtain μR =
μ, this being the second demonstration of Eq. (69).

E. Numerical results for single trajectories according to
subordination perspective with and without friction

The theoretical predictions of Eqs. (85) and (98) are
supported by the numerical results illustrated in Fig. 6. It
is important to notice, however, that the exponential decay
of the survival probability �(t) at large times in this case is
numerical, namely, due to fact that the analysis is done using
a finite length time series.

F. Important results

The important result of this section is that the waiting time
PDF ψrec(t) for the time distance of two consecutive origin
crossings in the GLE case has an exponential asymptotic
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behavior. Making the GLE friction intense enough has the
effect of turning ψrec(t) into a perfect exponential. Thus the
GLE case may generate an IPL behavior at short time, but
it is a perfect exponential in the long-time limit, independent
of the length of the observed time series. The subordination
case generates an exponential decay of waiting time PDF for
the recursion to the origin in the long time, which is the
consequence of the finite size of the observed time series. It
should not be confused with the exponential truncation of the
GLE theory, which is determined by the physical properties
of this theory. In the subordination case ψ(t) keeps an IPL
structure with power law index (μ + 1)/2 for small friction
and the larger power index μ for strong friction.

VI. CONCLUDING REMARKS

Anomalous diffusion is usually established by observing
the time dependence of the second moment 〈x2(t)〉 ∼ tα with
α �= 1. The research work of Refs. [39–42] has established
important criteria to establish the different physical nature of
some processes characterized by the same second moment
deviation from the prescriptions of ordinary diffusion. This
paper addresses the related but quite different problem of
establishing the different nature of two processes generating
the same relaxation to equilibrium moving from an initial
out-of-equilibrium condition.

The main result of this paper is that two different physical
approaches to the ML relaxation, the former with infinite mem-
ory and no events, and the latter determined by the occurrence
of crucial events, correspond to individual trajectories with a
surprisingly different behavior. The regression to the origin in
the former case is described by exponential waiting time PDF
and in the latter by IPL waiting time PDF. Notice that the main
focus of this paper is on the ML relaxation with α < 1, which
can be derived from two totally different physical conditions,
one with infinite memory and no events and the other driven by
crucial events. The condition α > 1, with the negative tail of
�x(t) is incompatible with the interpretation of this function as
a survival probability. However, the subordination origin of the
ML function with α > 1 studied in the earlier work of Ref. [43]
does not rule out the possibility that also the correlation
function generating subdiffusion may be determined by crucial
events. This is an incentive to adopt the statistical analysis of
single trajectories as well as the observation of the regression to
equilibrium of an out-of-equilibrium initial condition through
the ordinary ensemble perspective.

It is important to notice that the exponential ψrec(t) of
Eq. (67) seems to conflict with the remarks in Sec. I stressing
that an exponential function is considered to be incompatible
with a Hamiltonian picture. The FBM is the diffusion process
generated by a FGN and the FGN is derived [27] from a
non-Ohmic thermal bath, which has a Hamiltonian nature
[26]. However, all the arguments about the incompatibility
between exponential relaxation and Hamiltonian treatments
imply that the relaxation process is a Poisson process. As
a consequence, the time distance between two consecutive
crossings, τi , should be uncorrelated to the earlier and the later
time distances. This is not true in the case of FBM derived
from GLE. To stress this important fact we should evaluate the

FIG. 7. Correlation function given by Eq. (99) of the permanence
times of FGN (obtained from Ref. [29]) with H = 0.2. The blue
upper blue envelope goes down as t−1.59.

correlation function

C(t) =
∑

|i−j |=t (τi − τ )(τj − τ )∑
i (τi − τ )2

. (99)

Proving numerically the existence of nonvanishing cor-
relation directly on the FBM derived from GLE is hard,
due to the statistical inaccuracy generated by the integration
process implied by Eq. (5). For this reason, resting on
the theoretical arguments behind Eq. (31), we evaluate the
correlation function C(i,j ) of (99) for two cases, one referring
to H < 0.5 (Fig. 7) and one referring to H > 0.5 (Fig. 8).
The departure from the renewal condition is evident. The
numerical results of Figs. 7 and 8, referring to ξ derived from

FIG. 8. Correlation function given by Eq. (99) of the permanence
times of FGN (obtained from Ref. [29]) with H = 0.75. The upper
red envelope goes down as t−0.5, and the lower green envelope goes
as −t−0.5.
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the Mandelbrot algorithm of Ref. [29] (see also Ref. [28])
agree with the corresponding results of Ref. [27] based on the
Hamiltonian formalism of Weiss [26]. This supports the deep
connection between FBM and Hamiltonian dynamics.

Although we have limited our attention to merely theo-
retical issues, the results are expected to be of interest for
anomalous diffusion in crowded environments [16,44] and
the subject of random growth of surfaces [45]. As far as the
subject of crowded environment is concerned, the adoption of
fractional calculus, which is often based on the ML relaxation,
must be properly connected to the proper physical model
involved [44]. The experimental observation of ergodicity
breaking [46] suggests the need of adopting the subordination
picture discussed in this paper. The results of computer
simulation of diffusion in simple liquids suggests the adoption
of the GLE picture [16]. Both pictures lead to the same ML
relaxation, thereby making it difficult to establish which is the
correct model. We hope that the results of this paper, showing

that the single trajectory time evolution generates strikingly
different recursions to the origin, may help the investigators to
establish the correct model to adopt.

According to Ref. [45] subordination is expected to be a
fruitful perspective to study the random growth of surfaces.
However, in this field of research frequent use is made of
the FBM perspective [47]. We hope that in this case, too,
the different behavior of the single trajectories may help to
establish which is the correct model to adopt with the warning,
though, that in that case the subordination approach is realized
with tempering the waiting time PDF of Eq. (51) [45]. This is
an important research subject that may benefit from the results
of the present paper.
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