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Tunneling between two classically disconnected regular regions can be strongly affected by the presence of a
chaotic sea in between. This phenomenon, known as chaos-assisted tunneling, gives rise to large fluctuations of
the tunneling rate. Here we study chaos-assisted tunneling in the presence of Anderson localization effects
in the chaotic sea. Our results show that the standard tunneling rate distribution is strongly modified by
localization, going from the Cauchy distribution in the ergodic regime to a log-normal distribution in the
strongly localized case, for both a deterministic and a disordered model. We develop a single-parameter scaling
description which accurately describes the numerical data. Several possible experimental implementations using
cold atoms, photonic lattices, or microwave billiards are discussed.
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Introduction. Tunneling has been known since early quan-
tum mechanics as a striking example of a purely quantum
effect that is classically forbidden. However, the simplest
presentation based on tunneling through a one-dimensional
barrier does not readily apply to higher dimensions or to
time-dependent systems, where the dynamics becomes more
complex with various degrees of chaos [1]. An especially
spectacular effect of chaos in this context is known as
chaos-assisted tunneling [2]: in this case, tunneling is mediated
by ergodic states in a chaotic sea, and tunneling amplitudes
have reproducible fluctuations by orders of magnitude over
small changes of a parameter. This is reminiscent of universal
conductance fluctuations which arise in condensed matter
disordered systems [3].

A typical example of chaos-assisted tunneling arises for
systems having a mixed classical dynamics where regular
zones with stable trajectories coexist with chaotic regions with
ergodic trajectories. In the presence of a discrete symmetry,
one can have two symmetric regular zones classically dis-
connected, i.e., classical transport between these two zones
is forbidden. However, quantum transport between these
two structures is possible through what is called dynamical
tunneling [4]. Regular eigenstates are regrouped in pairs of
symmetric and antisymmetric states whose eigenenergies dif-
fer by a splitting § inversely proportional to the characteristic
tunneling time. If a chaotic region is present between the two
regular structures, tunneling becomes strongly dependent on
the specific features of the energy and phase-space distribu-
tions of the chaotic states. It results in strong fluctuations of the
tunneling splittings which are known to be well described by
a Cauchy distribution [5]. This has been extensively studied,
both theoretically [6—12] and experimentally [13-21].

However, states in a chaotic sea are not necessarily ergodic;
indeed, in condensed matter, quantum interference effects
can stop classical diffusion and induce Anderson localization
[22-24]. In chaotic systems, a similar effect known as dynami-
cal localization occurs where states are exponentially localized
with a characteristic localization length & [25-28]. When the
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size L of the chaotic sea is much smaller than &, chaotic states
are effectively ergodic, whereas a new regime arises when § <
L where strong localization effects should change the standard
picture of chaos-assisted tunneling. Indeed, it is well known
for disordered systems that in quasi-one-dimensional (quasi-
1D) systems universal Gaussian conductance fluctuations are
replaced by much larger fluctuations in the localized regime
with a specific characteristic log-normal distribution [29].
Moreover, for chaotic systems, it was shown in Ref. [30] that
tunneling is drastically suppressed by dynamical localization,
and that the Anderson transition between localization and
diffusive transport manifests itself as a sharp enhancement
of the average tunneling rate [31].

In this Rapid Communication, we extend the theory of
chaos-assisted tunneling to the previously unexplored regime
where Anderson localization is present in the chaotic sea. We
show that the distribution of level splittings changes from the
Cauchy distribution in the ergodic regime to a log-normal
distribution in the strongly localized regime. We consider two
models to study these effects: a deterministic model having a
mixed phase space and whose quantum chaotic states display
dynamical localization, and a disordered model based on
the famous Anderson model [22]. This allows us to study
numerically the two extreme ergodic and localized regimes
as well as the crossover between them. The numerical data
are found to follow a one-parameter scaling law with &/L.
We present simple analytical arguments which account for the
observed behaviors throughout the full range of parameters
for both models. This shows that in the presence of Anderson
localization the fluctuations of chaos-assisted tunneling show
a new universal behavior. Our theory is generic in 1D, and the
approach should be generalizable to higher dimensions.

Models. In order to observe standard chaos-assisted tunnel-
ing, the system should have two regular states (symmetric and
antisymmetric) weakly coupled via a large set of other states,
whose statistics is well described by random matrix theory.
In our case, we need these states to be Anderson localized
(e.g., well described by random band matrices [32,33]) in the
direction relevant to the discrete symmetry of the system. We
will focus on two specific 1D models.

The deterministic model that we use is a variant introduced
in Ref. [30] of the quantum kicked rotor, a paradigmatic model
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FIG. 1. (a) Splitting distribution P(In §) for the deterministic model (1) in the localized (left), intermediate (middle), and ergodic (right)
regimes. Green dashed line: fit with a log-normal distribution. Blue dashed-dotted line: fit by the Cauchy distribution. Red solid line: analytical
theory Eq. (5) with I' and &, fitting parameters [see Fig. 2(b)]. In the localized (ergodic) regime the log-normal (Cauchy) distributions
overlap almost perfectly with Eq. (5). The data correspond to K = 30, p, = 0.4n (n = 2048) and 6400 values of / in a small range around
h = 0.85,0.45,0.25, respectively. (b) Phase-space (Husimi) distribution of the initial wave function (color shades) superimposed on the classical
phase space of the deterministic model (1), with # = 0.25, K = 30, p. = 10, and p, = 1024. (c) Splittings § as a function of £/L showing
single-parameter scaling behavior. There are 16 sets (different colors) corresponding to fixed values of K = 20,30,40,50 and p; varies from
0.1n to 0.7n (n = 2048 is the system size) for 1600 values of i € [0.1,1.5]. Big red dots: typical value of § averaged over all data sets.

of quantum chaos which displays dynamical localization in
momentum space. The Hamiltonian is given by
o0
H=T(p)+ Kcos(x) »_ 8(t—n), (1)
n=—00

where p/ is momentum, x is a dimensionless position (or

phase) with period 27, 7 is time, and K 1is the kick strength. The

dispersion relation 7' (p) is such that the phase space exhibits

well-separated chaotic and regular regions [30]:

(hp)*
2

T(p) =

T(p) = w|p| + wo

for |p| < pr/2, (2a)

for|p| > p:/2. (2b)

The value of w should be irrational; throughout this work
we use w=2/5~44721.... wo 1is chosen such that
T(p) is continuous. Although the dispersion relation may
look artificial, we will show that a similar system could
be implemented in a realistic setting. A discrete symmetry
p — —p exists. The region of phase space |p| < p:/2 is
strongly chaotic for K > 1. The characteristic size of the
chaotic sea is L = p,+ K/[hsin(w/2)] [see Fig. 1(b)].
The two regions |p| > L/2 correspond to two momentum
symmetric regular zones. In the following, we consider an
initial state located on a classical torus in the regular part
of phase space as obtained using Einstein-Brillouin-Keller
quantization (see [30]), with initial mean momentum
(p)(t =0) = p. + L/2. The distance to the chaotic sea p,
is set to p. = 10 such that the coupling to the chaotic sea is
constant when varying /. In Fig. 1(b) we portray this initial
state superimposed on the classical phase space of (2).

The second model we use is a variant of the random matrix
model of chaos-assisted tunneling [5] in a condensed matter

context, allowing for localization effects. It is a disordered
system based on the Anderson model:

ﬁA = Z w,-al.Tai + Zajaj + H.c.
i#l,L (i.J)

+ t(ajay +ajap_y +He), 3)

where the summation (i,j) is over indices 1 < |i — j| < b
(i,j #1,L), b > 1 an integer, L is the lattice size, and a¥
are annihilation (creation) operators. The on-site energies
w; are independent random numbers, uniformly distributed
€[—W/2,W /2], with the constraint that the w;’s are symmetric
with respect to the lattice center [analogous to the discrete
symmetry p — —p for model (1)]. The coefficient 7, < 1
describes the coupling of regular states (sites i = 1,L) to the
analog of the chaotic states (sites i = 2...L — 1). Tunneling
beyond nearest neighbor with b > 1 is required to reach a
regime where the statistics of the analog of the chaotic states is
close to that of Gaussian orthogonal ensemble (GOE) random
matrices [32-34] (the standard Anderson model permits only
localized and ballistic behavior). In the following we use
b = 3, but we have checked that other values lead to similar
results (data not shown).

In these two models, there exists a characteristic local-
ization length & = (1/&,.)~' defined through the average
over individual localization lengths &, of the chaotic states
[29,35]. In the model (1), the Floquet eigenstates in the
chaotic sea are exponentially localized in momentum space,
with &€ & (K2/45%){1 — 2J,(K)[1 — J»(K)]} [J> denotes the
Bessel function and K = (2K /h)sinfi/2] [36]. In the model
(3), it is known that for b =1 the eigenstates are expo-
nentially localized in position space, with a localization
length near the band center &) ~ —1 +In(1 + W?/16)/2 +
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FIG. 2. (a) Splitting distribution P(In §) for the disordered model (3), for W = 3,1,1/2 from left to right. Note the strong similarity with
the distributions for the deterministic model (1) of Fig. 1(a). Colored lines: as in Fig. 1. L = 256, 7. = 0.001, b = 3, and 10000 realizations
(see text). (b) Scaling behavior of 8y, as a function of §/L. Disordered model (3): L = 128 (blue triangles), L = 256 (magenta squares),
and L = 512 (green stars); parameters as in (a). Black circles: deterministic model (1), K = 30, 6400 values of / in a small range around
0.25,0.45,0.65,0.85,1.45, p; = 0.4n (n = 2048). Red solid line: theoretical prediction 8y, = dch 1yp EXp(—2L /), With 8cp, yyp fitted to L = 512
data. (c) Scaling behavior of I" [see Eq. (5)] as a function of £ /L (symbols defined as in the left panel). Red solid line: theoretical prediction

I = LJE.

4arctan(W/4)/W [37]. For 1 < b <« L the system is still
localized, with numerically £ ~ (2b — 1)&p.

Splitting statistics for the deterministic model. The dynam-
ics of (1) can be integrated over one period to give the evolution
operator U = e~(/2MT(p)g=/MK cos(0)o=(/20T(P) - Tunneling
may be studied through the Floquet eigenstates |W,) of U
with quasienergies ¢, obeying UW,) = e |W,). Classically,
transport to the chaotic sea or the other regular island is
forbidden by the presence of invariant curves. However,
in the quantum regime, the initial state, having a certain
expectation value of momentum (p)(t = 0) = p. + L/2, will
tunnel through the chaotic sea to the other side with an
oscillation period Ty, so that (p)(Tosc/2) = —(p)(t = 0). Tosc
can be identified with 277 /8, where § = ¢ — ¢ is the splitting
between the symmetric and antisymmetric Floquet eigenstates
having the largest overlap with the initial state.

In Fig. 1(a) we show the distributions of In § in the different
regimes of the chaotic sea: localized £ <« L, ergodic & > L,
and intermediate £ &~ L. One can see that the distributions are
markedly different: we recover the known Cauchy distribution
in the ergodic regime, whereas a log-normal distribution is
observed in the localized regime. In the crossover regime, an
intermediate distribution is obtained with a nontrivial shape to
be discussed later. In order to reveal which scales control these
behaviors, we considered the splittings § for many different
parameters (see caption of Fig. 1). In Fig. 1(c) we show that,
strikingly, the data follow a single-parameter scaling law as a
function of £ /L. The essential physics of the problem therefore
only depends on the localization length &.

Splitting statistics for the disordered model. The disordered
model (3) has no obvious classical analog. Nevertheless,
it can be used to describe chaos-assisted tunneling, with
the localization length in position space, dependent on W,
analogous to the localization length in momentum space
of model (1), dependent on K and 7. The splitting § is
determined by computing the eigenfunctions most strongly
overlapping with the first site (due to symmetry, this is
equivalent to the last site). The splitting distributions for this
model are shown in Fig. 2(a). Strikingly, very similar behavior
is observed in this disordered model compared to model (1).
We recover the Cauchy distribution at small values of W where

the disordered states are delocalized, whereas for large W
(localized states) the distribution has a log-normal shape, with
again an intermediate behavior at the crossover. In Fig. 2(b)
we show, for both the deterministic and disordered models,
the scaling behaviors of 8y, = exp(Iné), and in Fig. 2(c) the
fitted parameter I" related to the width of the distribution [see
Eq. (9)].

Analytical arguments. In this section, we derive an expres-
sion for the splitting distribution valid in all regimes, provided
the system displays the essential characteristics explained
above. Following [5], the splitting § between the symmetric
and antisymmetric regular states can be obtained from the
displacements §* of their energies due to the coupling to the
chaotic or disordered sea. Because this coupling v is classically
forbidden, it is exponentially small and a perturbation theory
leads to §* ~ )", 81# with 81# =v;%2/(E — Eii), Eli being the
energy of the chaotic state indexed by i of the same symmetry
as the regular state of energy E [38]. The splitting § is then
8 = |67 — 87 |. In the delocalized ergodic regime, the overlap
between chaotic states is large which excludes that symmetric
states are resonant with antisymmetric states, thus §* and
8~ are uncorrelated. The splitting distribution is then given
by the distribution of 6%, and follows a Cauchy law [5]. In
the following, we will focus on the regime of large splittings
obtained when a single resonant term of energy E Cj; dominates
the sum: §* ~ v2/(E — EX).

Localization of the wave functions in the chaotic sea comes
into play in two ways: it can (i) induce a strong correlation
between the energies of the symmetric (1) and antisymmetric
(7) chaotic states, or (ii) modify the tunneling matrix element
v. We now proceed by analyzing the distribution of § in the
two limiting cases where one mechanism is dominant.

When case (i) is dominant, it is the strong correlation of
8% which is at the origin of the departure of the splitting
distribution from the Cauchy law (see [2,5] for similar corre-
lations arising due to partial classical barriers in the chaotic
sea). We define the auxiliary quantities E;i = Eloc F S10c/2
with 8 the splitting of the localized chaotic states, joc ~
A exp(—2 Lo /&10c) Where Ly is the distance between the two
peaks of the localized (anti)symmetric chaotic state, whereas
A is the mean level spacing. We have |§joc| < |E — Ejoc| inthe
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correlated regime of interest, which yields § ~ |+ T Ei“;}il |

In the first factor, v = veh €Xp(—2Lyeg/&1oc) Where vy, iS the
usual coupling strength to the chaotic sea in the ergodic case,
and exp(—2Leg/&10c) describes the effect of localization of the
chaotic state, located at a distance L, from the regular border.
As L = 2L + Lioc, the splitting can be approximated by

8 2 deh eXp(—=2L/Eioc), “4)

where we have taken |E — Ej,.| ~ A which is the typical case
in this regime [39] and 6., = [ven?/(E — Ejoe)| the “standard”
chaos-assisted tunneling term.

On the other hand, when case (ii) is dominant, the corre-
lation between 8% can be neglected and the distribution of §
is given by that of 8%. Since 8o & A exp(—2 Lo /&10c) should
be large in this uncorrelated limit, we must have Ljoc < &joc
and thus Lyeg ~ L/2 >> Ljoc. The coupling to the regular bor-
ders is then exponentially weak, v & vc eXp(—2Leg /loc) ~
Veh €Xp(—L /&oc)- Then, using § ~ v2/(E — Eoc), we remark-
ably obtain precisely the same Eq. (4).

Although Eq. (4) was obtained in certain limiting cases,
it proves itself valid more generally. Indeed, let us as-
sume that the first term of (4) has the known Cauchy
distribution Pu,(In 8¢) = 2€™%n /[ (1 + €2™%n)], where §=
8/8yp. In our case Scnyyp = exp(lnde,) depends only on
t. or p. (see also [11]). Because the inverse localization
length 1/&,. in quasi-1D has a normal distribution with
width oc1/L, the second term & = exp(—2L/&oc) Of (4)
has a log-normal distribution, analogous to that of conduc-
tance in the strongly localized limit [29,35]: P (In S1oc) =
exp[—(In 1/8,oc — 2I")%/(81)]/(4T'v/27), where I' = L/E.
The total distribution P(In ) can be obtained by convolution
and is given by

P(ns) = — exp(—1 S+2F)|:1+ f(_4r+h“§)
n Z—CXP— n er _—
4 V8T

+ exp(2In S)erfc 4T +1né 5
X — .
P /8"

Expression (5) can be fitted to the distributions obtained
numerically [see Figs. 1(a) and 2(a)]. Very good agreement
is found with the numerical data, in both the extreme localized
and ergodic regimes where (5) describes a log-normal or
Cauchy distribution, respectively. The intermediate regime
(§/L = 1) is characterized by log-normal behavior in the cen-
ter of the distribution, around 8 = dyy,, with Cauchy-type
behavior in the tails. The fitted values of dy, and I' are
represented in Fig. 2(b) for both models. A good agreement
is found with the expected behavior 8y, = dch,iyp €Xp(—2L /&)
and I' = L /& in the localized regime. Note that we find that
the high-§ cutoff of the splitting distribution is not affected by
the localization and remains at the same value § &~ vy, as in
the ergodic case. This is clearly observed in Fig. 2 where the
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cutoff remains at § ~ t, in all regimes for the disordered model.
This can be understood from (4): the cutoff is present in the
distribution of ., while the localization effects described by
the second term do not involve any cutoff in their distribution.

Experimental implementation. The effects we have pre-
sented should be observable for a generic class of models
sharing the properties listed above. It is possible to implement
a realistic version of the model (1) using a variant of
the well-known cold-atom implementation of the quantum
kicked rotor [27,28,40]. The dispersion relation (2) cannot
be implemented directly. However, in the atomic kicked rotor,
the kicking potential is usually realized through a sequence
of short impulses of a stationary wave periodic in time. By
truncating the Fourier series of this sequence at some specified
harmonic p,, one realizes a mixed system with a classically
ergodic chaotic sea between — p, and p, [41,42] whichrealizes
an experimentally accessible version of (1) (see [43] for
experimental details on an analogous system). The disordered
model (3) can be implemented readily using photonic lattices
[44—46]. A spatially symmetric disorder can be implemented
in the direction transverse to propagation, and tunneling will
result in oscillations in this transverse direction which can be
easily measured. Lastly, both chaos-assisted tunneling [13—17]
and Anderson localization [47,48] have been observed in
microwave chaotic billiards. In this context, both disordered
and deterministic models could be implemented and can yield
very precise distributions of the tunneling rate.

Conclusion. We have shown that the presence of Anderson
localization brings a new regime to chaos-assisted tunnel-
ing, with a new universal distribution of tunneling rates.
Remarkably, the crossover from the ergodic to the localized
regimes is governed by a single-parameter scaling law, for both
disordered and deterministic models. Our theory accurately
describes the different behaviors for our models, both of which
could be implemented experimentally. The results are generic
in 1D in the localized regime, and the approach should be
generalizable to higher dimensions.

Our study shows that chaos-assisted tunneling could be used
as an experimental probe of the nonergodic character of the
chaotic sea. A fascinating perspective would be to generalize
these ideas to other types of nonergodic chaotic states, such as
multifractal states, which are hard to see experimentally and
have been intensively studied theoretically lately [23,49,50].
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