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Transient chaos and associated system-intrinsic switching of spacetime patterns
in two synaptically coupled layers of Morris-Lecar neurons
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Spatiotemporal chaos collapses to either a rest state or a propagating pulse solution in a single layer of
diffusively coupled, excitable Morris-Lecar neurons. Weak synaptic coupling of two such layers reveals system
intrinsic switching of spatiotemporal activity patterns within and between the layers at irregular times. Within
a layer, switching sequences include spatiotemporal chaos, erratic and regular pulse propagation, spontaneous
network wide neuron activity, and rest state. A momentary substantial reduction in neuron activity in one layer
can reinitiate transient spatiotemporal chaos in the other layer, which can induce a swap of spatiotemporal chaos
with a pulse state between the layers. Presynaptic input maximizes the distance between propagating pulses, in

contrast to pulse merging in the absence of synapses.
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I. INTRODUCTION

The concept of transient dynamics is crucial for the
understanding of real systems [1]. Transient brain activity
is reported, e.g., in perception associated with stimuli [2],
as disruption of neurological rhythms in seizure [3,4], and
in migraine attacks [5]. Prevalent mechanisms for abrupt
changes in system dynamics include parameter perturbation
near bifurcations [6], noise in the presence of attractors
[7], deterministic transients near heteroclinic orbits [8], and
transient stable chaos [9-11].

Transient spatiotemporal chaos presents an abrupt change
from chaotic extended dynamics to regular behavior, typically
associated with the existence of a chaotic saddle, i.e., an
invariant manifold that is not attractive [1,12]. Turbulence
in shear flow experiments is transient [13]. Spatiotemporal
chaos is transient in excitable reaction diffusion models for
semiconductor charge transport [14], for chemical reactions
[15,16], and for coupled Morris-Lecar neurons [17]; the
complex Ginzburg-Landau equation exhibits a collapse of
spatiotemporal chaos to an oscillatory medium [18].

Transient spatiotemporal chaos is extensive [15,19-22],
which explains the exponential increase of its average lifetime
with system size [12,14—16] based on the probability of uncor-
related local regions generating a global pattern that initiates
the collapse [23]. The finite lifetimes can be manipulated by
noise [24], the addition of nonlocal coupling in the network
topology [25,26], and can become asymptotic when adding
competition between chaotic populations [27].

Complex networks frequently exhibit dynamically con-
nected saddles via heteroclinic connections [8,28,29]. A
typical trajectory reveals sustained switching between such
metastable states until an attractor is reached. Specific switch-
ing sequences reliably encode information and are discussed
for computation [30]. A control strategy was recently devised
and explored in pulse-coupled oscillator networks, to sustain
the switching dynamics by preventing the escape to an attractor
[31]. These studies on switching behavior involve simple sad-

“hthartle @alaska.edu
frawackerbauer @alaska.edu

2470-0045/2017/96(3)/032223(12)

032223-1

dles, where the invariant manifold is typically a point or a limit
cycle. A chaotic saddle is involved in the alternating dynamics
between transient spatiotemporal chaos and traveling pulse
in a network of diffusively and synaptically coupled excitable
Morris-Lecar neurons [26]. A more complicated chaotic saddle
was identified in a large, two-dimensional (small world) net-
work of coupled nonidentical, oscillatory FitzZHugh-Nagumo
neurons with local coupling neighborhood [32]. An irregular
switching between low-amplitude oscillations, waves, and
extreme events was observed and associated with a single
chaotic saddle that contains these three space-time patterns
that are connected via channel-like structures to mediate the
switching.

This paper numerically explores the switching of spatiotem-
poral patterns associated with a chaotic saddle in a system of
two synaptically coupled layers of identical, excitable Morris-
Lecar neurons. Section II introduces the model and briefly
summarizes transient spatiotemporal chaos in a single layer.
Observed sequences of switching are discussed in Sec. III for
(one-way) synaptic coupling from one layer to the other layer.
Section IV shows preliminary results for switching behavior
observed in two-way synaptic coupling between the layers.
Conclusions are presented in Sec. V.

II. MODEL

The system consists of two synaptically coupled layers of
identical, excitatory Morris-Lecar (ML) neurons [33,34]. Each
layer represents a ring network of N diffusively coupled ML
neurons. The synapse topology is fully connected such that
each neuron in one layer is synaptically coupled to every
neuron in the other layer. The state of neuron i (with i =
1,...,N)in layer k (with k = L,II) is given by the membrane
potential, Vik, and the fraction of open potassium channels, nf‘ :

V,k — CL(I _ Iiionﬁk _ Iisyn,k) + DA?,
k= rik(nis’k —nf), (1

with membrane capacitance Cp,, applied current I, ionic
current /", and synaptic current /¥" (per unit area). n* is
the fraction of open potassium channels at steady state and
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TABLE I. Model parameters for the (class I) ML neuron [33,34],
for the synaptic coupling with AMPA receptor [35-37], and transient
spatiotemporal chaos [17,26].

I =32 uA/cm? D = 0.05 ms™! Cp = 20 uF/cm?
gk = 8 mS/cm? gL =2 mS/cm? gca = 4 mS/cm?
Vk = =80 mV VL = —-60mV Vea = 120 mV
Vy,=17.4mV @=1/15s71 Vi =0mV
a=1.1mM "' ms! B =0.19ms™! Tw=1.0mM
Vo =2.0mV K,=50mV

T determines the time constant for opening/closing of potas-
sium channels. The electrical coupling between neighboring
neurons in, e.g., axo-axonic gap junction networks [38,39],
is modeled with the diffusion operator, Af‘ = Vlli + Vl’; 1=
2VK, and D is the diffusive coupling strength. All (fixed) model
parameters are summarized in Table 1.

The ionic current, I'°", considers the inward calcium
current, the outward potassium current, and the leak current
that is associated with other ion fluxes across the membrane:

Iiion,k — gCam,S'S’k(Vik _ VCa)
+exnf(VE-W)+a(VE-wv), @

with leak conductance g, leak resting potential Vi, maximum
calcium conductance gc, and potassium conductance gg,
and reversal potential for the calcium current V¢, and for
the potassium current Vk. The fraction of open calcium
(potassium) channels at steady state, m** (n*), and the inverse
time scale for potassium channel opening, 7, are given by

1 Vk—v
ss,k i 1
% = —1+tanh | ——— ) |, 3
i 2[ an ( Va >] )
. 1 vk —v.
ss,k i 3
% = —[1+tanh | ——— ) |, 4
" 2[ * ( Vy >] @
¢ = ¢ cosh Vi~ Vs )
i =9 2V, .

The synaptic current for neuron i in network k& [Eq. (1)] is
modeled as an ohmic current [35,37],

I N
g 3 S whksk(vE - V), (6)

1=1 j=I1
14k

where g is the conductance of the synapse and wl/j represents
the synaptic coupling tensor. wy;:l, if there exists a synaptic
link from presynaptic neuron j in layer / to the post synaptic
neuron i in layer k, otherwise wﬂ’f = 0. Since synaptic coupling
is absent within each layer, wl]'j = 0 for [ = k; in other words,
I # k in Eq. (6). This study focuses on fully coupled, synaptic
projections from layer I (input layer) to layer II (output layer),
where every input neuron in layer I is synaptically coupled to
every output neuron in layer Il (one-way synaptic coupling).
In this case, w}’in =1 and w?l.'l =0 for all i,j, and Il.sy"’I =
0 for all input neurons i. Preliminary results are also given
for bidirectional, synaptic projections between the two layers,
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where every neuron in each layer is synaptically coupled to
every neuron in the other layer, w?i'l = wj‘l.I =1 (two-way
synaptic coupling). sj’l‘ is the fraction of open channels in
the synaptic cleft between presynaptic neuron j in layer [ and
postsynaptic neuron i in layer k, and V; is the reversal potential
of the channel. The fraction of open channels is given by

Ik
gk _ 0{(1 — sji)Tm

e 1+ exp (_(V/(I;VP))

— Bslh. )

o and B are growth and decay rate constants, respectively. The
parameters Ty, V;, and K, (Table I) and the membrane voltage
of the presynaptic neuron, V;, determine the sigmoidal shape
of the neurotransmitter concentration in the synaptic cleft.

A bifurcation analysis for a single ML neuron [17,34]
[D=0, g =0 in Eq. (1)] reveals an excitable neuron for
applied currents, I, below the saddle-node on invariant circle
(SNIC) bifurcation pointat I = 38.7 A /cm?. In this excitable
regime the neuron dynamics is characterized by three steady
states, a stable node (rest state), a saddle point, and an
unstable focus. A superthreshold perturbation to the rest
state causes an excitation cycle [Fig. 1(a)], where a typical
trajectory moves further away from the rest state and passes
the unstable focus before returning to the rest state. A ring
network (layer) of diffusively coupled ML neurons is excitable,
if the excitation can spread between neurons. A numerical
analysis shows that excitation propagation exists for applied
currents above / = 28.1 uA/cm?. In the parameter regime
between the onset of excitation propagation and the SNIC
bifurcation point, a network of diffusively coupled neurons
exhibits transient spatiotemporal chaos [17,26]. We use a
representative, intermediate value of / = 32 uA/cm? in this
paper.

An isolated layer [g = 0 in Eq. (1)] of diffusively coupled
neurons exhibits transient spatiotemporal chaos [17,26] with
an average lifetime that grows exponentially with network
size, typical for reaction-diffusion systems [12,16,19,40].
During the transient phase the diffusive coupling sustains
neuron excitations to yield a complex, irregular spatiotemporal
pattern with chaotic dynamics [Figs. 1(b) and 1(c)]. Inactive
neuron groups with trajectories close to or at their stable
node (dark patches) alternate with active neuron groups where
trajectories spiral around the unstable focus. A typical neuron’s
trajectory for the chaotic dynamics is plotted in Fig. 1(a).
The spatiotemporally chaotic dynamics eventually collapses
abruptly to either the rest state [Fig. 1(b)], where every neuron
is at its stable node, or to a state with one or more coexisting
traveling pulses [Fig. 1(c)]. Two types of pulses are observed,
a wide pulse and a narrow pulse, which differ in their pulse
profiles [Fig. 1(d)] and in their phase portraits. A master
stability analysis [40] shows that the rest state is attractive,
and long-term numerical simulations reveal that each single
pulse is stable in the absence of synaptic coupling [17,26]. The
spontaneous, system intrinsic collapse points to the existence
of a chaotic saddle as aresult of the coexisting regular attractors
[12]. The lifetimes of transient spatiotemporal chaos do not
differ significantly from each other whether the collapse is to
the rest state or to the pulse solution. This is expected if one
assumes a single nonattracting chaotic set, which implies the
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FIG. 1. (a) A typical excitation cycle in phase space for a single ML neuron (thick dashed line) and a typical trajectory of a coupled neuron
with chaotic dynamics (thin dashed line). The cubic V-nullcline and the n-nullcline (full lines) are shown, together with the three steady states,
a stable node (diamond), a saddle point (circle), and an unstable focus (plus). Typical examples of spatiotemporal dynamics of the membrane
potential (V) for a diffusively coupled ML network (g = 0, N = 50) when spatiotemporal chaos collapses to (b) the global rest state, and to (c) a
traveling pulse solution. A membrane potential (V') close to the rest state (unstable focus) is represented in dark (lighter) color. The plotted time
interval reflects the dynamics near the time of collapse. The simulations were started with a superthreshold perturbation (V,n) = (—10 mV,0)
of a single neuron, with all other neurons in the rest state. More details on generic initial conditions that reach the neighborhood of the chaotic
saddle are presented in Keplinger et al. [17]. (d) Comparison of narrow (dashed line) and wide (solid line) pulse solution via their time evolution
of the membrane potential V. The phase portraits of these two pulses are depicted in Fig. 8.

same escape probability from the neighborhood of the chaotic
saddle to either of the attractors.

III. SWITCHING OF PATTERNS IN A SYSTEM
WITH ONE-WAY SYNAPTIC COUPLING FROM
LAYER I TO LAYER II

Two identical layers of neurons are one-way, fully synapti-
cally coupled such that every input neuron in layer I is synap-
tically coupled to every output neuron in layer II, according
to Eq. (1). Each layer consists of a diffusively coupled ring
network of N identical excitatory ML neurons that is initially
in the state of transient spatiotemporal chaos (STC). Layer I is
not influenced by the synapses and the escape dynamics from
the neighborhood of the chaotic saddle is identical to the one
in the isolated, diffusive ring network studied in Refs. [17,26].
The dynamics in layer II is synaptically driven by layer I; it
also exhibits a collapse from chaotic dynamics to the rest state
or to diverse pulse states.

Figure 2 shows two representative switching sequences
from an initially STC state in both layers to an asymptotic
system state. While layer I is in an STC state, the dynamics
in layer II switches from STC to a stripe pattern, where all
neurons within the layer are simultaneously excited at irregular
times. Eventually, STC in layer I collapses to a narrow pulse,
and the stripe pattern switches into a state where all neurons
are inactive. In the second example [Fig. 2(b)], STC in layer
II switches into an erratic pulse pattern. When the dynamics
in layer I collapses from STC to a traveling wide pulse, STC
is simultaneously reinitiated in layer II. After some transient
time, STC in layer II collapses to a narrow pulse, and the
asymptotic system state is reached. Figure 3 shows an overview
of observed system intrinsic switching patterns for weak
synaptic coupling (g = 0.01 mS/cm?) and an initially STC
state in both layers. Each transition is discussed individually
in the following sections.

This study focuses on weak synaptic coupling, fixed at
g = 0.01 mS/cm?, except in few cases where g is varied to

demonstrate the robustness of a phenomenon or to provide
further insight. This coupling is small enough that traveling
(narrow, wide) pulses in layer I cannot excite a postsynaptic
neuron from rest (Fig. 4), but a fully active input layer in the
state of spatiotemporal chaos eventually can.

A. Chaos in layer I, stripe pattern in layer II

A simultaneous excitation of all postsynaptic neurons
at aperiodic moments in time [stripe pattern, Fig. 2(a)] is
observed when transient spatiotemporal chaos collapses to the
rest state in layer II while still active in layer I. Synaptic
projections from layer I influence all postsynaptic neurons
equally and eventually cause a network wide excitation [41], if
the coupling strength is above the critical coupling strength for
neuron excitation from the rest state (case A, Fig. 4). The stripe
pattern persists as long as spatiotemporal chaos is existent in
layer I; it suddenly terminates when STC collapses to the
rest state or to any of the traveling pulse states. The average
lifetime of the stripe pattern is 170.6 &= 181.8 s (determined
from the 30 instances of stripe formation in 100 simulations,
g = 0.01 mS/cm?), which is larger than the average lifetime
of STC in layer I, 131.0 & 136.4 s (100 simulations), since
it excludes short lifetimes where STC in I collapsed before
stripe formation in layer II. Synaptic projections also influence
the escape statistics from the chaotic saddle, decreasing the
likelihood for collapse to rest and thus for collapse to a stripe
pattern with increasing g. Collapse to rest is observed in 56%
of simulations for an isolated diffusive ring network (g = 0),
and in 50%, 40%, 30% of simulations with synaptic input of
strength g = 0.010, 0.020, 0.025 mS/cmz.

Figures 5(a) and 5(b) contrast STC in layer I with the stripe
formation in layer II for different coupling strengths g. Weaker
synapses lead to a later onset of stripe formation and to the
omission of some of the stripes. No stripes are formed below a
critical synapse strength. The rate of stripe formation increases
with synapse strength g [Fig. 5(c)]; for large enough coupling,
postsynaptic neurons are always active and stripes no longer
exist.
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FIG. 2. Typical system intrinsic switching sequences of spa-
tiotemporal patterns in layers I and II, initially in the STC state.
The synaptic coupling is one-way, from layer I to II, with standard
coupling, g = 0.01 mS/cm?. Panels (a) and (b) differ by randomly
chosen initial conditions. The vertical lines indicate a break in time.
Times are given only to illustrate the time scale within a pattern. For
other parameters, see Fig. 1(b).

Stripes are formed when the synaptic input forces the
postsynaptic neuron trajectory to cross the nullcline (Fig. 1)
to cause an excitation. The postsynaptic neuron is initially
(after the collapse of STC) in the rest state (stable node),
where the membrane potential is negative. The corresponding
negative synaptic current, /; syn 1l gVII ZN—1 sI 1 [rewritten
from Eq. (6)], adds a positive growth term to the membrane
potential [Eq. (1), Al' = 0in the absence of gradients], and the
postsynaptic neuron’s trajectory is governed by a competition
between deviations from rest state toward larger membrane
potential and the attraction toward the stable rest state. For
synapse strengths below the critical value for excitation, the
corresponding fluctuations of the trajectory away and back
toward the rest state never terminate. For weak synapse
strengths (e.g., g = 0.01 mS/cm?), the trajectory eventually
crosses the threshold to initiate an excitation cycle. For
stronger synapses the synaptic current is more negative to
easier reach that threshold.

Figure 6 shows the time series of the synaptic current, the
postsynaptic neuron’s membrane potential, and the presynaptic
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FIG. 3. Summary sketch for switching behavior in the case of
one-way synaptic coupling from layer I to II and synapse strength,
g = 0.01 mS/cm?. The notation [A, B] refers to state A in layer I
and state B in layer II with following abbreviations C (STC), WP
(wide pulse), NP (narrow pulse), EP (erratic pulse), S (stripe pattern),
and R (rest state). Final states are asymptotic, and arrows mark state
transitions. The collapse to multiple pulses is ignored.

input (/ »=8 Z 1 sI II) during the stripe pattern of the sim-

ulation in Fig. S(a) for weak synapse strength. During larger
time intervals between successive excitations, the described
fluctuations of the trajectory are visible in the membrane
potential, during shorter time intervals between excitations
there is a steady increase of the membrane potential to reach
and cross the threshold for excitation initiation. Moments
of excitation do not correlate with peaks in the presynaptic
input; the required nullcline crossing for an excitation event is

|
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FIG. 4. Maximum membrane potential, max(V'), of a postsynap-
tic neuron (layer II) versus synaptic coupling strength g, if the input
layer of N = 50 neurons exhibits spatiotemporal chaos (A), two
traveling narrow pulses (B), a single traveling wide pulse (C), or
a single traveling narrow pulse (D). The critical coupling strengths
for the excitation of a postsynaptic neuron from the rest state are
marked as vertical lines; they are clearly below g = 1.5 mS/cm?, for
which a single active presynaptic neuron can excite a postsynaptic
neuron in the rest state and thus trivially keep layer II active.
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FIG. 5. (a) Spatiotemporal chaos in layer I, and (b) corresponding
stripe locations in layer II as a function of synaptic coupling g.
(c) The rate R, (number of stripes per 200 s) at which a chaotic input
layer generates stripes in the output layer as a function of coupling
strength g. Stripe patterns are absent for stronger synaptic coupling,
since neurons in layer II are continuously excited.

achieved via diverse combinations of smaller and/or larger
presynaptic inputs. The presynaptic input resembles the
number of excited presynaptic neurons at any given time [42].

B. Chaos in layer I, single erratic pulse in layer IT

An erratic pulse pattern (Fig. 7) is observed when transient
spatiotemporal chaos collapses to a (wide or narrow) traveling
pulse state in layer II while persisting in layer I. The percentage
for such collapse to either pulse state is 36% for weak synaptic
coupling (g = 0.01 mS/cm?) and 42% for an isolated diffusive
ring network (g = 0). The erratic pulse exhibits a range of
propagation speeds along the ring network due to the irregular
synaptic input, which implies a range of trajectories in phase
space that slightly differ from the wide and narrow pulse
(Fig. 8). The erratic pulse pattern terminates when STC in layer
I collapses: A collapse to the rest state ceases the synaptic input
and the erratic pulse becomes the narrow pulse of the diffusive
system, which is an asymptotic state. A collapse to the narrow
traveling pulse causes a constant synaptic input for layer II,
and the erratic pulse switches into the asymptotic state of a
(driven) uniformly traveling narrow pulse [45]; the (driven)
narrow pulse in layer II travels faster than the narrow pulse
in layer I, and its phase space trajectory is close to that of
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dashed line), synaptic current (/;°", full line), and membrane
potential (V, dotted line) of postsynaptic neuron (i) for the
simulation in Fig. 5(a) with synapse strength g = 0.01 mS/cm?. The
horizontal lines mark the zero line and the membrane potential in the
rest state.

FIG. 6. Time series of presynaptic input (I, = gz
syn,II

the narrow pulse. The phase space trajectories of the various
pulses are plotted in Fig. 8. The case when STC in network I
collapses to a wide pulse yields a nonasymptotic state and is
discussed in Sec. IITE.

The erratic nature of the pulse stems from its varying prop-
agation speed superimposed with the generation of stripelike
excitation patterns. The stripelike parts exist at the same time
when the synaptic input would generate a stripe if network II
were in the rest state (Fig. 7). As the erratic pulse travels along
the network with its instantaneous speed, it experiences times
when the presynaptic input excites all excitable postsynaptic
neurons. Postsynaptic neurons in the wake of the traveling
pulse are in arefractory state and cannot be excited, which adds

—
=
—

bl
(0,1
N
(0,1
AN
(0,1

FIG. 7. (a) Spatiotemporal chaos in layer I and (b) corresponding
erratic pulse pattern in layer II. (c) The stripe pattern (Sec. III A)
initiated from layer I is plotted for comparison. The synapse strength
is g = 0.01 mS/cm?.
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FIG. 8. Phase space trajectories of a narrow pulse (full line), a
(driven) narrow pulse (dashed line), a wide pulse (bold full line),
a (driven) wide pulse (circles), and an erratic pulse (light colored
full line). The narrow and wide pulse refer to pulse solutions in
a diffusive layer without synaptic input [see also Fig. 1(d)]. The
(driven) narrow/wide pulse experiences synaptic input from layer
I(g=0.01 mS/cmz), in this case from a narrow pulse in layer I;
the (driven) narrow/wide pulse becomes the narrow/wide pulse upon
termination of the synaptic input. The erratic pulse develops from
any pulse that experiences synaptic input from STC; the erratic pulse
becomes a narrow pulse upon termination of the synaptic input.

an interruption to the stripe pattern. As time progresses, the
refractory neurons farthest in the wake of the original traveling
pulse become excitable first and their diffusive interaction with
the neighboring active neuron starts a new (delayed) pulse
traveling in the direction of the newly excitable (nonrefractory)
neurons.

C. Spatiotemporal chaos in layers I and IT

During transient times without collapse, STC in layer II is
altered relative to STC in layer I by the synaptic input. Figure 9
reveals more frequent and often repetitive internal pulses;
activity with small spatial and temporal scale is propagating
through groups of inactive neurons in certain parts of the ring
network. These repetitive internal pulses lead to an increased
probability for collapse to multiple pulses. Figure 9(c) shows
a rare example in a 50-neuron output layer, where STC
collapses to four erratic pulses. The repetitive internal pulses
on subnetwork scale appear to precede the traveling erratic
pulses.

Figure 10 shows that the largest Lyapunov exponent is
positive for a range of coupling strengths and how the average
lifetime (7T') of transient STC in layer II is influenced by the
synaptic input. STC is collapsing fastest for weak synapses
at g = 0.010 mS/cm?. Beyond that strength, a gradual and
then steep increase in transient lifetime is observed. Trial
simulations for g = 0.030 mS/cm? did not reveal any collapse,
even on time scales that are an order of magnitude larger than
the biggest (7') in Fig. 10(b). This may not imply asymptotic
STC, since inactive neuron groups up to half the network size
have been observed few times; the collapse of STC to pulse
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FIG. 9. Spatiotemporal chaos in (a) layer I and (b) layer IIL
(c) An example for STC collapsing to four erratic pulses in layer
II. The synaptic strength is g = 0.01 mS/cm?.

or rest state, however, requires almost all or all neurons being
inactive, which is expected to be an extremely rare event.
The fast collapse at g = 0.010 mS/cm? correlates with more
frequent internal pulse patterns in STC (Fig. 9) and a faster
collapse to pulse; half of the simulations show a collapse to
pulse with an average transient lifetime of 19.6 = 18.0 s, while

0.03

|
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FIG. 10. (a)Largest Lyapunov exponent X [26,46] and (b) average
lifetime (7') of transient STC in layer II versus synaptic coupling
strength ¢ when layer I is in the STC state. Error bars (one standard
deviation) are plotted where scale allows; half standard deviation
is marked for the last data point (+4). The average is over 50
simulations with different initial conditions, a combination of 10 (5)
randomly chosen STC initial conditions in layer II (I). The distribution
of lifetimes for each data point (not plotted) appears exponential,
consistent with other studies [12,16].
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g = 0.004 mS/cm? (b) and for the standard value g = 0.01 mS/cm?
(c). The two pulses in layer II result from the collapse of STC to a
double pulse.

with the applied current parameter /.

D. Chaos in layer I maximizes distance between
multiple erratic pulses in layer I1

STC in layer II collapses also to multiple pulses, while
layer I is in the STC state [Sec. III C, Fig. 9(c)]. The resulting
presynaptic STC input can yield pulse distance maximization
in layer II. Figure 11 reveals a rather steady pulse separation
for very weak synapse strengths (¢ = 0.004 mS/cm?), and an
increase in pulse separation to a distance maximized double
pulse for weak synapse strength (g = 0.01 mS/cm?). This
finding is in contradiction to pulse merging in the absence of
synaptic coupling, g = 0, where the trailing pulse accelerates
to merge with the leading pulse to cause chaos initiation
[26,48].

Figure 12 shows representative time evolutions of pulse
distances, dp, that were calculated for synapse strengths
within the interval [0.00,0.02] mS /cm2 with a resolution of
0.001 mS/cm?. A similarly fast increase in pulse distance is
observed for g = 0.008 mS/cm? and larger values. Smaller
coupling strengths yield a more gradual increase in pulse
distance over time. For g < 0.004 mS/cm?, no change in pulse
distance was observed on such time scales [100 s, Fig. 12(b)],
since chaos is reinitiated from the pulses on a faster time scale
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FIG. 12. Time evolution of pulse distance dp (in layer II) as a
response to STC input from layer I for varying synapse strengths g
(N = 50 neurons; Fig. 11). (a) The pulse distance for each coupling
strength was calculated from interpolation of pulse peaks over a
time interval of 5 ms, and then averaged for nine different STC
realizations in layer I. No change in pulse distance is observed
for g € {0.001,0.002,0.003,0.004} mS/cmz; only the curve for
g = 0.004mS /cm? is included. (b) Long-term simulation over 100's
for a case of slow pulse distance maximization (g = 0.006 mS/cm?)
and for the case of pulse merging in the absence of synaptic input
(g =0).

(Sec. III F). Fast pulse distance maximization is observed for
coupling strengths for which STC in layer I can excite a neuron
in layer II from the rest state (Fig. 4) to form a stripe [43].

The erratic multipulse pattern in layer II exists until STC
collapses in layer I; for an early collapse, pulse distances
increase but might not be maximized. For a collapse of STC
to the rest state, layer II becomes an isolated diffusive layer
with multiple traveling pulses that will eventually exhibit pulse
merging [26] and chaos reinitiation. For a collapse of STC to
a narrow pulse, the pulse distance maximization process in
layer II stops, and eventually chaos is reinitiated from one
of the pulses. For a collapse of STC to a wide pulse, chaos
is immediately reinitiated in layer II, discussed further in
Sec. IITE.
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FIG. 13. Simultaneous change of dynamics in layersIand Il (g =
0.01 mS/cm?): the collapse of spatiotemporal chaos to a wide pulse
in layer I (a), and reinitiation of spatiotemporal chaos from the erratic
pulse pattern in layer II (b).

E. Wide pulse in layer I, chaos reinitiation in layer I1

The collapse of STC to a wide pulse in layer I causes a
simultaneous reinitiation of STC from the erratic pulse state
in layer II. Figure 13 shows that the erratic pulse pattern in
layer II ceases with the onset of the wide pulse in layer I, and
the resulting constant presynaptic input disturbs the (driven)
narrow pulse in layer II to quickly start chaos. The collapse
of STC to a wide pulse presents a substantial reduction in
presynaptic input to the erratic pulse pattern in layer II, an
apparent requirement for destabilizing the pulse into chaos
reinitiation.

Numerical simulations show that simultaneous chaos
reinitiation exists for a range of synapse strengths, g €
[0.007,0.012] mS/cm?, when varying g within the interval of
[0.00,0.02] mS /cm2 with a resolution of 0.001 mS /cmz; the
time delay between collapse in layer I and onset of reinitiation
in layer II is between 500 and 150 ms, with the minimum
delay at an intermediate coupling strength. For larger g values
the erratic pulse develops into a (driven) wide pulse, and for
smaller values, g € [0.004,0.006] mS /cmz, the erratic pulse
develops into a (driven) narrow pulse with no chaos reinitiation
following in either case [47].

The wide pulse in layer I is asymptotic (Fig. 13), but STC
in layer II will eventually collapse. Only a collapse to rest
and to the wide pulse is observed, no collapse to the narrow
pulse. The collapse to the narrow pulse is prevented through
an immediate chaos reinitiation induced by the synaptic input
from the wide pulse (Sec. III G). The collapse to the wide pulse
is asymptotic.

Figure 14 shows that reinitiation of STC also exists from
an erratic multiple pulse pattern in layer II. The reinitiated
STC pattern exhibits a transient, almost perfect (180 degree)
rotational symmetry, when the erratic pulses lived long enough
that pulse distances were maximized (Sec. III D). The synaptic
input 7" on each pulse is (almost) identical in the discrete
network, as is the diffusive coupling in the neighborhood of
the pulse when distance maximized. The symmetry parameter,
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FIG. 14. Reinitiation of STC in layer II from an erratic double
pulse (a) and an erratic quadruple pulse (b), analogous to Fig. 13. Spa-
tiotemporal dynamics in layer II (c) and the corresponding symmetry
parameter P, = Zil IV: — Viias|l (d) after chaos reinitiation from
a distance maximized double pulse in a layer of N = 50 neurons and
g =0.01 mS/cm’.

P, = leil |Vi — Vijas|l, reveals that this symmetry is lost
after about 2 s of STC [Figs. 14(c) and 14(d)], a typical time
scale for the parameters under study.

A slight trend toward longer average lifetimes for reinitiated
STC is observed [44], although three very short lifetimes exist.
These quick collapses happen during the symmetric phase of
STC when pulse distances were maximized; they point to a
smaller effective network size for symmetric STC.

F. Chaos in layer I, chaos reinitiation in layer IT

Rare events with a substantial reduction in activity are
inherent in STC dynamics and yield chaos reinitiation in layer
II while STC is active in layer L. Figure 15 shows reinitiation of
chaos when STC in layer I almost collapses and momentarily
exhibits activity similar to a wide pulse (Sec. IIIE). For
g =0.01 mS/cm?, such a reduction to few active neurons
is required for destabilizing the erratic pulse in layer II into
chaos reinitiation. Near collapses like that are increasingly
rare for larger layers, since the mean lifetime of STC grows
exponentially with the number of neurons.

More active neurons (and consequently less rare momentary
STC patterns) can also accomplish such an overall substantial
reduction in presynaptic input, if the synapse strength g is
clearly reduced. Representative space-time patterns (Fig. 16)
reveal that few neurons (covering several pulse widths) in
layer I are active at the onset of chaos reinitiation when the
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FIG. 15. A rare event of chaos reinitiation from an erratic pulse
in layer II (b) through the synaptic STC input from layer I (a) at
g = 0.01 mS/cm?, observed once in about 200 simulations.

synapse strength is reduced by 70%; a reduced neuron activity
is less obvious when g is decreased by about 80%. Chaos
reinitiation occurs almost instantaneously for even smaller g,
g € [0.0005,0.0019] mS/cmz, which indicates that no rare
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event is required for chaos to start. As g approaches zero,
chaos reinitiation is absent and the traveling pulse in layer 11
becomes asymptotic. Figure 16(d) shows that the reduction in
presynaptic input (/, = g Zyzl s}’iH) near the onset of chaos
reinitiation is similar for a range of coupling strengths, whether
the reinitiation is from STC in layer I or from a wide pulse
(Sec. Il E). Increasingly rare events consisting of fewer active
neurons are required for chaos reinitiation at larger coupling

strengths.

G. Chaos collapses first in layer I

When STC collapses in layer I (while active in layer II),
it typically [45] reaches the rest state or the single (narrow or
wide) pulse state, which are asymptotic states. Upon collapse
to rest, the presynaptic input vanishes and transient STC in
layer II follows the escape routes discussed for an isolated
diffusive layer (Sec. II, Refs. [17,26]). Upon collapse to a
single pulse, the presynaptic input (Z?’zl s;’in) is constant;
resulting fluctuations in the average lifetime of STC show no
clear trend with coupling strength g.

STC in layer II will eventually collapse to the rest state
or to a driven narrow/wide pulse state [45], while layer I
continues to exhibit a traveling pulse. For a collapse to the
rest state, the constant synaptic input from the pulse in layer

t [s]

FIG. 16. Chaos reinitiation from a (driven) narrow pulse in layer II (right pattern) through the synaptic input of STC in layer I (left pattern)
for tiny synaptic coupling strength: (a) g = 0.003 mS /em? (case A), (b) g = 0.0025 mS/cm? (case B), and (¢) g = 0.002 mS/cm? (case C).
The synaptic coupling is small enough that the pulse in layer II is not erratic, traveling with a rather constant speed. Only a fraction (2 s) of
the simulation time near the time of chaos reinitiation is shown. (d) Presynaptic input (I, = g Z;V:1 s}‘iH) near the time of chaos reinitiation.
The time interval represents about 1.5 s before and about 0.5 s after chaos reinitiation, slightly off centered within the box for clarity. The
STC dynamics in layer I is identical for all three cases, and chaos reinitiation occurs after 33.7 s of simulation time for case A, after 7.3 s for
case B, and after 3.6 s for case C. While the particular value of reinitiation time depends on the STC realization, increasing reinitiation times
reflect that the required reduction in presynaptic input is more rare. The reduction of I, when STC collapses to a wide pulse in I (Sec. IIIE,
g = 0.01 mS/cm?) is shown for comparison (case D).

032223-9



HARRISON HARTLE AND RENATE WACKERBAUER

I results in a periodic stripe pattern in layer II for g above
the respective critical coupling strengths (Fig. 4). The periodic
firing is in contrast to the aperiodic firing pattern for STC
synaptic input, discussed in Sec. III A. For the collapse to a
pulse (g = 0.01 mS/cm?), we find that STC is immediately
reinitiated from a single or double narrow pulse as long as
there is a wide or double narrow pulse in layer I. Consequently
the collapse to a narrow pulse can not be observed if there is
a wide pulse in layer 1. The collapse to the narrow pulse is
asymptotic, if there is a narrow pulse in layer I. The collapse
to a wide pulse is always asymptotic, independent of the type
of pulse in layer I.

The robustness of chaos reinitiation under varying synap-
tic strength (g € [0.00,0.02] mS/cm? with a resolution of
0.001 mS/cm?) is explored numerically by initializing the
dynamics in layers I and II with all combinations of (wide,
narrow, or double narrow) pulse solutions: the (driven) wide
pulse in layer II is asymptotic for every pulse type in layer I.
The (driven) narrow pulse in layer II is asymptotic for weak
synaptic coupling below (g = 0.006; 0.007; 0.012) mS/cm?,
if the synaptic input is from a (double narrow; wide; narrow)
pulse; otherwise, pulse solutions in layer II are not asymptotic
and chaos is initiated “quickly.”

IV. SWITCHING OF PATTERNS IN A SYSTEM
WITH TWO-WAY SYNAPTIC COUPLING
BETWEEN LAYERS I AND II

Two identical layers of ML neurons are now bidirectionally
coupled such that every neuron in each layer is synaptically
coupled to every neuron in the other layer [Eq. (1)]. All
synapses have identical strength g, which implies that the
network is symmetric under the exchange of layers I and
II. This symmetry leads to novel switching sequences, the
swapping of states between layers as well as the simultaneous
chaos reinitiation; it excludes switching sequences from
Sec. III that follow from an isolated layer.

Figure 17 shows a (preliminary) overview of observed
sequential pattern switching. When both layers are initially in a
state of transient STC, one of the layers will eventually collapse
to the rest state or to a pulse state. The coupling symmetry
allows two options: a collapse to rest results in a stripe pattern
in one layer and STC in the other layer, and a collapse to either
of the pulses results in the erratic pulse pattern in one layer and
STC in the other layer. Secondary transitions are based on the
further collapse of STC: Low presynaptic input terminates the

RR |

FIG. 17. Summary sketch (g = 0.01 mS/cm?) for switching
behavior in the case of two-way synaptic coupling between layers
I and II. Arrows mark transitions to states [A,B], and dashed arrows
to symmetrically equivalent states [B,A]; e.g., [C,EP] is mapped onto
[EP,C]. Further information in Fig. 3.
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FIG. 18. Spatiotemporal dynamics for two-way synaptic cou-
pling (g = 0.01 mS/cm?) between layers I and IT. Example for (a) a
swapping event, (b) a simultaneous chaos reinitiation, and (c) a fast
switching sequence.

stripe pattern upon collapse of STC, resulting in asymptotic
patterns comprised of one inactive neuron layer and another
layer with either a wide pulse, a narrow pulse, or no neuron
activity. Three outcomes are possible when STC collapses
while coexisting with an erratic pulse pattern: for a collapse
to the rest state, the erratic pulse pattern becomes a traveling
narrow pulse, which is asymptotic; for a collapse to a wide
pulse, immediate swapping of STC and erratic pulse occurs
[Fig. 18(a)], and for a collapse to a narrow pulse, immediate
chaos reinitiation in both layers is observed [Fig. 18(b)].

A rare example with frequent switches is given in Fig. 18(c).
After about 400 s during which one layer was in the STC state
and the other layer was in an erratic pulse state, simultaneous
chaos reinitiation occurs, followed by a collapse of STC to an
erratic pulse in one layer, and then followed by a swapping of
STC and erratic pulse pattern, all within about 12 s.

Whenever STC coexists with an erratic pulse, these states
swap between the layers, if STC collapses to a wide pulse
[Fig. 18(a)]. The synaptic input from this (driven) wide
pulse changes the erratic pulse to a (driven) narrow pulse,
which is quickly destabilized to reinitiate STC; STC in turn
transforms the wide pulse into an erratic pulse pattern. This
swapping process is analogous to chaos reinitiation discussed
in Sec. Il E, except that the two-way synaptic coupling allows
for an erratic pulse pattern before and after the swapping. The
number of pulses in the erratic pulse pattern before and after
swapping need not be identical, since STC can collapse to
multiple pulses at any collapse within a switching sequence.

Whenever STC coexists with an erratic pulse, chaos
reinitiation occurs in both layers, if STC collapses to a narrow
pulse [Fig. 18(b)]. The synaptic input from the (driven) narrow
pulse changes the erratic pulse to a (driven) narrow pulse. The
mutual synaptic input destabilizes each (driven) narrow pulse
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to reinitiate STC in both layers. The timing of chaos reinitiation
is rather simultaneous, with a slightly earlier reinitiation in the
layer proceeded by the erratic pulse pattern.

V. CONCLUSION

Earlier studies [17,26] of a single-ring network (layer) of
diffusively coupled, identical, excitatory Morris-Lecar neu-
rons report that spatiotemporal chaos (STC) collapses to either
a rest state with no neuron activity, or to a propagating pulse.
The sudden, system intrinsic collapse points to the existence
of a chaotic saddle in the presence of multiple attractors; the
average lifetime of STC increases exponentially with system
size, which is typical for the escape from a saddle [1,12]. We
synaptically couple two such neuron layers and find irregu-
lar, nonpredictable, system-intrinsic switching sequences of
spatiotemporal patterns within and between the layers.

Within a layer, STC frequently switches to a sustained
state where all neurons become momentarily active at irregular
times until an eventual collapse to neuron inactivity, or, STC
switches to a pattern of erratic pulse propagation before
reinitiation of STC. More complex transitions are observed
between layers. For example, a sudden substantial reduction
of neuron activity in one layer induces pulse destabilization
to STC reinitiation in the other layer. Such activity reduction
may be caused by a collapse of STC to a wide pulse, by a rare
event of low activity within STC, or by an overall reduction
in coupling strength between the layers. These phenomena
lead to a spontaneous swap of STC and traveling pulse state
between layers when every neuron in one layer is synaptically
coupled to every neuron in the other layer (two-way coupling).

The asymptotic states of the coupled two-layer system
reflect all combinations of rest and pulse states. In the case

PHYSICAL REVIEW E 96, 032223 (2017)

of one-way synaptic coupling, where every neuron in layer I
is coupled to every neuron in layer II, each asymptotic state is
reached on a definite path that includes two or three observed
switches from the initial STC state; the time between switches
is irregular and shows the typical exponential distribution
for escape from a saddle. This finding is consistent with the
existence of heteroclinic orbits (chain of saddles [8]) for the
coupled system. One way-coupling has applications in projec-
tions between neuronal layers in the brain or, e.g., the visual
system; it also serves as model to better understand switching
in the case of two-way synaptic coupling. For the two-way
synaptic coupling (preliminary results), an asymptotic state
can be reached via an arbitrary number of switches from the
initial STC state with irregular times between switches. This
finding could also be consistent with the existence of a chaotic
saddle that contains different space-time patterns, introduced
in Ref. [32]. Two-way coupling has applications in interacting
subnetworks in the brain or in complex network models per
se. Further studies are necessary to clarify the details of the
saddle properties.

For a collapse of STC to multiple pulses, we observe
that pulse distances are maximized through synaptic STC
input. This is in contrast to the merging of pulses in the
absence of synaptic input. Distance maximized pulses exhibit
atransient, high degree of spatial symmetry in STC upon chaos
reinitiation.

Spontaneous transitions are reported in the context of neu-
rological disease associated with disruptions of neurological
rhythms [3]. Reproducible transient behavior is thought to
play an integral role in perceptual phenomena associated
with stimuli and in cognitive function, observed as sequential
switching of neuron activity among different neurons or neuron
groups from one metastable state to another [2,8]. The role of
chaotic saddles for such transitions is not explored.
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