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Elastic properties of the nematic phase in hard ellipsoids of short aspect ratio
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We present a Monte Carlo simulation study of suspensions of hard ellipsoids of revolution. Based on the
spatial fluctuations of the orientational order, we have computed the Frank elastic constants for prolate and oblate
ellipsoids and compared them to the affine transformation model. The affine transformation model predicts the
right order of magnitude of the twist and bend constant but not of the splay constant. In addition, we report
the observation of a stable nematic phase at an aspect ratio as low as 2.5.

DOI: 10.1103/PhysRevE.96.022708

I. INTRODUCTION

The structure of a liquid—be its constituents atomic,
molecular, or colloidal—is determined by an interplay of
the attractive forces between the particles and the repulsion
due to their excluded volumes. In the context of research on
colloidal suspensions it is common to study the effect of the
excluded volume separately from the attractive interactions by
focusing on hard particle models [1]. This approach has been
particularly successful in the case of anisotropic molecules and
colloids, which form liquid crystalline phases [2]. One model
system that has received considerable attention in the literature
[3–28] is the suspension of hard ellipsoids of revolution
(spheroids). Despite this large number of studies, there are still
interesting aspects of the phase diagram as well as the materials
properties of this system that have not been addressed. The
aim of our paper is to fill some gaps in the literature. In
particular, we discuss the phase behavior for a short aspect
ratio that has not received attention yet—surprisingly, as it
lies in a range that contains the limits of stability of at least
two phases. And we present computer simulation results on
the elastic properties of the nematic phase, which can serve as
benchmarks for theoretical treatments of the system, e.g., by
density functional theory.

II. MODEL, DEFINITIONS, AND ORDER PARAMETERS

We carried out Monte Carlo (MC) simulations of hard ellip-
soids, i.e., the interaction potential was Vij = 0 if the ellipsoids
i and j did not overlap and Vij = ∞ if they did. Overlaps were
detected using the algorithm developed by Vieillard-Baron
[29]. The phase diagram of this system is determined by the
aspect ratio e and the volume fraction ϕ, where the aspect ratio
is defined as e = a/b; a is the length of the high-symmetry axis
and b is the length of the low-symmetry axis, and the volume
fraction is ϕ = NVell/Vbox with Vell the volume occupied by
one ellipsoid and Vbox the volume of the simulation box. As
the system is formed by hard particles, temperature does not
have an effect on the phase diagram, because the interaction
potential is either zero or infinite.

In order to detect global orientational ordering, we com-
puted S, the thermal average of the largest eigenvalue of the
orientational order tensor defined as Qij ≡ 3

2N

∑N
α=1(ui

αu
j
α −

1
3δij ) where �uα is the orientation of the particle α. To quantify

global positional ordering in the system, we compute the
bond-orientational order parameter Q6 [30]: For each particle,
we identify all the particles that are closer than a certain
cut-off radius Rc from the first particle. All these particles
are considered to be neighbors of the first particle. The cut-off
radius is set to the distance at which the radial distribution
function g(r) passes through its first minimum. A bond is
then defined between each couple of neighboring particles
and to each bonds �r the value Q6m(�r) = Y6m[θ (�r),φ(�r)] is
associated where �r is the center-to-center vector of the two
neighboring particles and Y6m are the spherical harmonics. The
global bond-orientational order parameter Q6 is then given by

Q6 =
(

4π

13

6∑
m=−6

|Q̄6m|2
)1/2√

Nb, (1)

where Q̄6m is equal to the average of Q6m(�r) over all the bonds
between neighboring particles and Nb is the total number
of bonds. (Here we follow the authors of Ref. [31] that
showed that Q6 converges to 1/

√
Nb in the isotropic phase and

suggested to multiply Q6 by
√

Nb in order to make sure that
Q6 converges to 1 in the isotropic liquid phase and is much
larger than 1 in crystalline systems.) We define the unitless
reduced pressure P ∗ as P ∗ = P 8ab2

kBT
.

III. FRANK ELASTIC CONSTANTS

In the framework of the theory of elastic director fluctua-
tions introduced by Frank [32], the free-energy cost of slowly
varying spatial director-field inhomogeneity is given by

F = 1

2

∫
d3�r{K1[ �∇ · �n(�r)]2 + K2[�n(�r) · ( �∇ × �n(�r))]2

+K3[�n(�r) × ( �∇ × �n(�r))]2}, (2)

where K1, K2, and K3 are the splay, twist, and bend Frank
elastic constants, respectively.

As the elastic properties of liquid crystals are important
for the switching process of liquid crystal displays, theoretical
predictions of these constants for specific substances are of
technological interest. To test theoretical approaches such as,
e.g., density functional theory, hard ellipsoids are a useful
model system. We have therefore extracted the values of
K1, K2, and K3 from our simulations in order to provide
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benchmark data for comparison with theories. We used a
method introduced by Allen and co-workers [17–20,33–35].
We briefly recapitulate the method in the following and refer
the reader to Ref. [34] for a detailed description.

A. Order tensor fluctuations

The nematic order tensor of a spatially inhomogeneous
director field is defined as

Qij (�r) := 3

2N

N∑
α=1

(
ui

αuj
α − 1

3
δij

)
δ(�r − �rα), (3)

where �uα is the orientation of the particle α and i,j = 1,2,3
are the three axes of the reference system. We orient the frame
of reference {�1,�2,�3} such that �3 direction is along the mean
director field of the nematic phase, and we consider the Fourier
transformed of Eq. (3) in this frame.

For long wavelength fluctuations of the order tensor and
thus for low k values, the Fourier components of the order
tensor are related to those of the director field [36],

〈|Q̃μ3(�k)|〉2 = 9
4S2〈|ñμ(�k)|〉2, (4)

where μ = 1,2 and �̃n(�k) is the Fourier transformed of �n(�r). For
small variations of �n, the Frank free energy given in Eq. (2)
can be written as

F = 1

2V

∑
�k

{
K1k

2
1 |ñ1(�k)|2 + K2k

2
1 |ñ2(�k)|2

+ (
K3k

2
3 + 2φ

)
[|ñ1(�k)|2 + |ñ2(�k)|2]

}
= 1

2V

∑
�k

2∑
μ=1

[
Kμk2

1 + K3k
2
3 + 2φ

]|ñμ(�k)|2, (5)

where φ is the strength of a small orienting field in order
to restrain the average direction along the �3 direction. Each
deformation mode contributes with an average energy of
kBT /2 to the free energy and thus,

〈|ñμ(�k)|2〉 = V kBT

Kμk2
1 + K3k

2
3 + 2φ

, μ = 1,2. (6)

Combining Eqs. (4) and (6) yields

〈|Q̃μ3(�k)|2〉 =
9
4S2V kBT

Kμk2
1 + K3k

2
3 + 2φ

, μ = 1,2. (7)

We then define functions Wμ3(�k):

Wμ3(�k) ≡
9
4S2V kBT

〈|Q̃μ3(�k)|2〉 → Kμk2
1 + K3k

2
3 + 2φ,

as k → 0. (8)

Equation (8) builds a bridge between the Frank elastic
constants K1, K2, and K3 and the quantity Wμ3(�k) which
can be sampled in simulations. In order to extract the elastic
constants from (8), Wμ3(�k) is fitted to polynomials in k2

1 or k2
3

while the other coordinate is fixed.

In the limit of high k values, the function Wμ3(�k) converges
to a limiting value [34,35],

Wμ3(�k) →
〈
P 2

2

〉
ρkBT

1
21 〈P2〉 − 4

35 〈P4〉 + 1
15

, as k → ∞, (9)

where P2 is the second-order and P4 the fourth-order Legendre
polynomial of �ui · �n.

In order to use Eq. (8) introduced in the previous section,
we have to ensure that the mean director field stays close to the
�3 direction during the simulation. As recommended in [34,35],
we use a weak external field for that purpose. Especially for
oblate particles, the use of the external field turned out to be
indispensable.

In order to facilitate the implementation of the computation
of 〈|Q̃μ3(�k)|2〉, one can compute analytically the squared
modulus of Qμ3. A straightforward calculation leads to

|Q̃μ3(�k)|2 =
(

3V

2N

)2
⎧⎨⎩

[
N∑

i=1

uiμui3 cos(�k · �ri)

]2

+
[

N∑
i=1

uiμui3 sin(�k · �ri)

]2
⎫⎬⎭. (10)

The k space is discretized such that the wave vectors are
given by

�k = k0(κ1,0,κ3) (11)

with k0 = 2π/L where L is the length of the simulation box
and κ1 and κ3 are positive integers. The maximal values of κ1

and κ3 have to be chosen such that in the high k-value limit
Wμ3(�k) converges according to (9). In our simulations this was
achieved for κmax ∼ 100.

In order to estimate the statistical error of Wμ3(�k), we saved
Wμ3(�k) after a given number of Monte Carlo steps and used
the mean value computed over these blocks to determine the
Frank elastic constants. The final step in the determination of
the Frank elastic constants is to fit Wμ3(�k) to polynomials in
k1 and k3. The leading coefficients for k → 0 determine the
Frank elastic constants according to Eq. (8).

B. Affine transformation model

Osipov and Hess [37] derived expressions for the Frank
elastic constants using the approximation of perfect local
orientational order and the assumption that the properties of
the hard-ellipsoid system can be obtained from the properties
of the hard-sphere system using an affine transformation:

K1 = K̄{1 + 
 − 9
(S4/S) + [39/11
 + 6](S4/S)2}. (12)

K2 = K̄{1 − 2
 − 3
(S4/S) + [−141/11
 + 6](S4/S)2},
(13)

K3 = K̄{1 + 
 + 12
(S4/S) + [102/11
 + 6](S4/S)2},
(14)
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FIG. 1. The function W13(�k) for a system of hard ellipsoids of
aspect ratio 0.2 at the volume fraction ϕ = 0.360.

where


 = 2

7

e2 − 1

e2 + 1
(15)

and K̄ depends on S̄4/S̄, the aspect ratio e, and the direct
correlation function of the hard-sphere fluid at the same
volume fraction as the hard-ellipsoid fluid. S̄4 is defined as
S̄4 = 〈P4(cos θ )〉 where θ is the angle between a particle and
the local director and 〈· · · 〉 corresponds to the average over all
the particles.

Adding the three equations in (14) allows one to express K̄

in terms of K1, K2, K3, and S4/S,

K̄ = K1 + K2 + K3

3 + 18
(

S4
S

)2 . (16)

Equation (16) can be used together with the data from the
simulations or from experiments in order to determine K̄ . In
the following we will compare our simulation results to these
approximate theoretical expressions.

C. Results

We used two systems of prolate ellipsoids of aspect ratio 5.0
and 2.5 and a system of oblate ellipsoids of aspect ratio 0.2. The
systems contained roughly 11 000 particles and the simulations
were ran in the NV T ensemble. Each run is equilibrated over
∼3 × 106 Monte Carlo steps where 1 MC step consists of
one trial move per particle on average. After the equilibration,
the functions W13(�k) and W23(�k) are sampled over ∼2 × 106

Monte Carlo steps. Figure 1 shows W13(�k) for the aspect ratio
0.2 at the volume fraction ϕ = 0.360. The function W13(�k)
converges for large k values and goes to zero for small k

values. Polynomial fits of W13(�k) or W23(�k) in terms of k2
1 and

k2
2 are used to determine the Frank elastic constants according

to Eq. (8).
The Frank elastic constants for the aspect ratio 0.2, 2.5, and

5.0 are given in the Appendix. At those volume fractions, for

FIG. 2. Ratios of the Frank elastic constants as a function of S4/S

for aspect ratio 5.0. Solid line (blue) corresponds to the theoretical
expression of K3/K2 given in Eq. (14) and data points (•) are from
the simulations. Dashed line (red) corresponds to the theoretical
expression of K1/K2 given in Eq. (14) and data points (×) are from
the simulations.

which Tjipto-Margo et al. [19] did simulations in 1992, our
results for the Frank elastic constants are in agreement with
their results (see Figs. 4 and 5).

Figures 2 and 3 compare ratios of the Frank elastic constants
obtained from our simulations with the expressions of Eq. (14)
for e = 5.0 and e = 0.2, respectively. For e = 5.0, the ratio
K1/K2 (dashed line and crosses) is always overestimated by
the theory and the ratio K3/K2 (solid line and filled circles)
is overestimated at low values of S4/S and underestimated
at high values of S4/S. However, note that the easy-to-use
expressions in Eq. (14) allow one to estimate the correct orders
of magnitude of the ratios of the Frank elastic constants. For
e = 0.2, the theoretical curve of the ratio K1/K2 (dashed line
and crosses) is in very good agreement with data obtained
from the simulations and the ratio K3/K2 (solid line and filled
circles) is overestimated by the theory. In order to directly
compare the values for the Frank elastic constants obtained

FIG. 3. Ratios of the Frank elastic constants as a function of S4/S

for aspect ratio 0.2. Solid line (blue) corresponds to the theoretical
expression of K3/K2 given in Eq. (14) and data points (•) are from
the simulations. Dashed line (red) corresponds to the theoretical
expression of K1/K2 given in Eq. (14) and data points (×) are from
the simulations.
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FIG. 4. Frank elastic constants as a function of S4/S for e = 5.0:
K1 and K2 in (a) and K3 in (b). Lines correspond to the expressions
given in Eq. (14) and data points are from the simulations; triangles
indicate the data from Tjipto-Margo et al. [19].

from the simulations and the theory, we have determined K̄

using Eq. (16). We used the data from the simulations in order
to compute K̄ for certain values of S4/S. These data points
were then fitted to determine K̄ for any value of S4/S.

The knowledge of K̄ allows us to plot the Frank elastic
constants as a function of S4/S. These plots are shown in
Fig. 4 for e = 5.0 and in Fig. 5 for e = 0.2. In addition to
our results, we also show the values of the Frank elastic
constants measured by Tjipto-Margo et al. [19]. For e =
5.0, the twist (K2) and bend (K3) constants are in good
agreement with the simulations and the splay (K1) constant
is overestimated by the theory. In the derivation of the
expressions of Eq. (14) the authors of [37] applied the perfect
local alignment approximation. As the splay deformation is a
local deformation, the free-energy cost associated to such a
splay deformation is highly overestimated by the theory based
on the perfect local alignment approximation.

For e = 0.2, the splay (K1) and twist (K2) constants are
slightly underestimated by the theory as it is shown in Fig. 5. As
both constants are underestimated, the ratio of K1/K2 is in very
good agreement with the data from the simulations as shown

FIG. 5. Frank elastic constants as a function of S4/S for e = 0.2:
K1 and K2 in (a) and K3 in (b). Lines correspond to the expressions
given in Eq. (14) and data points are from the simulations; triangles
indicate the data from Tjipto-Margo et al. [19].

FIG. 6. Snapshots of the SM2 crystal for aspect ratio 2.5. The
colors indicate the two preferred orientations.

in Fig. 3. The bend constant (K3) is strongly overestimated by
the affine transformation model and for the constant the theory
is not even able to describe correctly the order of magnitude.

IV. UPDATE OF THE PHASE BOUNDARY

Since the first version of the phase diagram of the hard
ellipsoid model was proposed by Frenkel et al. [3,4] many
updates have been published [5–7]. Still there remain questions
about the phase behavior, as e.g., at which aspect ratio the
isotropic-nematic phase transition ends (there is obviously no
nematic phase in a system of spheres, while there is one for
strongly anisotropic ellipsoids, thus the transition region needs
to disappear at some aspect ratio e > 1); if isotropic-nematic
coexistence could end in a critical point or if at a particular
aspect ratio the transition from the liquid to a crystal phase
takes over, and if so, which crystal phase that might be.

As the isotropic-nematic phase transition has been observed
in simulations for e = 2.75, but not for e = 2.00 [3,4], we
know that this phase coexistence region ends in the range
of e ∈]2.00,2.75[. For hard ellipsoids with low asymmetry,
a phase transition between the stretched face-centered-cubic
(sfcc) crystal and the simple monoclinic with two orientations

FIG. 7. Volume fraction ϕ as a function of the reduced pressure
P ∗ for e = 2.5.Two jumps indicate two phase transitions. The inset
shows a zoom-in on the region of P ∗ ∈ [38.00,40.00].
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(SM2) crystal was found [5,7]. (A snapshot of the SM2 phase is
shown in Fig. 6.) While in the sfcc crystal all the particles align
in one direction, on average, in the SM2 crystal two preferred
directions exist. As far as we know the phase boundaries of
this transition are not yet determined and there might be a
sfcc-SM2 transition for e ∈]2.00,2.75[.

In order to investigate this region of the phase diagram
for which only little information is available [8], we have
performed Monte Carlo simulations for e = 2.50 in a system
of N = 3281 particles and in the NPT ensemble. All the
simulations were started from the sfcc crystal and equilibrated
at the different pressures for 2 × 108 MC steps, where one
MC step consists on average of N translation or orientation
moves and one volume move. After equilibration, the data
was sampled over approximately 107 MC steps. In order
to identify the different phases present at e = 2.50 we have
sampled the volume fraction ϕ, the nematic order parameter
S, the bond-orientational order parameter Q6, the radial dis-
tribution function g(r), and the orientational pair-correlation
function g2(r).

The volume fraction ϕ as a function of the reduced
pressure P ∗ is shown in Fig. 7. There are two discontinuities,
indicating two phase transitions. The first transition takes
place at approximately P ∗ = 38.60 (a preliminary analysis
of larger systems indicated that the transition shifts to 38.8 <

P ∗
IN < 39.0) and the second transition at P ∗ = 52.50. Figure 8

shows Q6 as a function of the reduced pressure. It shows
that for reduced pressures P ∗ < 52.50 the system is liquid
and for larger reduced pressures the system is crystalline. In
order to identify the first phase transition and determine if
the crystal formed at high pressures is an sfcc crystal or an
SM2 crystal we show the nematic order parameter S as a
function of the pressure (see Fig. 9). S strongly increases near
P ∗ = 38.60 and slightly decreases at P ∗ = 52.50. The first
phase transition is thus the isotropic-nematic phase transition,
and the small decrease of the nematic order parameter S

indicates the formation of the SM2 crystal, which has less
pronounced alignment than the sfcc phase. (In the stretched
centered-cubic crystal all the particles are pointing in the same
direction on average, while in the SM2 crystal two preferred
directions exist which leads to a decrease of the nematic order
parameter S.) Thus, the information given in Figs. 7, 8, and 9

FIG. 8. Bond-orientational order parameter Q6 as a function of
the reduced pressure P ∗ for e = 2.5. Large change of Q6 near P ∗ =
52.50. Inset shows a zoom-in on the region of P ∗ ∈ [38.00,52.00].

FIG. 9. Nematic order parameter S as a function of the pressure
for e = 2.5. Strong variation of the S near P ∗ = 38.60 and noticeable
decrease of S near P ∗ = 52.50. Inset shows a zoom-in on the region
of P ∗ ∈ [38.00,40.00].

gives evidence that for P ∗ < 38.60 the system is isotropic, for
P ∗ ∈]38.60,52.50[ the system is nematic, and for P ∗ > 52.50
the SM2 crystal is stable. We conclude that for e = 2.50
the nematic phase is still observable and the liquid-crystal
transition leads to the SM2 crystal and not to the sfcc crystal.

V. SUMMARY

We have presented a Monte Carlo simulations study of hard
ellipsoids. We find that for aspect ratio e = 2.5 there is still
a range of pressures in which the nematic phase is stable. At
high pressures, the nematic phase crystallizes into the SM2
phase. Further we have computed the Frank elastic constants
for prolate and oblate ellipsoids and compared them to the
affine transformation model. The affine transformation model
predicts the right order of magnitude for the bend and twist
constant but not for the splay constant.

APPENDIX: FRANK ELASTIC CONSTANTS: DATA

Here we present the Frank elastic constants obtained from
the order tensor fluctuations plotted in Sec. III C. The tables
contain the volume fraction ϕ, the nematic order parameter S,
the fourth-order Legendre polynomial P4, and the three Frank
elastic constants with associated errors.

TABLE I. Aspect ratio 0.2: Splay (K1), twist (K2), and bend (K3)
elastic constants; volume fraction (ϕ); nematic order parameter (S);
fourth-order Legendre polynomial (P4).

ϕ S P4 K1 
K1 K2 
K2 K3 
K3

0.36 0.620 0.242 2.0 0.1 2.4 0.2 0.56 0.05
0.37 0.667 0.290 2.7 0.2 3.1 0.2 0.62 0.05
0.38 0.703 0.332 3.3 0.2 4.0 0.3 0.69 0.07
0.39 0.732 0.374 4.1 0.3 4.8 0.3 0.76 0.06
0.40 0.757 0.412 4.8 0.4 5.6 0.5 0.89 0.08
0.41 0.779 0.448 5.7 0.4 6.3 0.5 0.97 0.08
0.42 0.796 0.479 6.5 0.5 7.6 0.6 1.07 0.09
0.43 0.813 0.510 7.4 0.6 8.6 0.6 1.11 0.09
0.44 0.828 0.541 8.7 0.6 9.3 0.6 1.15 0.08
0.45 0.840 0.565 10.0 0.8 11.3 0.8 1.24 0.09
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TABLE II. Aspect ratio 5.0: Splay (K1), twist (K2), and bend
(K3) elastic constants; volume fraction (ϕ); nematic order parameter
(S); fourth-order Legendre polynomial (P4).

ϕ S P4 K1 
K1 K2 
K2 K3 
K3

0.38 0.568 0.207 0.35 0.04 0.23 0.02 1.1 0.1
0.39 0.642 0.269 0.47 0.03 0.31 0.03 1.6 0.2
0.40 0.692 0.322 0.56 0.05 0.38 0.02 1.8 0.2
0.41 0.728 0.370 0.67 0.04 0.43 0.03 2.3 0.2
0.42 0.756 0.413 0.81 0.06 0.54 0.05 3.2 0.3
0.43 0.778 0.450 0.83 0.04 0.60 0.04 3.9 0.4
0.44 0.800 0.487 0.91 0.05 0.67 0.05 4.2 0.4
0.45 0.816 0.518 1.06 0.09 0.71 0.04 5.1 0.5
0.46 0.832 0.551 1.10 0.07 0.79 0.06 6.2 0.6
0.47 0.844 0.575 1.24 0.11 0.93 0.07 7.1 0.6

TABLE III. Aspect ratio 2.5: Splay (K1), twist (K2), and bend
(K3) elastic constants; volume fraction (ϕ); nematic order parameter
(S); fourth-order Legendre polynomial (P4).

ϕ S P4 K1 
K1 K2 
K2 K3 
K3

0.600 0.555 0.190 0.53 0.06 0.43 0.04 1.36 0.12
0.605 0.617 0.237 0.65 0.05 0.51 0.05 1.92 0.17
0.610 0.660 0.281 0.81 0.07 0.65 0.06 2.18 0.27
0.615 0.681 0.307 1.06 0.11 0.84 0.08 2.83 0.26
0.620 0.710 0.347 1.12 0.16 0.97 0.10 3.25 0.38
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