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Measurements of ionization states in warm dense aluminum with betatron radiation
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Time-resolved measurements of the ionization states of warm dense aluminum via K-shell absorption
spectroscopy are demonstrated using betatron radiation generated from laser wakefield acceleration as a probe.
The warm dense aluminum is generated by irradiating a free-standing nanofoil with a femtosecond optical laser
pulse and was heated to an electron temperature of ~20-25 eV at a close-to-solid mass density. Absorption dips
in the transmitted x-ray spectrum due to the AI*" and AI’" ions are clearly seen during the experiments. The
measured absorption spectra are compared to simulations with various ionization potential depression models,
including the commonly used Stewart-Pyatt model and an alternative modified Ecker-Kr6ll model. The observed
absorption spectra are in approximate agreement with these models, though indicating a slightly higher state of
ionization and closer agreement for simulations with the modified Ecker-Kroll model.
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I. INTRODUCTION

Warm dense matter (WDM) with a temperature typically in
the range of 1-50 eV and density 0.1-10 times the solid density
commonly exists in the cores of giant planets [1,2]. With the
advent of ultrafast (<1 ps) energy sources, such as optical
lasers [3], free electron lasers [4,5], and protons [6], WDM
can also be generated by isochorically heating solids. Since
the energy is mostly deposited into the electron system, the re-
sultant WDM usually has a much higher electron temperature
(T,) than the ions (7;) for a few to a few tens of picoseconds as
the electrons couple energy to the ions [7,8]. New challenges
exist in understanding nonequilibrium WDM in such quickly
evolving systems, since the knowledge of WDM in equilibrium
may not be fully valid under such conditions. One important
parameter in understanding WDM is the ionization state,
which affects the thermal and transport properties.

A key factor affecting the ionization state in dense plasma is
ionization potential depression (IPD), in which the surround-
ing ambient plasma gives rise to an ionization potential lower
than that of an isolated ion. A number of analytical models have
been developed to calculate the IPD [9-12]. However, there are
few rigorous experimental benchmarks to validate such models
due to the great challenge in measuring the IPD accurately.
This challenge was recently addressed by taking advantage of
ultraintense x-ray free-electron lasers [4,5]. In those studies,
the measured IPDs inferred from the edge shifts of the
K, emission spectra from x-ray-heated (70 < 7, < 180 eV)
solid-density aluminum were found to be in best agreement
with the Ecker and Kroll (EK) IPD model [9], compared
to the Stewart-Pyatt (SP) [10] and ion-sphere (IS) models
[11,12]. Another recent study on hot dense aluminum plasma
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(500 < T, <700 eV, 1 < p < 10 g/cm?), however, found
that the measured density dependence of the Lyg emission
lines was in closer agreement with simulations using the
SP model of IPD rather than those using the EK model
[13]. More recently, a study on highly compressed WDM
(CH shell, 5< T, <10 eV, 2 < p <9 g/cm®) with x-ray
Thomson scattering observed the IPD effect and demonstrated
the significance of including the IPD effect in radiation-
hydrodynamic simulations [14]. Nonetheless, no significant
differences in the simulations using the EK and SP models
were seen under their experimental conditions. Based on the
studies reported to date, it appears that the validity of the EK
and SP models is sensitive to the plasma regime. Hence further
experimental studies are necessary to map out the full-scale
validity of various IPD models over different plasma regimes.

It is in this context that we report a study of ionization states
of warm dense aluminum heated by a femtosecond laser pulse
[15]. The experimental data presented in our study differ from
those in previous studies in that a tabletop ultrafast x-ray probe,
broad-band betatron radiation [16—19] generated from laser
wakefield acceleration (LWFA), was employed for the first
time to diagnose the ionization dynamics through K-shell line
absorption spectroscopy. Each ionization state is identified by
its distinct K-L bound-bound absorption line, which shifts in
energy as the electron screening is reduced with increasing ion-
ization. Under our experimental conditions of 7, ~ 20-25eV
and p ~ 2.7 g/cm?, ionization stages of AI’" to AI®* are
expected with vacuum ionization potentials of 28.4, 120.0,
153.8, and 190.5 eV to create these levels, respectively [20]. At
solid density and for a temperature of 20 eV the expected IPD
for the AI** is of the order of 47 eV for the SP model to 74 eV
for the modified Ecker and Kroll (mEK) model [21,22]. Thus
the magnitude of the IPD expected is a significant fraction of
the ionization potential of 153.8 eV from the AI** to the AI’*
state. Thus differing ionization distributions can be expected
for the different models. In our measurements we find that
the measured time-dependent absorption spectra are in closer
agreement with calculations using the EK model than those
using SP and IS models, in line with what was found in Ref. [5].

©2017 American Physical Society


https://doi.org/10.1103/PhysRevE.95.053208

M. Z. MO et al.

Mass Density

25

Distance (nm)

(a)

-500
0 200 400 600 800 1000 1200
Time (fs)
3
0fs =
—~ |[=2501s 7"{ A
SRR | P 500 fs | B
5 1000 fs Ii §
= i
[
3
= i (C)
S i
et | I

0
-100 -50 0 50 100
Distance (nm)

3g/cm3

PHYSICAL REVIEW E 95, 053208 (2017)

. Electron Temperature

OP __________ >

E-100

Distance (nm
. N
)
o

@
o
o

-400
(b) °
-500 0
0 200 400 600 800 1000 1200
Time (fs)
30 —
< S
% 1 e 250 fs
0 | e S =
g 5, 1000 fs
IS 20 '7‘-!\:« ..........
3 N
€
2
- 10
o
8 (d)
w
-100 -50 0 50 100

Distance (nm)

FIG. 1. (a, b) Contour plots of the MULTI-FS simulated mass density p(r,t) and electron temperature 7,(r,¢) of a 50-nm Al foil as a function
of the axial position and time, irradiated with a 30-fs laser pulse at an absorbed intensity of 4.6 x 10'* W/cm? in the laser propagation direction
and a wavelength of 800 nm. The laser impinges on the target from the bottom with an angle of incidence of 40° and p polarization. Zero
time was defined as the time when the peak of the laser reached the target. (c, d) Spatial line-outs of the mass density and plasma temperature,
respectively, for four times as indicated by the dashed white lines overlain on the contour plots. In the simulation, an artificial layer of aluminum
vapor (2 x 107 g/cm?) was added at the back of the target to observe the rear expansion. This artificial layer is so dilute that its effect on the

mass expansion and heat propagation in the rear side is negligible.

II. EXPERIMENTAL DETAILS

The pump-probe experiment was performed at the Ad-
vanced Laser Light Source facility located at INRS, Varennes
[23,24]. The configuration of the betatron probe has been
described in detail elsewhere [19]. The betatron radiation
from laser wakefield acceleration was obtained by focusing
an 800-nm laser pulse with a pulse duration of 30 fs (FWHM)
and pulse energy of 2.4 J onto a supersonic helium gas
jet target. The betatron radiation had a photon flux of the
order of 10® photons/srad/0.1%BW /shot at 1.5 keV and a
divergence of the order of 20 mrad (FWHM). The x-ray pulse
was focused with an adjustable Kirkpatrick-Baez microscope
onto the target to be studied with an incident angle of 38.5°
and the x-ray spot at the target position was approximately
50 um (FWHM). The target studied in the experiment was
50 nm free-standing aluminum foil that was mounted over an
aperture 500 pm in diameter. Targets were prepared by sputter
deposition and thicknesses measured using a stylus profiler
with 2% accuracy. The density of such targets is expected to
be within 3%—7% of the bulk density [25].

The spectrum of the transmitted x rays was resolved by a flat
potassium acid phthalate (KAP) Bragg crystal spectrometer.
The KAP Bragg crystal has a 2d spacing of 26.63 A and the
first diffraction order was used to measure the x-ray energies
around 1.5 keV. The x-ray CCD (Princeton Instruments; PI
MTE, 1300B) used for the spectrometer was a vacuum-
compatible back-illuminated CCD without AR coating. The

entire betatron probe system had a spectral resolution of
1.5 eV, a detection bandwidth of 24 eV, and an overall
photon throughput efficiency of the order of 107> [19]. The
photon energy scale was calibrated by observing the absorption
k-edge of cold aluminum and then rotating the crystal by a
fixed angular offset, yielding a final photon energy accuracy
of ~2 eV. Within the spectrally resolved detection band,
approximately 10 photons were detected by the x-ray CCD
per laser shot. Thus, in the experiment, hundreds of shots
were acquired per absorption spectrum to observe the K-shell
absorption features expected from the ionization states of the
warm dense aluminum.

The synchronized pump laser or heater pulse for creating
the warm dense aluminum was picked off from the edge of
the main laser pulse driving the plasma wakefields and its path
length was adjusted by a motorized delay stage installed in the
LWFA chamber. The heater pulse was p-polarized and imaged
onto the aluminum target at an incident angle of 40° in a spot
approximately 200 um in diameter. In this experiment, the
pulse energy of the heater at the target was fixed at 10 mJ,
giving an average intensity of 1.1 4 0.2 x 10'> W/cm? in the
laser propagation direction in the 50-um spot probed by the
betatron radiation using the experimentally measured heater
beam intensity profile. The energy of the reflection of the heater
pulse after interacting with the Al target was measured with
a calibrated photodiode detector. The absorption coefficient
of the heater pulse under the experimental conditions was
measured as approximately 41% =+ 6%, giving an average
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FIG. 2. (a) Raw x-ray spectrum (light-blue line) measured at # = 0.5 ps and a Gaussian smoothed fit to the curve (red line). The FWHM of
the Gaussian function for smoothing this measured spectrum was 7 pixels, corresponding to a spectral width of 2.1 eV. (b) The same as (a), but
for t = 1 ps. The FWHM of the Gaussian smoothing function was 9 pixels (2.7 eV). The positions of the observed Al** and AI>* absorption

dips at these two delays are shown by the dashed vertical lines.

absorbed intensity of 4.5+ 0.7 x 10'"* W/cm? in the laser
propagation direction.

The one-dimensional hydrodynamic code MULTI-FS [26]
was employed to model the hydrodynamic expansion of the
target. This code correctly accounts for resonance absorption
on the femtosecond time scale using an electromagnetic
wave solver [27]. The plasma model that accounts for
the electron-ion collision frequency was based on the
Drude-Sommerfeld theory [28]. The resultant lag in heating
of the ions leads to an ion temperature of only a few electron
volts during the first picosecond. In MULTI-FS, the equation
of state of the matter to be studied is interpolated from tables
generated from the MPQEOS code [29], whereas the opacities
and ionization are interpolated from tables generated from
the SNOP atomic physics code [30]. Ionization potential
depression is taken into account by the SNOP code and is
based on More’s ion-sphere model [11,12].

III. RESULTS

Figures 1(a) and 1(b) illustrate, respectively, the time
evolution of the mass density and electron temperature for
50 nm Al irradiated under the same laser conditions as the
experiment. The calculation was carried out for an absorbed
intensity of 4.6 x 10'* W/cm?. It is shown that the front target
expansion (on the laser side) starts a few tens of femtoseconds
after the laser peak reaches the target, as opposed to the rear
target expansion, which occurs approximately 0.5 ps later. The
heating of the target is fairly nonuniform for the first 100 fs
but after 500 fs the heating becomes uniform.

The raw x-ray transmission spectra measured at 0.5 and 1
ps after the Al target was heated are shown in Fig. 2 together
with their corresponding smoothed spectra. For convenience,
we define the spectrum achieved with pump and probe together
as the full-shot spectrum and the one without the pump as the
reference spectrum. The total numbers of full and reference
shots acquired for these two spectra are 174 and 150, respec-
tively. Due to the finite number of x-ray photons arriving at the
detector the raw signal is quite noisy. However, after smoothing

the raw spectra with a Gaussian smoothing function, the
absorption dips by ions AI** and AI’*, as labeled in Fig. 2,
become apparent. The reference shots with unheated targets
in place were interleaved with the full data shots so that any
systematic drifts in the experiment were taken into account.

The measured transmission of the x rays is obtained by
dividing the smoothed full-shot spectrum by its reference
spectrum. The resultant x-ray transmission curves are plotted
in Fig. 3 by the dashed green lines. The measured x-ray
transmission curves have been normalized to minimize the
discrepancy in the baseline transmission between the measure-
ment and the average of three model calculations (discussed
below) at the wavelengths of 1484 and 1494 eV, where little
absorption is expected. This is done to correct for variations in
the absolute x-ray fluence during the series of measurements.
While there is some experimental uncertainty in this average
transmission factor, it does not affect the overall shapes of
the measured transmission spectra. While the betatron fluence
varies significantly from shot to shot, the betatron spectrum
is very smooth over the small, 25-eV window and does not
contribute to any spectral features in this window. The error
bar of the measurement, shown as the shaded area in Fig. 3,
was defined as o; = 4/1/n; + 1/m;, where n; and m; are the
number of photons in bin i within a smoothing bandwidth
of the full-shot spectrum and its reference, respectively. For
the measured spectra as shown in Fig. 2, this smoothing
bandwidth was set to 3 eV to account for the smoothing
function (2.1-2.7 eV), instrumental resolution (1.4 eV), and
expected line widths (1.2-1.5 eV).

As shown in Fig. 3, the observed K, absorption lines
(1s—2p) of the AI** and AI’* jons are located at ~1.49 and
~1.50 keV, respectively. The shift in the line position of AI>*
from AI** is due to the weaker screening effect of the nuclear
charge from the lesser number of bound electrons. Another
feature that can be clearly observed is the decrease in the
depth of the absorption dip with time for each ion species,
implying that some portion of the ions has recombined with
the free electrons during this time period.

To further interpret the measured K, absorption spectra and
to understand the underlying ionization dynamics of the warm
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Comparison of the measured transmission curves (dashed green curves) at delays of 0.5 and 1 ps with the simulated transmission

curves obtained with different models. The measured transmission curve was normalized to compare with the simulations. The gray area
represents the error bar of the measured transmission. (a, b) Simulation results were obtained based on MULTI-FS hydro simulations and
spectroscopic calculations with the Stewart-Pyatt (SP), modified Ecker and Kroll (mEK), and ion-sphere (IS) IPD models. (c, d) Simulation
results were obtained based on a MULTI-Fs simulation with hydro expansion turned off to suppress expansion cooling, using spectroscopic

calculations similar to those used in (a) and (b).

dense aluminum, it is necessary to compare with simulations.
To do that, two atomic physics codes, PRISMSPECT [31]
and FLYCHK [32], were employed. Both codes follow the
collisional-radiative population kinetics approach in which
the detailed configuration accounting (DCA) or superconfig-
uration [33] atomic model was included. IPD is taken into
account in both physics codes, but with different models. In
PRISMSPECT, the model employed is based on the IS average
atom model [11,12], whereas in FLYCHK, the SP [10] and mEK
[21] models are provided.

The initial plasma conditions, i.e., the mass density and
electron temperature, for spectroscopic simulation were taken
directly from the MULTI-FS simulation at the two time
delays of our measurements, as shown in Figs. 1(c) and 1(d).
Steady-state calculations of absorption were performed to
study our cases of interest. Thermal equilibrium (7, = T;)
was assumed in these calculations. The calculated opacities
k(v); for cell i of the MULTI-FS simulated target from the
two atomic codes were extracted and substituted into the
equation T'(v) = exp(— Z:’zl k(v); pi R; /cos(6)) to compute
the total transmission 7(v), where n is the total number of
cells in the MULTI-FS simulation, p; and R; are the mass
density and thickness of cell i, respectively, and 6 is the

betatron incident angle. The calculated transmission was then
convolved with a Gaussian function with an FWHM equal to
the combined instrumental and smoothing resolutions used for
the experimental data.

IV. DISCUSSION

The simulated transmission curves obtained with the above-
mentioned algorithm are illustrated in Figs. 3(a) and 3(b) to
compare with the measurements. For FLYCHK simulations, runs
with both the SP and the mEK models of IPD are implemented
for comparison. The expected line positions for Al1** and AP+
ions from the two codes both indicate a good agreement with
the measured positions within the spectral measurement error
bar of £2 eV. Regarding the time-dependent line absorption
depth, qualitatively, the simulations with both codes are in rea-
sonable agreement with the measurement of Al** absorption
near 1490 eV regardless of the IPD models employed.

Discrepancies in the transmission coefficient at the AI>*
position between the simulations and measurements are clearly
shown in Figs. 3(a) and 3(b). The discrepancies could be due
in part to the fact that the different temperatures between the
electrons and ions and the residual lattice structure in the ion
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FIG. 4. Comparison of the (Z) of Al at solid density as a function
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component are not accounted for by the two atomic physics
codes. More sophisticated simulations such as first-principle
calculations based on density functional theory [34] may be
necessary to understand these discrepancies, which is beyond
the scope of the current investigation. However, given the
relatively large error bar on the absorbed energy, part of the
difference could be explained if the absorbed energy were
higher than measured.

Differences in the ionization state used in the MULTI-FS
hydrocode and the atomic physics codes could also lead
to some discrepancy in the results. Figure 4 depicts the
temperature dependence of the average ionization state (Z)
of solid-density Al derived from MULTI-FS, FLYCHK with [PD
models mEK and SP, and the PROPACEOS model [35] used
by PRISMSPECT. As shown, within the displayed temperature
window, similar trends of (Z) are observed. The values of (Z)
are observed to be in close agreement between MULTI-FS and
PROPACEOS, which is expected since the same IPD model
is employed by these two codes. Compared to MULTI-FS, a
relatively lower (Z) is predicted from FLYCHK with the mEK
model when the temperature is below 20 eV and a higher (Z)
above 20 eV, exceeding the MULTI-Fs (Z) by 0.65 at 40 eV.
For FLYCHK with the SP model, a similar behavior is observed,
but with the crossover point at around 30 eV compared to
MULTI-FS. Importantly, within a target temperature range
of 20 =2 eV at the two time delays of interest as shown
in Fig. 1(d), FLYCHK with the mEK prescription of IPD and
PROPACEQOS both give an average ionization reasonably close
to that with MULTI-Fs, ensuring the consistency of (Z) for the
hydro simulation data in this range.

It is possible that, due to the delayed heating of the ion
lattice, the actual onset of expansion lags the prediction
from the hydro simulations. Thus, as a limiting case, we
also make comparisons to an isochoric slab model which
assumes no hydrodynamic expansion, as shown in Figs. 3(c)

PHYSICAL REVIEW E 95, 053208 (2017)

and 3(d). A hydrodynamic simulation with MULTI-FS code
was carried out in which the hydrodynamic motion was turned
off. The electron-ion coupling was left on in the simulation
and was based on the Drude-Sommerfeld model, as employed
in the previous simulations. The resultant electron temperature
profiles at the two time delays of interest show a temperature
range from 21 to 25 eV, which is higher than the previous cases
with hydrodynamic motion. For these calculations, the three
IPD models were employed. It appears that the measurements
agree better with the simulation results obtained with the
mEK model at t = 0.5 ps. At ¢ = 1.0 ps all the predictions
agree within the error bars. For the AI>™ absorption line, the
calculations without hydrodynamic expansion indicate better
agreement in absorption depth with the measurements than
the calculations based on the full MULTI-FS hydrodynamic
simulation, indicating that the detailed hydrodynamic behavior
may be important early in the interaction.

V. CONCLUSION

In conclusion, the first experiment using betatron radiation
to probe warm dense aluminum via K-shell line absorption
spectroscopy has been demonstrated as an alternative means
to study this difficult-to-measure regime of material science.
Warm dense aluminum was produced by irradiating a
free-standing nanofoil with a femtosecond optical laser pulse
and was heated to an electron temperature of ~20-25 eV with
anear-solid mass density. Absorption dips in the transmitted x-
ray spectrum produced by the Al** and AI>* ions were clearly
seen in the experiments. The measured absorption spectra were
compared to simulations with various IPD models, including
the commonly used SP model and an alternative mEK model.
Disagreement between measurement and simulation at the
AIPT position was observed. While the error bar in the present
measurement is large, this perhaps suggests that the nonequal
electron and ion temperatures and slower than predicted onset
of hydrodynamic expansion might be important early in the
interaction. However, further measurements with an improved
accuracy and improved signal-to-noise ratio are required to
allow more accurate comparisons with the models.
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