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Self-organization of charged particles in circular geometry
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The basic principles of self-organization of one-component charged particles, confined in disk and circular
parabolic potentials, are proposed. A system of equations is derived, which allows us to determine equilibrium
configurations for an arbitrary, but finite, number of charged particles that are distributed over several rings. Our
approach reduces significantly the computational effort in minimizing the energy of equilibrium configurations
and demonstrates a remarkable agreement with the values provided by molecular dynamics calculations. With
the increase of particle number n > 180 we find a steady formation of a centered hexagonal lattice that smoothly
transforms to valence circular rings in the ground-state configurations for both potentials.
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I. INTRODUCTION

There is an enormous interest in mesoscopic systems con-
sisting of a finite number of interacting particles in a confined
geometry. It is well understood that various phenomena, which
are suppressed in a continuous limit, are brought about by
finiteness and boundaries of these systems [1]. Progress in
modern technology allows us to study such phenomena on the
same scale, from Bose condensates with some thousand atoms
to quantum dots with a few electrons, providing rich informa-
tion about specific features of correlation effects in mesoscopic
systems (see, for example, Ref. [2]). Nowadays, many ideas
and concepts introduced, in particular, in condensed matter
physics can be realized and analyzed with high accuracy as a
function of particle number and boundary properties.

Long ago Wigner predicted that electrons interacting by
means of Coulomb forces could create a crystallized structure
in a three-dimensional (3D) space at low enough densities
and temperatures [3]. At these conditions the potential energy
dominates over the kinetic energy and defines equilibrium
configurations of electronic systems. This prediction initiated
various research lines in diverse branches of physics and
chemistry. In particular, the so-called Coulomb clusters that
result from harmonic confinement of charged particles in two
and three dimensions attracted intensive attention, since they
are relevant for the description of cold ions in various traps,
dusty plasmas, and many other systems.

At moderate number of particles (∼103) the properties
of spherical Coulomb systems may be analyzed in terms of
simple shell models, in which the constituting particles create
concentric spherical surfaces called shells (see Ref. [4] and
references therein). The crystallization of a one-component
plasma for a system size up to 105 ions, confined by a
spherically symmetric parabolic potential, induced by their
mutual Coulomb interaction, has been studied by means of
molecular dynamics (MD) simulations [5]. It was found that
the formation of the bcc lattice provides better ground-state
energies than shell configurations for a number of ions
n � 2 × 104. Signatures of Wigner crystallization were also
observed in two-dimensional (2D) distributions of electrons on
the surface of liquid helium [6]. A phase transition, induced
by magnetic field, from an electron liquid to a crystalline

structure has also been reported for a 2D electron plasma at a
GaAs/AlGaAs heterojunction [7].

In finite mesoscopic systems, with small number of par-
ticles, it is, however, difficult to expect a phase transition. In
these systems one observes crossovers rather than phase transi-
tions. Therefore, the question of how the Wigner crystallization
may settle down in these systems is still an intriguing funda-
mental problem. Leaving aside proper quantum mechanical
descriptions, which due to symmetry do not allow for particle
localization (see, e.g., a discussion in Ref. [8]) even a classical
picture needs further clarifications. One needs to understand
how a symmetry of a restricted geometry affects physical and
chemical properties as a function of the number of interacting
charged particles. Evidently, the decrease of system size places
primary emphasis upon system boundaries. It appears that, in
contrast to the 3D case, a 2D system turns out to be more
complicated for studies of shell structure and the onset of
crystallization in systems with charged particles of one species
(see, e.g., a discussion in Ref. [9]). It is appropriate at this
point to recall that, according to the Earnshaw’s theorem [10],
classical charges, confined in 2D hard wall, with logarithmic
interparticle interaction would end up at the border of the
potential (see also a discussion in Ref. [11]).

Meanwhile, the question of how charged particles arrange
themselves in a restricted planar geometry attracted continuous
attention for many decades (for a review see Ref. [12]).
Thomson was the first to suggest an instructive solution for
interacting electrons, reducing the 3D harmonic oscillator
confinement to a circular (2D) harmonic oscillator [13]. He
developed an analytical approach, which enables us to trace a
self-organization for a small number of electrons (n < 50) in
a family of rings (shells) with a certain number of electrons
in each shell (see details in Ref. [14]). Although the number
of particles in outer and inner rings changes as a function of
the total number of electrons, each shell is characterized by
a certain discrete symmetry. In other words, n point charges,
located on the ring, create equidistant nodes on this ring with
the angular step α = 2π/n. Similar shell patterns have been
found much later by means of Monte Carlo (MC) calculations
[15,16] for charged particles (ions and electrons) confined by
2D parabolic and hard-wall potentials (see, e.g., Refs. [17,18]
for a systematic analysis of small number of charges n � 52).
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Ground states of a few electrons in various polygons have
also been analyzed by means of unrestricted Hartree-Fock and
density-functional theory calculations (e.g., Refs. [19,20]).
Structures of polygonal patterns, similar to those obtained
with an effective harmonic oscillator confinement, have been
observed in experimental measurements [21,22]. In many
cases, the polygonal pattern of equally charged particles is
sufficiently regular.

From the above analysis, based on MC and MD calculations
[23] for a relatively small number of charged particles, it
follows that the number of stable configurations grows very
rapidly with the number of particles. There are many local
minima that have energies very close to the global minimum.
These metastable states with lower (or higher) symmetry are
found with much higher probabilities than the true ground
state [24,25]. This picture is akin to a liquid-solid transition,
when a rapid cooling gives rise to a glasslike disordered
solid rather than a crystal with lower energy. In this case
various simulations techniques are too labor intensive to be
chosen for a thorough analysis of the system with increasing
particle number. Evidently, a search procedure for the ground
state of such systems becomes of paramount importance. One
of the major aims of our paper is to provide an effective
semianalytical approach that enables us to describe ground-
state properties of charged particles in a circular potential
as a function of particle number with a good accuracy. In
order to avoid a large admixture of metastable states with
the ground state we consider particles interacting by means
of the Coulomb forces at zero temperature. Although we
consider classical systems, our approach could shed light
on the nature of self-organization of colloidal particles in
organic solvents, charged nanoparticles absorbed at oil-water
interfaces, electrons trapped on the surface of liquid helium or
ionized plasmas. It is pertinent to note, however, that for such
systems the interaction could be more complex than the one
considered in our paper (cf. Ref. [26]).

For completeness we mention that similar problems have
been studied in a continuous limit [27–29]. In Ref. [27]
a classical hydrodynamic approach has been developed to
analyze magnetoplasmonic excitations in electron quantum
dots. This approach can be viewed as the simplest density-
functional theory of a confined electron gas with electronic
interactions treated in the Hartree approximation. A general
trend of the density distribution in disk and parabolic potentials
was considered in the framework of elasticity theory [28,29].
These approaches are, however, unable to provide a detailed
description of the shell structure for finite number of charged
particles (n � 1000). An asymptotic description of Coulomb
systems confined by radially symmetric potentials in two and
three dimensions is discussed in Ref. [30]. Although this
approach is akin to ours, it lacks the detailed analysis provided
in the present paper.

In order to check the validity of our theoretical approach,
we also develop and perform MD calculations and compare
our predictions with the MD results. In Ref. [31] the reader can
find our results corresponding to MD and the semianalytical
approach for n � 200 particles with a parabolic confinement.

The structure of the paper is as follows. In Sec. II we
recapitulate the basic ideas of our approach, briefly discussed
in Ref. [32] for disk geometry, and obtain the analytical

formula for the ring-ring interaction. Section III is devoted
to the extension of our approach for the circular parabolic
potential and a comparison of the results obtained under disk
and parabolic confinements. In Sec. IV we discuss the basic
ideas of our MD approach and compare the results with those
obtained within our semianalytical approach. The main results
of our analysis are summarized in Sec. V. In two Appendixes
we provide technical details and prove some statements that
have been taken for granted in Ref. [32].

II. COULOMB INTERACTION AND CYCLIC SYMMETRY

A. Model system

We study a system of n identical charged particles with
Coulomb interactions in a 2D confining potential. The Hamil-
tonian reads

H =
n∑

i=1

V (ri) + α

n∑
i<j

1

|�ri − �rj | , (1)

where ri = |ri | is the particle distance to the center of
the confining potential, and α = e2/4πε0εr characterizes the
interaction strength in the host material. Although we choose
electrons as an example, the charged particles could be ions as
well.

We consider two confining potentials:
(i) a hard-wall (disk) confinement

V (r) =
{

0, r < R

∞, r � R
, (2)

(ii) a circular parabolic potential

V (r) = 1
2mω2

0r
2. (3)

As discussed above, in many numerical simulations, the
interaction between a finite number of charged particles leads
to the formation of shells in parabolic and disk potentials.
These shells consist in a family of rings at different radii, ri ,
which are occupied by a specific number of particles. In each
shell ni point charges create equidistant nodes on the ring, with
an angular spacing αi = 2π/ni . Although a similar pattern is
obtained for the parabolic and disk potentials, the distribution
of particles over rings is very different in two cases. Below
we will attempt to shed light on the similarity and difference
in the self-organization of charged particles in both systems
with aid of the semianalytical approach. The key ingredient
of that approach is an effective method for evaluating the
various ring-ring energies. The method can be applied to any
interaction characterized by the cyclic symmetry.

B. Interaction between two rings

We recall that the Coulomb energy of n unit charges e,
equally distributed over a ring of radius r , has the following
form [13]:

En(r) = α

2 r

n−1∑
i=1

n∑
j=i+1

1

sin π
n

(|i − j |) = α nSn

4 r
, (4)

Sn =
n−1∑
k=1

1

sin π
n
k
. (5)
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Below, for the sake of discussion, we use α = 1, unless stated
otherwise. For increasing number of particles several rings
build up (e.g., Refs. [15–18,23,33]). To compute the total
energy we need to add the contribution that is due to ring-ring
interactions, which is absent in the Thomson model. This is
the first basic ingredient of our approach.

The interaction between two rings with n and m point
charges can be expressed as

Enm(r1,r2,ψ) =
n∑

i=1

m∑
j=1

ε
(
r1,r2,ψ

nm
ij + ψ

)

= G ×
L∑

k=1

ε(r1,r2,ψk + ψ), (6)

ε(r1,r2,θ ) = (
r2

1 + r2
2 − 2 r1 r2 cos θ

)−1/2
, (7)

where ψnm
ij = 2 π (i/n − j/m) and ψ stands for the relative

angular offset between both rings. Here, {ψk = 	 × k,k =
1, . . . ,L} and L ≡ LCM(n,m), G ≡ GCD(n,m) = n × m/L

are the least common multiple and greatest common divisor
of the numbers (n,m), respectively. The ring-ring energy is a
periodic function with a 	 = 2π/L periodicity. In turn, this
result shows that these kind of functions are invariant under
angle transformations corresponding to the cyclic group of L

elements. The proof of this result is given in Appendix A.
By virtue of the fact that the ring-ring interaction is an even

periodic function in the angle ψ , it can be expressed by means
of a cosine Fourier series

Enm(r1,r2,ψ) = 〈Enm〉+
∞∑


=1
C
nm(r1,r2) cos(
Lψ). (8)

The average value is obtained by integrating in ψ , and, using
Eq. (6), we have

〈Enm〉 = 1

2π

∫ 2π

0
dψ Enm(r1,r2,ψ)

= G

2π

L∑
k=1

∫ 2π

0
dψ ε(r1,r2,ψk + ψ). (9)

All terms in the sum Eq. (9) give the same contribution,
and we obtain in terms of the complete elliptic integral of first
kind (see Ref. [34], p. 590)

〈Enm〉 = 2nm

πr>(1 + t)
K(4t/(1 + t)2) = 2nm

K(t2)

πr>

. (10)

Here, we introduced notations: r> = max(r1,r2),r< =
min(r1,r2),t = r</r>; and used the symmetry property
K(4t/(1 + t)2) = (1 + t) K(t2). It is noteworthy that the av-
erage value 〈Enm〉 is exactly the interaction energy between
homogeneously distributed n and m charges over the rings.

In a similar way, the Fourier coefficients corresponding

to the fluctuating part of the energy, 	Enm =
∞∑


=1
C
nm(r1,r2)

cos(
Lψ), are given by

C
nm(r1,r2) = 1

π

∫ 2π

0
dψ cos(
Lψ)Enm(r1,r2,ψ)

= nm

π

∫ 2π

0
dψ

cos(
Lψ)[
r2

1 + r2
2 − 2r1r2 cos ψ

]1/2 . (11)

We have derived the following analytical expression for this
integral (
 � 1; see details in Appendix B)

C
nm(r1,r2) = 2nm

r>

(2
L − 1)!!

(
L)!

(
t

2

)
L

× 2F1(1/2,
L + 1/2 ; 
L + 1 ; t2), (12)

which is quite convenient for evaluation with symbolic algebra
packages.

In particular, at 
 = 0 one obtains the result (10):

2F1 (1/2, 1/2 ; 1 ; z2)

= 2

π
K(z2) ⇒ C0nm(r1,r2) = 2nm

K(t2)

πr>

.

III. GROUND-STATE CONFIGURATIONS:
SEMIANALYTICAL APPROACH

Before we tackle the problem of self-organization of
charged particles confined in the parabolic potential, it is useful
to review briefly the results obtained for the hard-wall (disk)
potential.

A. Hard-wall confinement

In this case, the total energy is defined as

Etot(n,r,ϕ) =
p∑

i=1

Eni
+

p∑
i=2

i−1∑
j=1

Eninj
(ri,rj ,ϕij ). (13)

Here, n= (n1, . . . ,np) is a partition of the total number n on p

rings with radii r= (r1, . . . ,rp) and offset angles between dif-
ferent rings (i < j = 2,3, . . . ,p): ϕ= (ϕ12, . . . ,ϕ1p,ϕ23, . . .).
We assume R = r1 = 1 > r2 > · · · > rp. The numerical anal-
ysis [32] demonstrates that

Eni,nj
(ri,rj ,ϕij ) 	 〈Eni,nj

(ri,rj )〉 (14)

holds for n � 2000 with a high accuracy. Therefore, we neglect
the dependence on the relative angles ϕij , i.e., the fluctuating
term 	Eni,nj

. The total energy of n charged particles in a disk
of radius R is then Etot(n,r,ϕ) 	 Eavg(n,r) with

Eavg(n,r) =
p∑

i=1
ni

Sni

4ri

+ 2

π

p∑
i<j

ni nj

K[(rj /ri)2]

ri

. (15)

The equilibrium configuration of particles can be obtained by
minimizing Eq. (15) with respect to (p,n,r), i.e., finding the
partition corresponding to the lowest total energy. For a given
partition, the set of equations that determines the optimal radii
ri is

Fi = π

2
(ri/ni)

d

dri

Eavg(n,r) = 0, i = 2, . . . ,p, (16)

where

Fi = r2
i

p∑
j=i+1

nj E[(rj /ri)2]

rj
2 − r2

i

− π

8
Sni

+ ri

i−1∑
j=1

nj

(
rj E[(ri/rj )2]

r2
j − r2

i

− K[(ri/rj )2]

rj

)
. (17)
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Here K = X−1 (E = X1) are complete elliptic integrals of
first (second) kind: Xp(x) = ∫ π/2

0 dt (1 − x sin2 t)p/2. A few
standard iterations of Eqs. (16) suffice to reach an optimal
energy value (15) for a given partition. By sweeping a grid
of different partitions, one can readily find the lowest energy
configuration for any fixed n.

1. Structure of magic configurations

Here, we consider magic configurations for n � 395
charges as an example. The minimization of energy with
respect to the ring’s partition numbers n leads to the following
configurations:

11 : 11
29 : 6 23
55 : 5 13 37
90 : 5 12 20 53

135 : 5 12 19 29 70
186 : 5 12 19 26 37 87
246 : 5 12 18 25 34 46 106
316 : 5 11 18 25 33 42 56 126
394 : 5 11 18 25 32 40 50 66 147

(18)

These configurations are characterized by complete p shells,
e.g., p = 9 for n = 394. Our results provide an approximate
formula for the number p associated with a given particle
number

pH 	 [
√

n/2]. (19)

Here we introduce the subindex H associated with a hard-wall
potential.

If one electron is added to the configuration with complete
p shells, the centered hexagonal configurations (CHCs) start
to appear, with a number of electrons 6 p, p = 1,2,3 . . .,
surrounding one particle at the center. This tendency manifests
clearly, starting from n � 56, i.e., we have

12 : 1 11
30 : 1 6 23
56 : 1 6 12 37
92 : 1 6 12 20 53

136 : 1 6 12 19 28 70
187 : 1 6 12 18 26 37 87
248 : 1 6 12 18 25 34 46 106
317 : 1 6 12 18 25 32 42 55 126
395 : 1 6 12 18 24 32 40 50 65 147,

(20)

with the formation of new shells and a sequence of particles
in the CHC, which is a characteristic property of the centered
hexagonal lattice (CHL). Note that for n = 92 (1,6,12,20,53),
n = 248 (1,6,12,18,25,34,46,106), the onset of the 6 p rule
needs one more particle. After formation with each new shell,
these recurrent internal CHCs persist till the addition of more
particles results in a sequentially increasing occupation of the
inner ring, n1 = 2,3,4,(5), and back again. As expected, the
span of n values which exhibit this internal CHC increases
with p.

This fact can be understood by considering the arrangement
of the CHC points, �xk,
 = k�a1 + 
�a2, given by integers k,


and the two primitive Bravais lattice vectors �a1 = a (1,0)
and �a2 = a (1/2,

√
3/2), where a is the lattice constant. The

FIG. 1. Structure of equilibrium configurations for the disk
geometry (a) and for the circular parabolic potential (b) for n = 187.
In both systems there are internal (core) rings corresponding to the
CHL (green region). Each shell in the core contains a family of
circles with radii Rk
 and particle numbers nring = 6 p (see text). The
numerical solution of Eqs. (16), (24) (rings) are compared with the
MD results (dots). The calculated energies Eavg = 23652.9/6099.5
for disk/parabolic potentials are in a remarkable agreement with the
corresponding MD results EMD = 23652.2/6098.8. The core region
with {1,6,12,18,(24)} particles, exhibits a hexagonal pattern. The
valence shells contain 87,37,26 and 34,34,34,24 particles with an
almost perfect circular structure for the disk geometry and the circular
parabolic potential, respectively.

np = 6 p sites in the pth shell are organised in dif-
ferent circular rings with radii Rk
 = a

√
k2 + 
2 + k 
,

where p = k + 
 and 0 � 
 � k, containing either six
(if 
 = 0,k) or 12 (otherwise) particles [see Fig. 1(a)].
Up to p = 7 all these radii are well ordered within
and between successive shells, and the model we pre-
sented groups them in a single circular shell nring = 6 p.
Beyond the seventh shell, however, rings start to overlap (e.g.,
R7,0 > R4,4), ultimately distorting this sequence as they depart
from the center. In other words, the CHC becomes broken
giving up the reflection symmetry. The comparison of the
equilibrium energies and configurations, calculated by means
of our semianalytical model and the MD, can be found in
Ref. [31]. We return to this point in Sec. IV B.

The systematic manifestation of the CHL with the increase
of particle number n � 187 can be interpreted as the onset of
the centered hexagonal crystallization in the disk geometry.
We recall that for infinite systems the hexagonal lattice has the
lowest energy of all two-dimensional Wigner Bravais crystals
[35]. However, in our finite system a crossover takes place
from a centered hexagonal lattice to ring localization at large
n with the approaching to disk boundary.

Thus, we have found a cyclic self-organization for finite
number of charged particles confined in a disk geometry
(cf. Refs. [18,29]). For centered configurations particles
localize in shells, where each pth internal shell consists
in particles distributed over a regular hexagon, which is
delimited by inscribed and circumscribed rings. This CHC
pattern is replaced by a ring organization when approaching
the boundary. A natural question arises: how general is this
type of organization? Does one find a similar self-organization
for other types of circular confinement? As a next example, we
consider charged particles confined by an external parabolic
potential.
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B. Parabolic potential

In the case of a circular parabolic potential (3) the
Hamiltonian (1) obeys a scaling law. We can express the energy
and the coordinates in the following units

R =
(

α

β

)1/3

, e0 = α2/3β1/3, β = mω2
0, (21)

where α = e2/4πε0εr . In such units the Hamiltonian (1) can
be written in the following form:

H = H

e0
= 1

2

n∑
i=1

x2
i +

n∑
i<j

1

|�xi − �xj | , (22)

where �xi = �ri/R. In the form (22) the Hamiltonian does not
depend on a particular value of the confinement frequency ω0

or the interaction strength α > 0. Therefore, the following
analysis describes universal properties for this confining
potential.

1. Structure of magic configurations

To compare the results of our model with those already
obtained in the disk geometry, we also neglect the energy
fluctuating term in Eq. (8). Here, we consider the ground-state
configurations for n � 200 (see details in Ref. [31]). In contrast
to the disk geometry, we are forced to find the maximal radius
r1 as a function of the particle number. In the scaled variables,
within our approximation, we have for the total energy

ES
avg = Eavg(n,x) + 1

2

p∑
i=1

nixi
2. (23)

Here, the function Eavg(n,x) is defined by Eq. (15), where ri is
replaced by xi = ri/R, xi > xi+1. We also introduce the index
S associated with the parabolic (soft) potential. The minimal
energy configurations are obtained from the solution of the
system of equations

FS
i = Fi + π

2
x2

i = 0, i = 1, . . . ,p, (24)

where Fi is determined by Eq. (17) with ri replaced by
xi = ri/R.

The numerical results determine the magic configurations
with complete p shells. The structures of these configurations
are different from those of the hard-wall potential:

5 : 5
15 : 5 10
32 : 5 11 16
52 : 5 11 16 20
79 : 5 11 17 22 24
111 : 5 11 17 22 27 29
148 : 5 11 17 22 28 32 33
190 : 5 11 17 23 28 33 36 37.

(25)

This difference manifests also in the number of rings for
the same total number of particles, n. Our results yield the
following approximate formula for the number of shells

pS 	 [
√

n/2 − 1]. (26)

Compared to the hard-wall potential, there are more rings
in the parabolic confinement (see also Fig. 1). Nevertheless,

similar to the disk potential, the addition of one electron
starts developing the CHC, with internal shell occupations 6 p,

p = 1,2,3 . . .. In contrast to the hard-wall case, the onset of
this 6 p rule is slightly delayed after the beginning of each new
shell. This is reflected in the following results

6 : 1 5
17 : 1 6 10
35 : 1 6 12 16
56 : 1 6 12 17 20
84 : 1 6 12 18 22 25

116 : 1 6 12 18 23 27 29
155 : 1 6 12 18 24 28 32 34
198 : 1 6 12 18 24 29 33 37 38.

(27)

Note that, due to the increase in energy caused by the
parabolic potential, less particles are located in this case on the
rings close to the boundary. In fact the corresponding scaling
for the outer shell occupations are

nH
1 = [2.795 n2/3 − 3.184],

nS
1 = [0.2423 n2/3 + 6.229 n1/3 − 6.375]. (28)

These values are obtained from the fitting of the results
at the range n = 2–400 (300) for the hard wall (parabolic)
potential. The analysis of this systematic data for the hard wall
confinement also indicates that occupations for subsequent
shells are quite accurately predicted (±1) by our model. In
particular, the second shell occupation is fitted by

nH
2 = [1.351 n2/3 − 6.566]. (29)

In the disk geometry the energy minimization distributes a
large part of particles over the perfect circular boundary.
This group of charges stipulate the intrinsic ring organization
in this geometry. Considering the same number of particles
and system size (rS

ext = rH
ext), in the parabolic confinement,

obviously ES
Coul > EH

Coul since the equilibrium configuration
(n, r)H is the one that minimizes Coulomb energy. Moreover,
as a consequence of the virial theorem (ES

Coul = 2 EHO),
the total energy ES = 3 ES

Coul/2 is also bigger. In order
to distribute the larger amount of energy in this case the
system requires additional shells, absent in the disk geometry,
to equilibrate the configuration. As a consequence, in the
parabolic confinement the distribution of particles over rings
is less inhomogeneous as compared to the disk geometry (see
also Fig. 1). In turn, this feature favors the formation of a more
extended CHL.

In general, the increase of particle number in a new shell
disintegrates slowly the CHL in both systems. As soon as a
particle appears at the center, it gives rise to the CHL again.
Below, for the sake of discussion we name our semianalytical
approach as the circular model (CM).

IV. MOLECULAR DYNAMICS

A. Basic approach

To test our results, we consider in the following
both harmonic Vext(r) = 1/2 m ω2

0 r2 and hard-wall Vext(r) =
∞(r − R) confinements. Finding the absolute energy min-
imum, Egs of the Hamiltonian (1) is a nontrivial task. The
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density of stable states near Egs grows exponentially with the
number of charges. Several global optimization techniques
have been extensively used to this aim. Metropolis simulated
annealing, with temperature T as a control parameter, is
particularly effective for short-range forces. This method
works on the basis of acceptance or rejection of a proposed
change in the particle positions (and corresponding change
in energy 	E) with probability p(	E) = exp(−	E/kB T ).
Random small changes over a single particle at a time are
needed in order to guarantee a reasonable acceptance ratio, r .
Usual practice adjusts the maximum change at any given T as
to have r ∼ 1/2.

In our pursuit of the exact ground-state configurations we
have used a different approach, based on a quenched molecular
dynamics algorithm. The method evolves the particle positions
by integrating the equations of motion for the Hamiltonian (1)
and adding a friction term, which provides a controllable and
smooth quenching of velocities

m �r ′′
i = −∇i V (�ri) − bf �r ′

i . (30)

Here V (�ri) = Vext(ri) + α
∑

j �=i 1/ri j includes the external
potential plus the Coulomb terms, and bf is the parameter
controlling the quenching of velocities. Below we discuss in
detail our MD approach, using the circular parabolic potential
as an example. A few results of the MD calculations for disk
are presented in Refs. [25,31,32].

With the aid of the units (21), writing �r = R �x, E = e0 EMD

and t = τ/ω0, the dynamical equations become independent
of the scaling parameters for the harmonic potential

�̈xi = −�xi +
N∑

j �=i

�xi − �xj

|�xi − �xj |3 − νf �̇xi, (31)

where ḟ ≡ df/dτ and νf is the scaled friction parameter.
Given initial positions, the system (31) is evolved by standard
centered three-point derivative formulas, until forces over each
particle are within a tolerance value (typically | �̈xi | < 10−6).
An advantage of this method over the Metropolis algorithm is
that it produces a sensible global move at each iteration, thus
requiring less simulation time. The performance of this method
for obtaining ground-state configurations is better than with
usual Monte Carlo simulations, provided a sufficient number
of initial conditions are tried. In fact, one of the common errors
when using any of these algorithms is to be short in the number
of trials and getting as a result an excited-state configuration.
To avoid as much as possible this scenario, we have included
a systematic search of the n-particle configuration based on
the lowest energy results for n−1 particles. For each of these
configurations, the new particle is placed at different random
positions. The new distinct configurations for the n system
are stored and ordered in energy to be used as starting points
for the n+1 system. This strategy is suitable for a systematic
search of ground-state configurations in an ascending chain of
n charge particles.

B. Search strategy for a single case

In the case of a single (large) n confined system, the lowest-
lying energy results of the circular model, with much less
degrees of freedom, provide a convenient way to feed the MD

analysis with sensible initial guesses. To prove this point, we
have computed the probability distribution of the energy states
for n = 317 charges confined in the disk geometry with three
different types of initialization. In all cases the outer shell
occupation has been fixed to nH

1 = 126 predicted by Eq. (28).
In fact, this value corresponds to the actual value associated
with the MD absolute energy minimum.

As it is demonstrated in Ref. [25], there is a remarkable
agreement between the CM and MD occupations even for
a charge number of subsequent shells. Hence, we aim to
assess the effectiveness of the CM prediction for nH

2 , Eq. (29),
as a guide to initialize the external particle positions in the
MD. To this end we have considered initial configurations
characterized by external occupations: n1 = 126 (Set 1);
n1 = 126, n2 = 55 (Set 2); n1 = 126, n2 = 56 (Set 3). We
have generated 3650, 2000, and 2000 configurations, respec-
tively. In each case n1 particles were initially set on the
boundary at r1 = 1, and for the last two sets n2 particles have
been homogeneously distributed at r2 = 0.96.

In order to preserve these external shell occupations the
n1,(n2), particles are frozen at a first stage, until the inner
particles slow down (typically after some 500 time steps). At
a second stage, all particles are taken into account and evolved
according to Eq. (31). It is worth noticing that the chosen
value r2 = 0.96 is higher than the CM result (r2 	 0.91). The
reason is twofold: (i) it guarantees the desired n2 value for
the equilibrated final configuration; (ii) at the beginning of the
second stage it provides additional excitation energy in the
form of monopole oscillations that help to access low-energy
states. The remaining particles are initialized randomly in the
central region.

The results for the Set 1 (see Fig. 2, top) consists of differ-
ent final configurations with n2 = 53(5%),54(36%),55(38%),
56(18%),57(3%), and 58(0.2%). The arrows indicate the
starting energy for each n2 value. In this case the low-energy
states are dominated by configurations with n2 = (55, 56),
although just about one out of five runs leads to the n2

value shared by the ground state at EMD = 70416.883. The
realization of the ground state does not exceed 0.2%. The Set
2 (Fig. 2, middle) provides the lowest state EMD = 70417.000
with n2 = 55 (the CM partition), which is slightly above the
true ground state. The Set 3 (Fig. 2, bottom) explores the
nearby n2 = 56 configurations, with n2 = nH

2 provided by
Eq. (29). In this case the absolute energy minimum is found
with a probability ∼4.5%, which is higher by a factor 25
relative to the probability found for the Set 1. Thus, even if
one has to check nearby nH

2 ± 1 values, the scanning effort
clearly benefits from the scalings found within the CM.

For the sake of illustration, we present in Fig. 3 the distri-
bution of charges in the equilibrium configuration obtained by
means of our procedure for n = 317. Three regions are found
[see Fig. 3(a)]. The central region (green hexagonal area) is
comprised of the almost perfect CHL with 1,6 and 12 particles
followed by a third shell containing 19 (instead of 18) particles.
This additional charge (at the center of the small yellow circle)
breaks the hexagonal structure. Its effect propagates to the
middle region. Here, together with additional defects, it builds
still a hexagonal, although deformed, structure (gray lines are
used to indicate the deformed lattice). The last region contains
three external rings with 126, 56, 42 particles. Applying a
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FIG. 2. Histograms for energy states of n = 317 charges confined
in the disk geometry. The results are obtained with the aid of the
MD method by using different initialization procedures. See text for
details.

simple clustering algorithm, that will be discussed below, we
can identify circular shells in the MD results [see Fig. 3(b)].
As a result, we obtain the following configuration (126, 56,
42, 33, 22, 19, 12, 6, 1) compatible with the CM result

FIG. 3. Structure of equilibrium configurations for the disk
geometry obtained by means of the MD for n = 317. (a) Distribution
of particles versus hexagonal grid. The core (green) region with
{1,6,12) particles exhibits a hexagonal pattern. The additional particle
(displayed within the small yellow circle) in the third shell breaks the
hexagonal 6 p rule. The intermediate region can still be associated
with a deformed hexagonal lattice (gray lines to guide the eye).
The valence shells contain 126,56,42 charges with an almost perfect
circular structure. (b) Distribution of particles on various rings, found
with the clustering algorithm described in Sec. IV C, with number of
charges: 126, 55, 42, 32, 25, 18, 12, 6, 1.

TABLE I. Values for the only eleven cases where optimal
configurations, obtained with the aid of Eq. (24), disagree with the
MD results. The systematic MD results for n � 52 can be found also
in Ref. [17].

n ES
avg(n) δ configuration

19 115.1127 0.0208 (11,7,1)1
2

22 149.7743 0.0571 (13,8,1)3
1

32 290.7905 0.0655 (16,11,5,0)4
1

34 323.4146 0.0537 (16,11,6,1)2
1

36 357.5053 0.0313 (16,12,7,1)1
3

39 411.3570 0.0392 (18,13,7,1)4
1

40 430.0216 0.0924 (18,13,8,1)4
1

41 449.0085 0.1290 (18,13,8,2)2
1

46 548.6758 0.0976 (18,15,9,4)1
4

52 678.9715 0.0671 (20,16,11,5,0)4,5
1,2

53 701.8207 0.1162 (19,16,11,6,1)2
1

(126, 55, 42, 32, 25, 18, 12, 6, 1) (see also Ref. [31]). Below,
we compare the MD and the CM results in more details.

C. Molecular dynamics and the circular model

The numerical solution of the system (15), (17) for the
hard confinement provides a remarkable agreement with the
MD calculations for equilibrium configurations up to n=105,
excluding a few cases (see Table I in Ref. [32]). Our MD
results agree with those of Ref. [23] up to n=160 particles,
while we obtain lower energies for n=400,500,1000, and also
systematically better values for n > 52 than those implied
in Fig. 8 of Ref. [29]. In Ref. [25] the reader can find
the comparison of the MD and the CM results for the disk
geometry for 161 � n � 260. In that paper, we have also
demonstrated the usefulness of the CM to speed up the random
search method of the true ground state for n = 395 in the MD
calculations, found in Ref. [24].

In the case of the parabolic potential we obtain good
agreement with the MD results as well, excluding a few cases
(see Table I) up to n ≈ 51. The difference δ = ES

avg − EMD

provides the error of our approximation. The rings are counted
starting from the external one, which is the first ring. The
notation (11,7,1)1

2 means that we have to add one particle in
the first ring and remove one particle from the second ring in
order to obtain the MD result. Although the total energy errors
are very small, the assumptions of our model fail to predict the
correct configurations for shown total n.

Since in the disk geometry the external radius is fixed (R =
1), the parabolic potential has one more degree of freedom in
terms of collective variables. It is natural to assume that this
degree of freedom is related to fluctuations of the external
ring radius around some equilibrium radius value (radial
fluctuations). As a result, such a motion creates fluctuations in
the particle number around some optimal value in the external
ring affecting the particle number in the closest ring.

In order to get deeper insight into this phenomenon we
have applied a simple clustering algorithm to identify the
formation of circular shells in the MD results. At a first stage,
we order particles according to their distance to the center
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FIG. 4. Structure of the MD equilibrium configurations for
n = 70,71 charged particles in the circular parabolic potential. In both
systems five rings are identified. For n = 70 the MD configuration
is {3,9,15,20,23}, EMD = 1135.298. The circular model predicts the
same configuration with ES

avg = 1135.474. For n = 71 the MD (the
circular model) configuration is {4,10,15,21,21}({4,9,15,20,23}),
EMD(ES

avg) = 1163.410 (1163.579).

r1 � r2 � · · · � rn. Next, we define the gaps between con-
secutive particles δi = ri+1 − ri and sort them by decreasing
value, i.e., δi1 � δi2 � · · · � δin−1 . By defining the function

FMD(p) = r1 + ∑p−1
k=1 δik

p
, (32)

the optimal groups are found by maximizing the average
spatial separation between consecutive groups with respect to
the number of shells p. Additionally, we impose the constraint
0 � p(n) − p(n − 1) � 1 and detect when a new particle
settles at the center of the structure, r1 	 0, thus opening a
new shell. Once the number of shells is obtained, the related
function

RMD(n) = p FMD(p)

rn

(33)

provides a simple measure of how close the MD particle
configuration is to a well-defined ring structure. Notice that
for strict circular configurations, such as those provided by
our circular model, RMD(n) = 1. A significant departure from
this maximum value would imply that the particle distribution
deviates from the prediction of the CM.

This fact is illustrated in Fig. 4 where the result of this
clustering algorithm is shown for n = 70,71. The actual
values RMD(70) = 0.775 and RMD(71) = 0.520 indicate that
the system with n = 70 is quite well described by a ring
structure. It is not the case, however, for n = 71, where the
resulting shells have much larger widths. The addition of one
particle produces a visible finite-size effect, which transforms
the system from a rigid ring organization to a kind of glasslike
behavior.

In Fig. 5 the function (33) shows that the MD configurations
form a robust circular structure for the disk geometry; its value
remains close to the maximum (� 90%) for n � 100 charged
particles. The accumulation of a big fraction of particles on
the perfect circular boundary strongly constrains the internal
ring organization. In this case the circular model provides
a remarkable agreement with the MD results both for the
equilibrium configurations and their energies.

Conversely, while this function does frequently not drop
down below (	60%) in the case of the parabolic potential,

n
0 20 40 60 80 100

R M
D
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0.8

0.9

1.0

[70]

[71]
[39]

[52]
[90]

FIG. 5. The function (33) vs number of charged particles. The
results for the disk geometry and the parabolic potential are shown
by (red) squares and (black) circles. The arrows indicate the location
of n = 70,71 charge particle configurations discussed on Fig. 4.

there are a few cases n = 39,52,62,65,71,75,90, . . . that
exhibit a visible deviation from a circular distribution. In
these cases the system manifests detectable fluctuations in
particle positions, driven by a change in the central structure
(np =1 → 2 or np >1 → 1), that affect the width of the
corresponding shells. In general, one observes a kind of cold
melting of the system configuration that preserves, however,
to some extent the ring structure.

A comparison of the MD results with those of the
circular model for the total energy demonstrates a remarkable
agreement. Although there is a small disagreement between
the results obtained within our model and MD calculations for
the ground-state configurations, it is noteworthy that the onset
of the centered hexagonal lattice in the MD calculations for
large n has been clearly recognized with the aid of the circular
model.

V. SUMMARY

We have developed the method (see Secs. II, III), which
allows us to analyze the equilibrium formation and filling
of rings with a finite number of particles interacting by
means of the Coulomb forces in the case of a circular lateral
confinement. As an example, we analyzed disk and parabolic
confinements. Our approach is based on the cyclic symmetry
of the Coulomb energy between particles distributed over
different rings. As a result, the problem of n interacting charged
particles is reduced to the description of p (�n) rings, with
homogeneously distributed integer charges. To test the validity
of the method we have also developed the MD approach
(Sec. IV) and present the comparison of the results in Ref. [31].

We have demonstrated that our method is good enough to
obtain exact ground-state configurations with correct energies,
excluding a few particular cases, up to n �105 and �51 for
a hard and parabolic confinements, respectively. For bigger
systems the solution of the model equations provide also very
good approximations to the exact ground-state configurations.
Indeed, the energy errors do not exceed a small percentage
fraction of the exact values. However, this achievement is
a necessary but not a sufficient condition to conclude that
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the CM is effective. The systematic analysis of the CM
results provides the estimate for a number of charges n1

distributed over the external (boundary) ring for large systems
(n � 400). Once this number is identified, one has to fix the
number of charges on the second ring, the nearest neighbor
to the boundary one, based on the CM prediction n2 ± 1. At
the same time, the inner shell structure, as predicted by the
CM, should be disregarded, since it may introduce a bias.
With the aid of this strategy the computational effort to
get global energy minima is much less than in the MD or
simulated annealing (SA) calculations. In fact, both methods
are flawed by two major problems. First, due to the long
range of Coulomb forces, computing time grows with the
number of particles as n3. Second, and more important, the
number of equilibrium configurations near the absolute energy
minimum grows exponentially with n. This last fact increases
considerably the computational efforts needed to avoid getting
stuck at local energy minima, because many different initial
condition simulations are needed. Therefore, we believe that
an accurate method, capable of explaining shell structure,
which works with a much reduced number of variables (

√
n/2

vs n) is a remarkable achievement. Moreover, the results
obtained by means of our method can be used to feed SA or
MD calculations with sensible initial configurations, reducing
substantially the amount of scanning normally needed to visit
the global energy minima.

In our circular model each pth shell consists of a set of
point charges distributed over a regular hexagon inscribed
and circumscribed by two circles. Based on the results of our
analysis, we have found that in both potentials the increase of
particle number leads to the onset of a centered hexagonal
lattice that transforms smoothly to a few circular rings at
the boundary. A similar conclusion has been drawn on the
basis of the Monte Carlo calculations for n > 150 charges
confined by a circular parabolic potential [33], although the
authors admitted that their equilibrium configurations are
not necessarily true ground states. Based on our results we
speculate that this self-organization should be typical for any
2D finite system of identical charges confined by a circularly
symmetric potential. We recall, however, that depending on
the size of the system one has to take into account the onset of
quantum correlations for increasing particle number at a fixed
system size (see a discussion in Ref. [32]).
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APPENDIX A: CYCLIC SYMMETRY AND THE
COULOMB SUMS

We want to prove that

n∑
i=1

m∑
j=1

F

{
cos

[
2π

(
i

n
− j

m

)]}
= G

L∑
k=1

F

[
cos

(
2π

k

L

)]
,

where L ≡ LCM(n,m) and G ≡ GCD(n,m) = n × m/L are
the least common multiple and greatest common divisor of the
of numbers (n,m), respectively.

Proof. Due to the fact that F is a function (every element
belonging to the domain is related to a unique element of
the image set) it suffices to prove that the multiset1 of angles
A = {2π ( i

n
− j

m
), i = 1, . . . ,n ∧ j = 1, . . . ,m} is equal, un-

der the cyclic symmetry, to the multiset B = {2π k
L
, k =

1 . . . L}, where each element is repeated G times.
In order to take into account the cyclic symmetry explicitly,

we change the numbers k by their associated equivalence
classes, defined as Ck = {k + γL ∀ γ ∈ Z}. As a result, a k

value appearing inside the B multiset has to be read as an
unspecified member of the Ck class. The set composed by all
these classes constitutes a partition of Z into L classes.

Since any linear combination of two integers (n,m) is equal
to a multiple of its greatest common divisor G = GCD(n,m),
we have

i

n
− j

m
= im − jn

nm
= kG

nm
= kG

LG
= k

L
, (A1)

where k is an integer. Evidently, this result allows us to change
two sums over the variables i and j by a single suitable sum
over the variable k.

Note that for the multiset of angles A the substitutions

i → i + αn and j → j + βm,

where α,β ∈ Z, have no practical effect. Furthermore, since a
pair of indices (i,j ) produces an index k that belongs to the
class Ck , the shifted pair of indices (i + αn,j + βm) produces
an index k′ that also belongs to the class Ck:

(i + αn)m − (j + βm)n = im − jn + (α − β)LG

= [k + (α − β)L]G.

Evidently, there are exactly L different Ck classes.
Now we show that each class contains G different elements.

If there exists a pair (i,j ) such that

im − jn = kG, (A2)

then there are exactly G pairs (i ′,j ′), with the restrictions
1 � i ′ � n and 1 � j ′ � m, such that i ′m − j ′n = kG. Note
that if (i,j ) satisfy (A2), then all couples of the form(

i ′ = i + l
n

G
, j ′ = j + l

m

G

)
,

where l is an arbitrary integer, also satisfy (A2), because

i ′m − j ′n =
(

i + l
n

G

)
m −

(
j + l

m

G

)
n = im − jn = kG.

If we restrict the values of l to 0 � l � G − 1, i.e., G different
choices, the resulting values i ′ and j ′ are all different. Indeed,

1A multiset is a set that can contain repeated elements.
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in this situation, if G > 1, the following inequalities hold

n

G
� |i ′ − i ′′| < n and

m

G
� |j ′ − j ′′| < m.

If l = G + λ, with λ = 0,1,2, . . . the indices are cyclicly
equivalent

i + (G + λ)n

G
= i + n + λn

G
∼ i + λn

G
.

Therefore, since there are nm pairs, every one of the L different
Ck classes must contain G pairs. This completes the proof. The
fact that we consider a cosine function is irrelevant, since the
requirement that ε(r1,r2,θ ) to be periodic is enough. �

APPENDIX B: COEFFICIENTS OF THE
FOURIER TRANSFORM

In order to find an analytical expression for the integral (11),
we employ the Legendre expansion for the Coulomb potential

1[
r2

1 + r2
2 − 2 r1 r2 cos ψ

]1/2 = 1

r>

∞∑
u=0

tuPu(cos ψ),

where r> = max(r1,r2),r< = min(r1,r2),t = r</r>. With the
aid of the cosine series for the Legendre polynomials (see
Ref. [34], p. 776)

Pu(cos ψ) = 1

4u

u∑
v=0

(
2v

v

)(
2(u − v)

u − v

)
cos [(u − 2v)ψ],

we obtain for Eq. (11) the following form:

C
nm(r1,r2) = nm

r>π

∞∑
v=0

(
t

4

)v(2v

v

) v∑
w=0

(
t

4

)w(
2w

w

)

×
∫ 2π

0
cos [(w − v)ψ] cos(
Lψ) dψ, (B1)

where u = w + v. The integral splits in two terms, since
cos A cos B = [cos(A + B) + cos(A − B)]/2. In order to
have a nonzero value, the first term with the argument
w = v − lL in the cosine function requires v � lL. As a result,

we have

C
nm(r1,r2) = nm

r>

∞∑
v=
L

(
t

4

)2v−
L(
2v

v

)(
2(v − 
L)

v − 
L

)

= nm

r>

(
t

4

)
L ∞∑
k=0

(
2(
L + k)


L + k

)(
2k

k

) (
t

4

)2k

,

(B2)

where k = v − 
L. The second term yields the same result,
which duplicates the expression (B2).

This double sum can be expressed in terms of the hyperge-
ometric function. By virtue of the identity

1

4p
= �(p + 1/2)√

πp!
,

we arrive at the final form

C
nm(r1,r2)

= 2nm

r>

t
L

π

∞∑
k=0

�(
L + k + 1/2)�(k + 1/2)

�(
L + k + 1)k!
t2k

= 2nm

r>

t
L√
π

�(
L + 1/2)

(
L)!

∞∑
k=0

(1/2)k(
L + 1/2)k
(
L + 1)k

t2k

k!

= 2nm

r>

(2
L − 1)!!

(
L)!

(
t

2

)
L

× 2F1(1/2,
L + 1/2 ; 
L + 1 ; t2). (B3)

Here, we have used a definition of the hypergeometric function
in terms of the Pochhammer symbol (a)b = �(a + b)/�(a).

At 
L � 1 one can use the asymptotic value for the central
binomial coefficients

(2M

M

)
/(4M ) ≈ 1/

√
πM , where M = 
L.

As a result, we obtain the asymptotic limit of Eq. (B3):

C
nm(r1,r2) ≈ 2nm√
π r>

∞∑
k=0

(2k

k

)
4k

t
L+2k

√

L + k

.

This result shows explicitly the decreasing magnitude of the
coefficients accompanying the powers of the variable t in
Eq. (12) with the increase of the product 
L.
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