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Quantum corrections of the truncated Wigner approximation applied to an exciton transport model
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We modify the path integral representation of exciton transport in open quantum systems such that an exact
description of the quantum fluctuations around the classical evolution of the system is possible. As a consequence,
the time evolution of the system observables is obtained by calculating the average of a stochastic difference
equation which is weighted with a product of pseudoprobability density functions. From the exact equation of
motion one can clearly identify the terms that are also present if we apply the truncated Wigner approximation.
This description of the problem is used as a basis for the derivation of a new approximation, whose validity goes
beyond the truncated Wigner approximation. To demonstrate this we apply the formalism to a donor-acceptor

transport model.
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I. INTRODUCTION

The exciton transport in large networks that are coupled
to some environment is still a topic that attracts attention
because of the experimental results from the last decade.
Ultrafast nonlinear spectroscopy used to probe the energy
transfer in Fenna-Matthews-Olson complexes has revealed
strong vibrational coherences of multiple pigments that persist
at much larger times scales than initially expected [1-3].
This has opened a discussion on the question whether or not
these coherences have a significant impact on the efficiency of
transport processes.

To study theoretically possible quantum effects that are re-
sponsible for efficient transport properties of a given network,
one has to pay special attention to the way how the effect
of the environment on the system is modeled. The chosen
description has to be simple enough to lead to an efficient
and fast scheme for the simulation of different realizations of
the network, and it has to be able to take into account the
most important effects of the environment on the system. For
example, one can construct a time local equation for the system
density matrix where the effects of the environment, like
dephasing, are described by Lindblad operators. To take into
account the non-Markovian effects arising from the interaction
between the system and the environment we have to model
the latter as an infinitely large set of harmonic oscillators
that are linearly coupled to the system. These new degrees
of freedom can be integrated out exactly from the problem,
which makes the effective action of the system nonquadratic
in the system fields and also time nonlocal. This description of
the problem requires the use of advanced numerical methods
like the hierarchical equations of motion (HEOM) technique
[4-9], the quasiadiabatic propagator path integral method
[10-12], the multilayer multiconfiguration time-dependent
Hartree approach [13], the density matrix renormalization
group method [14], and other methods [15—17], which in most
cases are numerically expensive.

We are interested in approximate methods, where one can
find a good compromise between the accuracy of the results
and the applied numerical effort. One of the methods, whose
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complexity scales linearly with the size of the network and
thus can be preferred for the case of working with large
networks, is the truncated Wigner approximation (TWA). In
this approximation one neglects some of the nonquadratic
terms in the effective action. This approximation is often
applied to describe the dynamics of ultracold atomic gases
[18-25] and to explain some experimental results [26]. Its
validity for closed systems at short time scales was studied in
Ref. [27]. Its ability to reproduce the non-Gaussian statistics of
the single-mode anharmonic oscillator was shown in Ref. [28],
and its applicability to the calculation of multitime correlation
functions was studied in Ref. [29]. Relying on these results the
application of the approach to open quantum systems was also
made in Ref. [30], assuming that the effect of the environment,
expressed mainly in the form of additional noise, will wash out
all quantum scattering processes which occur at long times.

In the following, a different two-step approximation that
extends beyond the TWA will be derived for the special
case of working with a Frenkel exciton Hamiltonian. In the
first step, similarly to the TWA, some of the variables in
the corresponding path integral representation of the problem
will be analytically integrated out, and the integration of the
remaining set of variables in the path integral will be equivalent
to solving an equation of motion of these variables. We will do
the analytic integration without neglecting any terms from the
action, but the price that we have to pay is the introduction of a
set of pseudoprobability density functions in the path integral
representation of the problem. From the obtained equations
of motion we can clearly identify the contributions that were
also present in the TWA as well as the new terms. Since this
representation of the problem is numerically expensive, in the
second step we adopt a numerically applicable approximation
that extends beyond the TWA for the case of preparing the
system initially in the single exciton manifold. We will refer to
it as the corrected truncated Wigner approximation (CTWA).
The ability of both approximations to reproduce the exact
system dynamics will be studied, and we will see that both
approximations reproduce exactly the short time behavior of
the system. In the limit of weak couplings the CTWA can also
extend this range to longer time scales.

The paper is structured as follows. In Sec. II A we introduce
the system of interest and its path integral representation, in
Sec. II B the Wigner formalism is briefly described, and in
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Sec. II C a mapping procedure is presented, which makes the
action local in time at the cost of introducing integrals over
new variables. This step is necessary if we want to integrate
out exactly the fields of the path integral representation of
the system. In Sec. IID the TWA is briefly explained, and
the corresponding stochastic equation for the semiclassical
description of our problem is derived. It will be used later
for comparison with the equation obtained from CTWA. An
exact stochastic equation, which takes all terms into account
that have been neglected in the TWA, is derived in Sec. III,
and a numerically applicable approximation of this equation
is derived in Sec. IV. The accuracy of the new approximation
is tested in Sec. V for a donor-acceptor transport model. The
paper concludes with a summary in Sec. VI.

II. THEORY
A. Model system

We consider a system (S) composed of V sites, each of them
being linearly coupled to a bath (B) of harmonic oscillators.
The corresponding Hamiltonian is given by

H = Hg+ Hy g, (1)
N
Hy= Y h,.ala,, 2)
n,n'=1

N
Apsp =D Y lo,blby + 1, (B, +bata,).  (3)
n=1 k

where @ ,131 « Create an excitation at the nth site of energy 4,,,,
or in the kth bath mode of energy w,, that is coupled to the
nth site. The initial state of the total system is of the form

Prot = Ps ® P )
N
pi =TT [ expl—Bewb)b,1/N. ©)
n=1 k

where p¢ and Py are the density matrix of the system and
the equilibrium density matrix of the bath, 8 = 1/(kgT), T
is the temperature, and N is a normalization constant. We
assume that the initial state of the system pg lies in the
single exciton subspace. Since the Hamiltonian (1) conserves
the total number of excitations, it reduces to the Frenkel
exciton Hamiltonian [31]. Since we work in the single exciton
subspace we have the freedom to choose the operators &},& i
to be bosonic or fermionic. In the following we assume that
they are bosonic.

We are interested in the path integral representation of
the Keldysh partition function of the problem [32]. After
analytically integrating out the bath degrees of freedom the
expression has the following form:

N

7 = / D[a]e"ss]_[e"sﬁ,w, (6)

n=1

where iSs originates from the system Hamiltonian Hg and
iSp ¢p describes the effect of the nth bath on the system. They
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are given by [4-7,33,34]

N ‘
iSg= Y i / d7a: T (0)(i8umd; — hyw)o-aw (1), (7)
n,n'=1 0
a,(t) = [af (1).a2®)]". ®)
1 t T
iShsp=— —/ dr/ dt'n) (t)n, (t)Fu(x — ')
’ 7 Jo 0

L] t T
+ L / dt f dT'n(On’ (Dot — 7). (9)
T Jo 0
n

i : bx b
X =al*a] —aa), (10)
ng =al*al +a)ay, (11)

where a,{ and af are the fields lying on the forward and
backward part of the Keldysh contour and o, is the Pauli z
matrix. The noise () and dissipation (D) kernels are given by

Fu) = /dw.ln(w) coth[w/(2T)] cos(wt), (12)
D,(t) = /dw]n(a)) sin(wt), (13)
Tn(@) = " A8 — o), (14)
k
where J,(w) is the spectral density.

B. Wigner formalism

We can express the expectation value of some system
operator O in the following path integral form:

trg[0p(1)] = / DIV MO B ) pry (Wi, (15)

N
dml#n,r dSWn,r dmnn,r dsnn,r
piy.al=[]]] = . (16)
T n=Il

where v, and ), are the quantum and classical fields which
are obtained from the variable transformation

al’’ =y, + 1, (17)

and S =S5+ ), Sj g5- The iSj ¢ term is defined in (9)

where ) = Y0, + ni ¥, ng = 21¥,|* + 3|n,/?, and iSs is
given by

iSs =i / deln” (2)(=id — B (D)
+ 9T (D)9, — WP (T)], (18)

FO =10 O, fe{y.nl (19)

where the elements £, of the matrix /4 are given in (2).
Equation (18) can be obtained from iSg, defined in (7), by
applying the variable transformation given in (17) and then
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using the identity
t
/ ATy (1)d:9()
0

—/0 dryp" (D). ¥ (0) + ¥ (Om(0)lp, (20)

and neglecting the boundary terms. The Wigner distribution
function p,,, and Weyl symbol of the operator O,,, are defined
as follows:

d)w;n ddnn T
oY) = | |/ L =19, P+ L o, — i)
1 A
X 7/’+—71 Ps

dfin, dS
o y1= ] [ B2

1
'/’ - _7]>’ (21)

Lo A 1
x e~ 2 <,/, - EW‘O"P + §n>, (22)

where the operator O is in its normal ordered form and
== %n) is a coherent state with the property a,|¢ + %n) =
(W S)l9 & 30) and (1Y) = expl 0, wiv, ] The
same expression can be obtained if we represent the operator
O in terms of symmetrized polynomials of &,t and of a,
and then carry out the replacement (an,an) — (Y7, ,). The
Wigner transform pyy of the density matrix is, in general,
a pseudoprobability density function; i.e., it is normalized to
one, but it can take negative values. For the practical calculation
of the path integral one can replace it with the following
expression:

pw (W) = N(ow)sgn(pw, ¥* )i Y. ¢),  (23)
PSP ) = low(* 9|/ N(pw), (24)

N
Now) = [ [ dvw s lon il @5)
n=1

o0 e

. 1
sgn(ow, ¥*.¢) = {_1 it o, (¥ ¥) <0

In this case ,o"b‘ is a real probability density function. The

derivation of Egs. (15), (16), (18), (21), and (22) is shown in
Ref. [27].

If we neglect the contribution i S sp from the environment,
we can integrate out the n variables by use of the equation

foo d?‘”e”wf =68(f), feR (27)

for ¢ € {Mn,3In}. If we keep the ¥, o variables fixed, the set of
the Dirac delta function will define a unique path for the time
evolution of the ¥, ; (r > 0) variables. The path is described
by the following equation:

dv(t) = —ihy(t)dt. (28)
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A single contribution to the observable tr[ O 4(7)] is given by

Ow @ (@), ¥ ()N (pw)sgn(pw. ¥, ¥o). (29)

To calculate the expectation value of tr[Oﬁ(t)] we have to
sample ¥, o from ,oabY and calculate the mean value of (29). To
take into account the effect of the environment, i.e., of iSp g5,
we have to apply to it additional transformations which will
be explained in the next subsection.

C. New mapping of the time nonlocal parts of the action
to time local expressions

We will map the time nonlocal part of the action to a time
local expression at the cost of introducing integrals over an
additional set of variables which is a special realization of the
idea proposed in Ref. [35]. To apply this mapping we assume
that the noise (F) and dissipation kernel (D) of the action
can always be represented as a sum of exponentially decaying
functions:

—D(t) => ape, (30)
leL
—]—'(t) =Y of M+ af et %Ru1<0, (3D

leL lel

where all ole ,alF constants are nonzero. It is important that

the set of exponentially decaying functions in D is entirely
included in the corresponding set of exponentially decaying
functions in F. This condition is automatically fulfilled if
we assume that the spectral density is of the form J(w) =
O(w)J'(w) with J'(w) an odd function and with simple poles
which do not lie on the real axis. Then by use of the residual
theorem one can show that the set of poles in the upper half
plane of J'(w) is equal to {—i},},., and the set of poles of
coth(w/(2T)) is equal to {—iA;};cf.

The mapping of iSy ¢ given in (9) to a time-local action
iSy g 5 1s defined as follows (we will denote the time arguments
of the variables as subscripts):

exp [iSh s5] =/‘D[x”]D[¢”]D[‘P"]eXP (iS5 55106 (#0)-
(32)

TL T
iSpsp = ZzZ(p” @7 n T+ Pr A+ arA"PL 4 arv"n,

+ /atB"x" +iZAtn:r€nT n (33)

/ o] l—“—[/"‘) dwmf (34)
el

[ [¢"] = ]"[]"[1 / g} . (35)

/D[x ]_[]_[1/ dxi . fx(xh ). (36)
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1,2

1
fx(x) = mejx ,

B" = diag[b’l’, ... ’b7\4,,]’ by, ...

n My x M, n
A" e R . QL

Dy, € Roo,  (37)
M,

Tt x"e" e R,

The integer M, is equal or larger than the number of elements

in L UL, and the A” matrix is chosen such that the set of its
eigenvalues coincides with {4,},_,  (some eigenvalues may
appear more than once). The initial distribution function of the
¢ fields is given by

exp [_ %¢nT(Z'1)7l¢n]
JQmMidet(zn)

oo
=" =/ dtexp[A"T]B"B"T exp[A"Tz].  (39)
0

p(9") = (38)

The covariance matrix X" is well defined since all eigenvalues
of A have a negative real part. The exact values of v", &", B",
A" are determined after integrating out the x”, ¢", ¢" variables
in (32) and comparing the result with (9). Since the number of
free variables is larger than the number of equations that have
to be fulfilled, we have some freedom in the choice of v", &"
B, A". All details about the proof of (32) and (33) are given
in Appendix A, where we have assumed that the algebraric
multiplicity of every eigenvalue of the A" matrix is equal to
one. In this case the values of v", &", B", A" are chosen such
that the equation
nT ,A"t 0

e"Te = D(t) (40)

is fulfilled. In addition, the constants have to be chosen such
that the part of the expression

m(t,t/) t;l'/ dT&‘nT A" (t— t)BanT AT (1 1:) n (41)
0

that depends on the difference (+ — ¢’) is equal to %fn(t —1).
In the following we will also add the constraint that v}, = 0 if
b = 0, which is not a necessary condition for (32) to hold,
but it will be needed to show (54) and (55).

The ansatz that we have used in (32) and (33) originates
from the idea that different Hamiltonian operators of the
environment can produce the same effective action i Sg s after
integrating out the environmental degrees of freedom. One of
the best known examples is the replacement of the Hamiltonian
of each of the A/ environments in (3) with the Hamiltonian of
a single harmonic oscillator (nuclear mode) that is coupled to
one of the sites of the system and to a Markovian bath which
is also composed of noninteracting harmonic oscillators [36].
If we integrate out the bath degrees of freedom from the path
integral expression of the problem but keep the nuclear modes,
then the contribution of the environment plus the nuclear mode
will have the same form as the right-hand side of (32). The ¢
() variables will correspond to the real or imaginary part of the
classical (quantum) variables of the nuclear mode. Similarly
to the n variables in (18), the ¢ variables can be integrated
out analytically by the use of (27), and the set of Dirac delta
functions will define a path for the time evolution of ¢}. The
x variables will be integrated by the use of Monte Carlo
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methods, which effectively will make the equations for the
¢ variables stochastic. The noise in these equations originates
from the Markovianity of the bath to which the nuclear mode
was coupled. Since the dimension of the new ¢}, ¢}, x7 in (33)
can be larger than two, we can just assume that each site of
the system is coupled to more than one nuclear modes, where
the nuclear modes can be coupled to the same or to different
Markovian environments.

Finally, we have to mention that p%,(¢) can be interpreted
as the probability density function, where all nuclear modes
are in equilibrium with the rest of the environment for the case
that they are not coupled to the system. To demonstrate this
we can decouple the nuclear modes from the system in the
interval [—1g,0] (—tg < 0) by setting &” = v" = 0in (33) and
let them evolve until they reach a steady state at t = 0. The
equation of motion for the ¢/, . variables which is derived after
integrating out the ¢, Varlables by using (27) is given by

Poar =@+ atA"¢! + /at Bx!. (42)

The solution of this equation at ¢+ = 0 is given by

¢y = et P, + Z e VT B/ atx"
0>t>—1g
— Y e " B/arx?, (43)
0>t

where in the second line we have taken the limit —fz — —o0.
In the first (second) line the sums over t is from —zg (—oo) to
0 by taking steps of length az. By interpreting every x;; , as a
realization of a normally distributed random variable Xm .
N(0,1) it follows that the steady state solution is also a random
variable with zero mean and variance equal to

<¢O¢n*T) Z efA"anBnTefA"TrAt’ (44)

0>t

where we have used that (X7 X ;’,T) = §; 1. The last expression
is equal to the definition of the covariance matrix of the
multivariate probability density function pg in (38), which
proves our statement.

D. Truncated Wigner approximation

We will conclude this section by giving the equations of
motion for the v, ., D e variables, which are obtained by

applying the TWA. For the current problem this approximation
is equivalent to neglecting the é|nn|2 terms in n{,, defined in

(11), which appear in every sel B.5B L contribution to the action.
We can integrate out the 7, ¢, . terms by the use of (27). If
we keep the variables X o @y o> ¥n,o fixed, the set of Dirac
delta functions defines a umque path for the time evolution of
the v,  and qb;}” variables, which is given by

Virar =¥ — ih(O)¥ a1, (45)

Pl n = B! + APl AL + 2|V, [PV At + B X[ \/at,  (46)

h(r) = h — diag[e'T ], ....eNT¢N]. (47)
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This is the Euler-Maruyama discretization of the following set
of stochastic equations:

dv(t) = —ih(t)Y(t)dt, (48)
de" (1) = A" (1) dt + V"2, (1)|> dt + B"dW" (1), (49)

W) = [Wi@), ..., Wi, ], (50)

where the set {W"(1)} (n € {1, ... . N},m e {l,.... M,}isa
set of independent Wiener processes, which have the property
dW)(t)d W”’ (t) = dté,Smm. To calculate the expectation
value of tr[Op(t)] we have to sample the variables x], . from a
normal distribution A/(0,1) and the variables ¢m 0 1//,, o from

abs

Pg» Py » defined in (38) and (24), and calculate the mean value
of (29).

III. STOCHASTIC EQUATION WITH
ALL QUANTUM CORRECTIONS

In this section we will analytically integrate all ¢ and 7
variables from (15) without neglecting any terms in the action.
The idea is to make all terms in iSp g5 (n € {1,....N'D
to be linear in (¢,9n,JIn) and also completely imaginary,
which will allow us to integrate them out via (27). To do this
we will introduce first a set of probability density functions

Trix(r|x), fo(6):

1/2m) if 06 €[0,2r]
£o0) = { foeam g,
> —1(p*+20%x) .
Frix(rlx) = {fo dppre= 2P +20°0 Jo(or) %f r> 0’
if r<O0
(52)
2
Jox) = / a exp[—ix sin(e)], (53)
0 2

where Jy(x) is the Bessel function of first kind. They are
defined such that the following equation is true for every n €

{1,....N}:
/D[x”]D ¢"1D[¢" 1 exp [iSy 5]

:fD[x"]D[¢’1]D[¢"]D[0"]D[r"]exp[iS‘,’;ﬂg], (54)

iy = Y20 (

vrar @7+ arA"g

+ A2 o [P+ VAl B xT) + ) iatn) & ¢!

M, 2| 12
+ o, S <W> sl 59

m=1
bl >0

The sum in the last line of (55) is taken only over those
me{l,...,M,}, where b/ > 0. The new differentials and
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flTX)

FIG. 1. Pseudo-probability density function fgx(r|x) for
x = —1 (black solid), x = 0 (red dashed), x = —1 (blue dotted), and
x = 2 (magenta dash dotted). Inset: First moment of the probability
density function.

variables are defined as follows:

pie"1=]] ]_[ e’ . fo(6r (56)
m=1
,
D[r"] = 1_[ 1_[ drrr,i,sz\x(”:;,r|xrrrlz,z)’ (57
T m=1
axp, = an)"Arn ey, (58)

B" = diag[— sgn(v?)b’f, ceey — sgn(vj‘\,,")b;‘vl”]. (59)

The proof of (54) is given in Appendix B. Here we will only
point out that the right-hand side of (54) differs from the TWA,
applied to the left-hand side of the same equation, only by the
Ax term in ZSZ gg If we neglect the ay term in the last line
of (55), then we can integrate out the 6, ,, r,, . variables in the
path integral on the right-hand side of (54) since nothmg will
depend on them. In addition, via the transformation x,, , —

—sgn(vy,)x,, . at the right-hand side of (54), the D[x "] term
does not change, but the /a7 B"x" term in (55) transforms to
/At B"x" which proves our statement.

We have to note that fgx is a pseudoprobability density
function, as shown in Fig. 1, and it can be replaced by the
following expression:

Frix(rlx) = N(frix,x)sgn(frixr ) fRxrlx), — (60)

Tt ) = [ frix(r10l/N(frix,x), (61)

N(leva)Z/dr|fR\X(r|x)|s (62)

if  frx(rlx)=0
if fR‘X(r|x) <0 - (63)

With the formula (27) we can integrate out all ¢, _, Rin, .,
S0, variables from the path integral representation of the
expectation value of the operator O. If we keep the variables

X o3 Fmozs O s B 0 Y0 fixed, the set of Dirac delta functions

Sgn(leXtrax) = {1_1
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defines the following equation for the time evolution of

Vo o7

N M,

Vesar =V —ih@Opat + > k™ axn,  (64)

n=1 m=1

= @] + A" at + 2|y, [*v"at + B"x/at, (65)

]
nm __ U N
K" = 0"'<zb;;1> ..0| eRY, (66)

i an

where only the nth element of the " vector is nonzero. The
last sum in (64) is taken only over those (n,m), where b, > 0.
Equations (45) and (46), obtained from the TWA, differ from
(64) and (65) only by the B" matrix, which is replaced by
B" and by the absence of the term proportional to ay. To
calculate the expectation value of the operator O we sample
the variables x,, ., 6} ., r;, ., & o, ¥, o from the probability
density functions fx, fo, fl‘gf’;, Ops P ”’” given in (52), (51),
(61), (38), and (24) and calculate the mean value of

Ow(¥ 5, ¥o)N(pw)sgn(ow, ¥*,¥)
N M,

< [TTTT W (frixx )sen(frixrmexm ). (67)

T n=1lm=1

Since all normalization constants N(fgx,X,, ;) are always
larger than one, it follows that their product will grow
exponentially in time. This growth has to be compensated
by the exponential decay of O,,, and/or by the alternating
sign of the product of all sign functions of every sampling
of the random variables. In both cases this will require an
exponential growth of the number of trajectories to obtain a
good approximation of the expectation value. An additional
problem comes from the ay term in (64), because it is
proportional to (at)!/4 and this requires the use of very small
time steps to obtain an accurate trajectory. Although being
practically inapplicable, this new representation of the problem
is a good starting point for the derivation of corrections that
go beyond the truncated Wigner approximation.

IV. CORRECTIONS OF THE TWA

To obtain an approximation that can be applied to the
calculation of practical problems, we have to find a way to
eliminate the pseudoprobability density function fgy from
the path integral representation of tr[é p(1)]. To do this we
take into account the fact that we are interested only in the
time evolution of the different elements of the density matrix.
Since the system lies in the single exciton subspace, the density
matrix and its elements are given by

Z:Onn’a |O 0|an s (68)

nn’

pun = trslala, ps(n)]. (69)
The Weyl symbol of the Ezjl,&n operator is equal to

Ow(t) = YOV (1) — S /2. (70)
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An equation of motion for 1, (¢)y,;(¢) can be obtained if we
take the equation for ¥ from (64) and derive from it the
equation for ¥*7. Then we take the product of both equations
such that on the left-hand side of the equation we obtain the
matrix ¥ *7. In the new equation we replace all polynomials
in A x with their average over 6 and r. Up to the fourth moment
the only nonvanishing expectation values are

/dr dOfrix(r|x) fo@)axax* = v/atx, (71)

/dr d@fR‘x(r|x)f@(9)(AXAx*)2 = 2At(x2 —-1). (72

The last result can be explained by the properties of the fg
function and the phase explif), .1, which leaves only those
expectation values to be nonzero, where every Ay is multiplied
with its complex conjugate. In this case the expression does
not depend on the 0 variable. After taking the average over
all ¥ _, 6" _ variables, the equation of motion for the matrix

m,t> “m,tT

¥¥*T has the following form:
VoaViia, =01— mﬁ(r)]w VI + i Ath(1)]

+ sznm nm*T n \/E (73)

n=1 m=1

If we take the limit ar — 0 and neglect the terms proportional
to at® (s > 1), the equation is equal to the Euler-Maruyama
discretization of the following stochastic equation:

AWy )(0) = [=ih@), (™)) dr

N M,
+ Z Z lCnmlCnm*TdW:Z(l), (74)
n=1 m=1
d¢"(t) = A"¢" (1) dt + v" 200 y*7 ) (0) dt + B"dW" (1),

(75)

where W"(t) is defined in (50). A single realization of the

observable is obtained by sampling @), o, ¥no from pg,

p{j\’j“ and calculating the mean value of (29). An alternative

way to derive (74) and the possibility to calculate multitime
correlation functions within this approximation is given in
Appendix D.

If we neglect the second line of (74), we obtain again the
TWA, since (Y ¥*7)(¢) has a solution of the form

WY T)(0) = (Te™ WOy gy Ty 0)(T el i 047y (76)

which factorizes into a product of the solutions for ¥ and ¥*
from (48).

If we use the solution of (75), which is equal to (A3) after
replacing n°(t) with 2(¥ ¥*7),,,,(t), in the definition of () =
h — diag[e'T¢' (1), ...,eNT¢"N (1)], then (74) transforms into
a differential equation with a memory kernel. This memory
kernel plays a crucial role for the effect of the new ayx-
dependent term on the evolution of the system. If the memory
term is absent, then the noise generated from the A x terms will
not have any effect on the ¥ ¥ *” matrix on average.

To end we mention that (74) preserves the trace of the Yy *7
matrix on average (and also the trace of p = (Y¥T) — 1/2).
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Since k™" k"™ is a diagonal matrix one can show by induction
that

N M1 2
w[@y O] = ulyody 1+ YD (|2bm) th@x:;,,,

n=1 m=1

(77

which is zero on average.

V. EXAMPLES

We consider the example of having a system of NV = 2 sites,
each of them being linearly coupled to an independent bath of
harmonic oscillators. The corresponding spectral densities will
be the same and are given by

J(@) = J(@)O(w), (78)

2ala)3 + 2[611()/2 FQH+ 2a,y Qw
2+ Q2 — 22 + 4202

J () = ; (79)
where ® is the Heaviside step function. Since J'(w) is odd,
we can use the residual theorem to calculate the noise and
dissipation kernels of the action iSy ¢p (n = 1,2):

%D(t) = [a,C(Q2t) + a2S(Qt)]e_yt, (80)
%]—'(t) = 2T(a, fs + a, f,)C(Q)e "
+ 2T (ay fs F alfA)S(Ql‘)e_w
+ iZTiJ’(iv,)e_””, @81
(c,s;z1= {(COS’ o (82)
(cosh, sinh)

1 y2iS22—v12
) , (83
& y[ﬁiﬂ”é T

1 > )/Z:i:Qz—f-vl2
fa=2 y2:|:S22+Z2( 2 2 _ ,2)2 2002 |’
= (v E£Q _Vz) + 407 Q

y,2 > 0. (84)

The (C(2t),S(2t)) functions are replaced with their upper
and lower definition, when we use the upper and lower sign of
=+, F in the definition of J'(w). If we use the lower definition
of (C(t),S(t)), we have the additional constraint that y > .
Depending on the situation we will use the a{, a} instead of
ai, a. Both pairs of variables are given by
2 2 2 2
a, = ﬁai’ a, = ﬂa; (85)
y Q

v, =2nlT, Q,y,a,,a, € R,

and are related to the reorganization energy as follows:
2

A
E "k — a4 + ab,
& Wnk

ne{l,.... N}

(86)

For simplicity we approximate coth(s%) ~ %T and neglect all
sums over the / index in (81), (83), and (84), which is justified

PHYSICAL REVIEW E 95, 042115 (2017)

at high temperatures. In this case both functions F and D
can be decomposed as a sum of two exponentially decaying
functions with the exponents

—y £iQ for
Ao =
—yxQ for

(C,S) = (cos, sin)

(C,S) = (cosh, sinh) " @7

The time nonlocal part of the action iSj ¢, generated from
every one of the reservoirs, can be mapped to a time local
action in the same way as described in Sec. II C. Additional
information about the choice of A”,&",v", B" used in (32) and
(33) can be found in Appendix C.

We will assume that both spectral densities are equal, and
we will consider the two cases where a] = 0 or Q = 0. Both
spectral densities now have the following form:

’ 4 EL)yo

I
o rnary a; =0
.]/((,()) _ ()/2 EQ2—w?) +H4yw?, . (88)
’ 2yw _
1721627 Q=0

All parameters of the system will be given in units of the
difference between the energy levels of the donor and the
acceptor A = hy; — hyy. The coupling between both sites is
setto hjp/A = 0.4, and the temperature of the reservoirs is set
to T/A = 2, unless it is not mentioned explicitly. We assume
that the excitation is initially localized at the first site, which
produces the following Wigner distribution function:

N
o) = [ ] o0 v,

n=1

SRy, = 1)
=20y ?

(89)

if n=1

. (90)
if n#1

2,
P =17

=e

T

The pseudoprobability density function ,0)1,\, can be represented
as a product of p)l,\’,“b‘y, sgn(pyy, ¥, ¥1), N(p),) in the same way
as explained in Sec. II B.

Information about the quality of the proposed approxi-
mation can be obtained from Figs. 2 and 3, where we have

compared our results with those from the TWA and with

7 RN St | WY/ ¥ RN S

a',/a=0.1 035 1 \a',/A=0.2 0351

10
tA tA

FIG. 2. Population P, of the first site for Q = a} = 0. Exact
solution (black dashed), TWA (red thick) and CTWA (blue thin).
Inset: Long-time behavior of the same observable.
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FIG. 3. Population P, of the first site for ay /A = 0.1, aj /A = 0.
Left column: /A = 0.1. Right column: y/A = 1. Exact solution
(black dashed), TWA (red thick), and CTWA (blue thin). Inset: Long-
time behavior of the same observable.

the results obtained by the use of the HEOM method, which
will be referred to as the exact results. In all figures we plot
the population P, of the first site. To understand why our
approximation works better in some regimes, we will look at
the elements of diag[e'” ¢! (¢),&>" ¢2(¢)] that are contained in
h(t), defined in (47). We can replace ¢"(¢) with the solution of
(75), which is obtained from (A3) after replacing n°(t) with
2|y (7)|?. It follows that the diagonal matrix plays a role of
a memory term, whose elements are given by (the n index is
omitted)

10 =3T[e*‘f¢(0)+/ A2y ()P de
0
+ / eA("’)BdW(t):| 91)
0
— eTeMg(0) + 24 / gt — DIYOP dr
0

+Jc7/ g(t — D dWi(1), 92)
0

where a’, u, and g(t) are given by

;s a; =0 03
“= {ai Q=0 3)
| V8Ty /(2 £ Q%) a;=0 o4)
| VATy 2 Q=0 "
_[es@(2£QY/Q aj =0
g(r) = {e_yty Q=0 (95)

The second term of (92) is obtained by making use of
the fact that the vectors v,e are defined such that (40)
is fulfilled. The equivalence D(¢)/m = a’g(t) can be seen
by a direct substitution of (85) and (80) into (91). The
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proof of e’ e BdW() = (a')'/*g(t)iu,dW,(t) is given in
Appendix C.

We are mainly interested in the contributions to (92)
containing g(¢) since they are responsible for the impact of
the kkc*T -dependent terms on the time evolution of the system.
From the property fooo g(t)dt =1 it follows that for the two
different spectral densities given in (88), the strength of the
memory kernel g(z) is the same, but the way the previous
values of yr(¢) and W (¢) are taken into account is different.

The common feature of all cases, where the approximation
is accurate at large time scales, is that the weight of the g()
function is uniformly distributed over large time scales and
it does not change sign. The measure that defines if a time
interval is sufficiently large is determined by the time scale
Ts = 1/ hmax, Where A,y is the maximum absolute value of the
matrix representation of the commutator HSX X — [h,X].
For our system Hamiltonian it follows that 73 = 1/A.

If we consider the case where 2 =0 for the spectral
densities of both environments, then the condition that g(z)
is uniformly distributed over a large time interval is equivalent
to rg < 1/y < A > y. This can be seen in Fig. 2, where an
increase of y/A from 0.1 to 1 decreases the quality of the
approximation at large time scales (A = 100).

If we consider the case aj = 0 and (C,S) = (cos, sin) for
the spectral functions of both environments, then the condition
for g(t) is equivalent to hp.x > Y > 2, where the second
inequality comes from the restriction that g(¢) does not have to
change sign over the 5 time scale. The change of the quality of
the approximation by changing y,<2 of both spectral densities
can be seen in Fig. 3. In the first (second) column of the figure
we see how an increase of y (£2) leads to a decrease of the
quality of the approximation because the condition /x > ¥
(y > Q) is violated.

The common feature of all figures is that our approximation
reproduces more accurate results at large time scales than the
TWA does as long as the condition for the form of the memory
kernel g(¢) is fulfilled and the system bath coupling &’ is
sufficiently small. Atlarger couplings as well as for parameters
of the environment that violate the condition for the memory
kernel the quality of the approximation decreases, as is shown
in the second column of Fig. 2. Similarly to the TWA, the time
range of validity of our approximation increases by an increase
of the temperature.

To test the new approximation at low temperatures we have
considered again the case a| = 0, (C,S) = (cos, sin). The time
evolution of the population of the donor site is plotted in
Fig. 4 for the same six cases as those considered in Fig. 3
but with temperature decreased from 7/A =2to T/A = 0.2.
We see that the CTWA still behaves better than the TWA, but,
as expected, both approximations fail to describe the short
time behavior of the system accurately. The main reason is
that the relative weight between the temperature-dependent
noise kernel F(¢) of the action that can always be taken
exactly into account by the use of stochastic methods, and the
temperature-independent dissipation kernel D(¢) whose effects
are always approximated in the TWA and CTWA, decrease.
In this case the noise produced by F () is not strong enough
to overcompensate the effects from the dissipation kernel after
applying the CTWA.
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FIG. 4. Population P, of the first site for aj /A = 0.1, aj /A = 0.
Left column: /A = 0.1. Right column: y/A = 1. Exact solution
(black dashed), TWA (red thick), and CTWA (blue thin). The
temperature is decreased from 7/A = 2 (Fig. 3)to T/A = 0.2.

VI. SUMMARY

In this paper we have derived an alternative method to
describe the exciton transport in open quantum systems.
Instead of trying to derive an exact equation of motion for
the reduced density matrix of the system, ps, we have used
the fact that pg lies completely in the single exciton subspace,
which allowed us to represent the time evolution of every
nonzero element of pg as the expectation value of a system
operator, as shown in (68) and (69). This difference led also to
a change of the requirements for the form of the effective
action of the system that is obtained after applying some
stochastic unraveling approach to it. Instead of having to
derive a time-local action at the cost of introducing integrals
over new variables that can later be interpreted as Gaussian
random variables and trying to obtain a time-local stochastic
equation of motion for gg [35,37-39], we have derived an
action that is completely real and linear in the quantum fields
at the cost of introducing integrals over new variables that
are weighted with pseudoprobability density functions. Even
though in this case one can derive an exact equation of
motion for the classical variables, this method is numerically
expensive. The rapid increase of the number of trajectories
that are needed for the calculation of some observable origins
from the new pseudoprobability density functions, which can
modify the weight and the total sign of every contribution to
the observable.

To overcome this problem we have derived an approxi-
mation of the equation of motion of the classical variables,

J
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where only some moments of the new variables weighted
with the corresponding pseudoprobability density functions
appear. We have shown that the quality of the approximation
in the weak coupling limit depends on the form of the
dissipation kernel of the Feynman-Vernon influence functional
describing the effect of the environment on the system. If this
kernel dissipates slowly in time without changing its sign,
the corrections to the TWA give exact results even at large
time scales (¢ /ts > 1). This makes our approach applicable in
situations, where the slow decay of the dissipation kernels does
not allow the application of the Markovian approximations to
the environment.

The method still remains simple enough to apply it to large
systems. For a system composed of A sites, where each of
them is linearly coupled to a separate environment, we can
describe the time evolution of the system density matrix by
a time local equation of an A/ x N matrix and N time local
equations of vectors, where every vector describes the effect
of one of the environments on the system. The dimension of
each of those vectors is equal to the number of exponentially
decaying functions, whose linear combination can describe
the noise and dissipation kernel part of the Feynman-Vernon
functional of the corresponding environment. In the limit of
large networks the complexity of the approach depends mainly
on the complexity of the time local equation of motion of the
N x N matrix. It follows that the numerical effort to calculate
asingle trajectory of the observable is numerically as expensive
as the calculation of some Markovian master equation in
Lindblad form of the same system. So the increase of the
numerical effort in comparison to the master equation depends
on the number of trajectories of the observable which is
needed to obtain a good approximation of its mean value. This
number is of the order of 10°~10° and is required to sample
correctly the initial state of the system which is described by
a pseudoprobability density function. This is the price that we
have to pay to take into account the non-Markovian effects of
the environment on the system.
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APPENDIX A: PROOF OF THE MAPPING OF THE
ACTION TO A TIME LOCAL EXPRESSION

‘We have to show that

exp E At mfg At E otfekl(f_’)in:,—i—g al e T pe,
T

<t leLUL leL

= / DI[x]1D[¢]1Dlp] exp [Zizwf(—qu + ¢: + atAG, + atvn] + V/atBx,) + Zmin:e%}pmo), (A1)

T
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where p and X are defined in (38) and (39) and the number of
elementsin L U L is M. To do this we integrate out all ¢ fields
by the use of (27). The equation of motion for the ¢ fields,
defined by the set of § functions, and its solution are given by

de(t) = [Ad(t) + vn’(H)dt + BAW(t),  (A2)

(1) = M P(0) + / A on’(r)dt + / A B AW (7).
0

0
(A3)

We replace ¢, in the last term of the second line of (Al)
with the solution in (A3). In the next step we integrate out the
Xm,r variables, which requires the replacement f dW(tr) =
>, /atx.. This gives the following identity:

/D[x]exp |:1/ dt /T din*(1)eT A" Dp dW(f)i|
0 0

' 2
= exp !—% Z [\/A_t/: drnx(t)eTeA(T_f)Bi| }

= exp |:/ drinx(r)ff dr’inx(r’)m(r,r')]. (A4)
0 0

where m € {1, ... M} and the function m(¢,t’) is defined as

’ [, ’
m(t,t) "2 / dreleAt-DBRT A W -1)g, (A5)
0

The second line of (A1) transforms to
M t
[ Tl donaexy [i i dfnx(f)eTeAfd)o}p(%)
m=1 0

t T
X exp [/ drinx(t)/ dr/sTeA(’_T’)vn"(r’):|
0 0
t T
X exp |:/ dtinx(t)/ dr’m(r,t/)inx(t’)]. (A6)
0 0

In the next step we have to decompose m(¢,t") into a part
that does and a part that does not depend on (¢ — t’), where
the first part has to be identified with the noise kernel of the
action. To do this we choose the matrix A such that the set
of its eigenvalues coincides with {A;};c; 7. We assume that
each of the eigenvalues of A has an algebraric and geometric
multiplicity of one. It follows that there exists an invertible
matrix S and a diagonal matrix D (S,D € RM*M) such that
S~!DS = A. By the use of the definitions

g=("e, (A7)

F = SBBTST, (A8)

D(f() = diag[ f (A1), ..., fF(ran], (A9)
Fu(t) = —FH%, klefl,....M}, (A10)
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we can show that

t
/ dt[ D) F D ")y
0

e/\k(fft') e/\ktJr)ut’
=—Fy + Fi
A+ A A+ Ay
e/\k(r—t’) . [
— _Fk[ _ Fkle)»kt-k)»;t / dte()uk-'rk[)r
A+ A 0

o0
= Fu(t — 1) — f dr[ D)V F D T,
0
(A11)

This allows us to decompose m(z,t’) as a sum of the following
functions:

o0

m(t,t') =& F(t,t))é — / drel AT BT oA (D) g
0

—&TF(t.1)e —eTeM e e, (A12)

After integrating out the ¢, fields, the first line of (A6) modifies

to
t T Tt
exp |:—/ d‘L’/ dt'n*(t)n* (v))e’ " Bt Ts}’ (A13)
0 0

which cancels with the second term of (A12). It follows that
(A6) transforms to

exp |:/ dtinx(r)/r di'8F(t — r/)éinx(r’)i|
0 0

t T

X exp [/ dtin*(z) dr/eTeA“f’)vnO(r’)}. (A14)
0 0

A direct comparison of the last equation with (A1) and use of

the fact that the eigenvalues of A are nondegenerate leads to

the following equation for v,e,by, ... by
af =&,(Sv), (A15)
F - B
a = & lefl,... ML (A16)

e—
= =0y "

APPENDIX B: PROOF OF THE LINEARIZATION OF THE
ACTION IN THE QUANTUM VARIABLES

To show that (54) is fulfilled, we have to integrate out the
X, . variables in the right-hand side of the equation. If we
isolate only the x terms and the terms that are nonlinear in
from this expression, we will obtain the following identity for

everyn e {l,... N}

2
/ D[x"]exp |:Zi2g0’;T<Atv”% + \/AtB”xﬁ)]

T

il 1
= H 1_[ exp |:—§At4(bfn)2((p:1,t)2 + iAtv:'n|nn,r|2<p,','”].
T m=I1

(BI)

We will present a set of transformations, that have to be applied
to every (n,m,7) contribution to the last expression. For better
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legibility we will omit these indices. We introduce the initially
unknown function f(x,y,z), which has to fulfill the following
equation:

exp [ — Jap® £iBe%in® £iBeIn’]
= /dx dydzf(x,y,z)expliox + iRny + iInz],

o = atdb?, B = atly], (B2)

where the integrals over x,y,z are from —oo to oo. The
function f(x,y,z) can be obtained by an inverse Fourier

transformation:
dedNnd3In

f(x.y.2) =/ 1)}

X exp [—%o«pz + iﬂ(pmnz + iﬁ(p?snz].
We have to point out that ¢ and B are positive con-
stants, which is a necessary condition to perform the fol-
lowing transformations. We can integrate out ¢ and then
apply the following variable transformations: (Mn,3n) —
OB~ 2al /3B~ 2al /), (9n,3n) — (p cos(e), p sin(e))
with p = |n|. By the use of the relation y cos(¢) + z sin(¢) =
Vy? + 72 sin(e + 8), where § = arcsin(y/+/y? + z2), we can
integrate out the ¢ variable. The function f(x,y,z)is then equal
to

exp[—igpx — iNny —iInz]

(B3)

_ 127 poo
fe.y.2) = M/O dppJo(pv/y? +2)

V2o
1 1/ 4 x
X —271,30{*1/2 exp |:— E('O F me)]'
(B4)

We insert the result back in (B2) and apply the follow-
ing variable transformations: (x,y,z) — (xal/z,yﬂl/za’l/“,
zB'2a~"*) and (y,z) = (r cos(8),r sin(P)). The right-hand
side of (B2) is then equal to

/ dx d dr fx (x) fo(®) frx(rlx)

X exp |: Fipxa'? + i23t(n*%ei9 1/204_1/4)1|, (B5)

which completes the proof of (54). By comparing the left side
of (B2) and (B5) we see that a change of the sign of the i pxa '/
expression does not turn (BS5) into its complex conjugate as
it is the case for the left side of (B2). This is related to the
fact, that only specific combinations of random variables have
a nonzero expectation value.

APPENDIX C: DETAILS OF THE APPLICATION
OF THE MAPPING PROCEDURE

To apply the mapping described in Sec. I C, where the
noise and dissipation kernels of i Sy ¢ are given by (80) and
(81) and the sum over / in (81), (83), and (84) is neglected, we
use the matrix (the n superscript will be omitted)

(7/2 + 92)1/2i|

s, (&

0
A= [—(yz + Q)12
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which has the same eigenvalues A;  as in (87). The equations
for the coefficients of the vectors v,e& € R? and for the diagonal
elements of the matrix B = diag[b;,b,] that were derived in
Appendix A are equivalent to the following set of equations:

(8101 — 20y + (e1v2 — &U)(Y* £ Q)2 =, Q, (C2)
(C3)

&1V + &202 = ay,

(br62)* + (b1&))? = 4Ty (a fs + arfa) — Qaz fs F ay fa)l
=4Ta, (4
(e162)*(y? £ Q%) + [2y(e1b1) — (e2b1)(y* £ Q%)'/*T?
=AT[y(a\ fs + arfa) + Qazfs F a f)I(y* £ Q?)
=4T[(y? £ QYa; + 2y Qay]. (C5)

The first two equations can be derived from (40) by using

—yt

oAl — eQ [y S(Q)o, + QCQNT + i/y? £ Q2S(Q)o,].

The last two equations originate from the constraint that the
part of m(z,#’) in (41) depending on the difference of the two
arguments is equal to F(¢ — t’), which is given in (81). In
the last line of (C4) and (C5) we have used the assumption
that we work at high temperatures, and we have neglected all
sums over / in (81), (83), and (84).

For the case a, = 0 = a; we can solve the four equations
in the high-temperature limit by setting &, = b, = v, =0,
and for the case 2 =0 we can set b, = v, = 0. A direct
calculation shows that e’ e BdW(t) = (a’)'?g(t) dW;(1)
where a’, g(t),u are defined in (93), (94), and (95).

The initial distribution of the ¢, ,-variables, described by
Pp(@y), is given in (38) where the covariance matrix X",
defined in (39), takes the following form (the n index is
omitted):

vt | By B
4y Y2 EQ 2./ 2
T = i v (C6)
_ by bi+b3
2 /)/zin 4}/

APPENDIX D: ALTERNATIVE DERIVATION OF THE
CTWA AND CALCULATION OF MULTITIME
CORRELATION FUNCTIONS

For the following discussion it will be useful to include the
terms

/ drl=n*" (0w (@) + 7" (t)w* ()],
(1) = [vi(@), ... ,on(@®]" (D1)

in iS+ ), iS% g, which will modify Eq. (64) by adding
—v, At on its right-hand side. We can use the formal solution
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of this equation:

PHYSICAL REVIEW E 95, 042115 (2017)

V() =Vrwal®) + ¥oc) + ¥,0),

Yrwat) =T exp [—if E(S)ds]'/'(o),
0

N M,

Yoct) = ZZT/O exp [—i/ E(s)ds]x"'"dx,';(r),

n=1 m=1

:/fv(t)z—f/ exp [—i[ ﬁ(s)ds]v(r)dr,
0 T

/ f@dxp@ = lim Y f(@ax;,

<ttt

and construct ¥ (¢)¥*7 (¢) for the case v(t) = v*7 () = 0. We can take the average over all 7" _, 9"

(D2)

variables(denoted by (.. .), )

m,t> “m,tT

and neglect the mixed terms ¥ 7y A(t)wﬁ*QTC(t), ¥ Qc(t)lﬁ’;TW (). Then we can apply the following self-consistent approximation:

WOP (1)) =T exp [—i /0 tﬁ(s)ds}w(owﬂ(mf*exp [i /0 tﬁ<s)ds}

T ZZ/@ /0 T exp |:—i/I ﬁ(s)ds}lc""’lc"””/*Tf"Texp |:i /T ﬁ(s)ds}(dxr’jl(r)dx;/,(r/))rﬂ

n,n’ m,m’

=T exp [—i/ ﬁ(s)ds}/z(())qp”(())ffexp [z/ fl(s)ds:|
0 0

N M,

t t t
+ ZZ/(; T exp |:—i/r E(S)dS]K”’"K”,m/*TfTeXp [I/T fz(s)ds]dW,ﬁ(t),

n=1 m

where we have used (71) to show the relation
(dxpm@dx (), ) SumSmmd(x — T) AW (2).

The i matrix is defined in the same way as in (47) with the
difference that the ¢ terms are obtained from (49) by replacing
|¥,..|* term with the nn component of (¥ (t)¥*7 (1)), ¢ from
(D3). The differential of (D3) is then equal to (74).

In the end we will briefly discuss the possibility to to use
this approach to calculate multitime correlation functions. As
example we will calculate the nonlinear response function
(s >t > 11)

e[, (13)a) ()a}* (1)a,) (10) ol
= / D[W,W]I/fns,;3ﬂzz,zzﬂ:1,zl n,lo,roeispW('ﬁngOL (D4)

where &nxf (1) ® = [ay,(7),0] and &n,-(t) is an operator in the
Heisenberg picture. To calculate (D4) we can use the idea
proposed in Ref. [40]. We include again (D1) in the definition
of the action and choose the v(¢), v*(¢) to be equal to

2
V() =) 8t = 1;)(a1)" v,

Jj=0

2
Vi)=Y 8t —t)(an)vr, yEeR,
j=0

ok . .
and n;, 1, My, 18 Teplaced with

Fi v, YFk v, YF*(vi v, ()™,

ny? Unz ny n

(D3)

[
where F is defined such that

0:/F(v*,v)dv*dv=/F(v*,v)v*dv*dv, (D5)

1=/F(v*,v)vdv*dv. (D6)

The F function can again be represented as a product of a real
probability density function, a normalization factor, and a sign
function, and the integration over the Yy e V;:, variables can be
carried in exactly the same way as the integration over ¥q, ¥ .
A direct expansion of ¢S in powers of v;, v}‘ shows that in the
limit At — 0O the new and the old expression are equal. Our
task now is to calculate the average of ¥, over all r,, , 6]

variables. To do this we can use the formal solution (D2) for
¥ and neglect (¥ oc(?)) ¢ since (dx,, . )ro = 0. The [, (D))?
term that appears in the diagonal elements of the /(¢) matrix
can be replaced with the nn term of (Y (7)¥*7 (1)), defined
in (D3). If we calculate the differential of this approximation,
we will obtain the following equation (the (.. .), ¢ brackets are
neglected):

2
Virar =¥, — ih@OPat =Y 8, (a0)v,. (D7)

j=0

The only difference between the last equation and the corre-
sponding TWA lies in the definition of the memory term in the
diagonal elements of A(?).
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