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Microfield dynamics in dense hydrogen plasmas with high-Z impurities
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We use large-scale classical molecular dynamics to determine microfield properties for several dense plasma
mixtures. By employing quantum statistical potentials (QSPs) to regularize the Coulomb interaction, our
simulations follow motions of electrons as well as ions for times long enough to track relaxation phenomena
involving both types of particles. Coulomb coupling, relative to temperature, of different pairs of species in the hot,
dense matter being simulated ranges from weak to strong. We first study the effect of such coupling differences,
along with composition and QSP differences, on the roles of electrons and various mixture components in
determining probability distributions of instantaneous, total microfields experienced by the ions. Then, we address
two important dynamical questions: (1) How is the quasistatic part of the total field to be extracted from the time-
dependent simulation data? (2) Under what conditions does the commonly used approximation of ions with fixed
Yukawa-like screening by free electrons accurately describe quasistatic fields? We identify a running, short-time
average of the total field at each ion as its slowly evolving, quasistatic part. We consider several ways to specify the
averaging interval, and note the influence of ion dynamics in this issue. When all species are weakly coupled, the
quasistatic fields have probability distributions agreeing well with those we obtain from simulations of Yukawa-
screened ions. However, agreement deteriorates as the coupling between high-Z ions increases well beyond unity,
principally because the Yukawa model tends to underestimate the true screening of close high-Z pairs. Examples
of this fact are given, and some consequences for the high-field portions of probability distributions are discussed.
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I. INTRODUCTION

Research on the statistical properties of an N-body sys-
tem’s internal fields dates to Holtsmark’s seminal paper on
uncorrelated particles, published almost a century ago [1,2]. In
recent times much effort has focused on understanding electric
microfields in high-density plasmas, where correlations among
charged particles are significant, and the internal fields are
large. Motivating that work has been the subject’s intrinsic
theoretical interest—see, e.g., the comprehensive review by
Demura [3]—as well as the role of microfields in spectral line
broadening and plasma diagnostics [4,5].

The use of classical molecular dynamics (MD) to perform
numerical “experiments” is a newer tool for determining
plasma microfields. All-particle MD [6–10], with explicit ions
and electrons, can tackle time-dependent microfield questions
beyond the capability of Monte Carlo and most theoretical
methods, and can provide benchmark data for evaluating
various aspects of other, more limited approaches. Our code is
a derivative of ddcMD, the MD code at the center of Lawrence
Livermore National Laboratory’s Cimarron Project [11]. Re-
search described in this paper continues that of our earlier pub-
lication ([10], subsequently referred to as Paper I), in which we
used MD to investigate microfields in fully ionized, solid den-
sity C-H plasmas. Here, we study hot, compressed hydrogen
plasmas doped with highly charged ions, Ar+18 or Kr+36. To
ensure adequate statistics for mixtures, the typical size of our
simulations far exceeds what has been reported elsewhere: mi-
nority species have at least 104 particles, and majority species,
as many as 107. Moreover, up to 107 time steps are used to
accurately track electron trajectories over the intervals needed
to fully characterize time-dependent quantities of interest.

Several facilities (e.g., [12–14]) can produce the high
energy density conditions that are our focus: total nucleon
densities of normal or compressed solids,Nion � 1023 cm−3,

and temperatures T (in energy units) hot enough to elim-
inate electron degeneracy and justify a classical treatment
of particle dynamics, T > TFermi ≈ 8(Ne/1023 cm−3)2/3 eV.
Charge neutrality gives the electron density as Ne = 〈Z〉Nion,
where 〈Z〉 is the mean ion charge. We assume thermal
equilibrium conditions and we restrict our attention to
plasmas that are essentially fully ionized, thereby mini-
mizing the effects of any bound states. We use the Saha-
Boltzmann equation [4,5] to estimate H+ plasma temperatures
at which impurity ions with the largest nuclear charge
Zmax will be almost fully stripped. According to it, the
abundance of the impurity’s bare nucleus exceeds that of
its hydrogenic ion when, approximately, the temperature-
dependent factor [(T/Z2

maxIH )
3/2

exp(−Z2
maxIH /T )] exceeds

(Ne/1023 cm−3Z3
max), with IH = 13.6 eV being the hydrogen

ionization potential. For the plasmas of interest here, this de-
gree of ionization requires temperature values T ≈ 1/4Z2

maxIH ,
or higher, values about an order of magnitude above what is
required by the nondegeneracy constraint of classical MD.

Consider a large number of ions of species ν in an isolated,
equilibrium plasma. Their fundamental microfield quantity
is Wν( �Ftot), the probability distribution of the total field �Ftot

being experienced by any one of them. Although these fields
represent a stochastic process, viz., each �Ftot = �Ftot(t), the
distribution of their instantaneous values is stationary and can
be defined in terms of an ensemble average 〈...〉ν with respect
to species ν. Thus, in an MD simulation one computes, at any
convenient reference time,

Wν( �Ftot) =
〈
δ

[
�Ftot −

∑
j

�fj

]〉
ν

, (1)

where �fj is the field contribution of plasma particle “j ,” and
the sum runs over all but the particle in question. Because
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isolated equilibrium systems are isotropic, we focus instead
on field strengths and their simpler distribution,

Pν(Ftot) = 4πF 2
totWν( �Ftot). (2)

A plasma simulation provides data representing a sample
of the unknown Pν(Ftot), as well as information about the
contributions of different species to the total field. As is
customary, we refer to our MD samples themselves as the
probability distributions. In a mixture, there are multiple
species, constituent fields, and probability distributions, which
complicates the issue of notation. We use Pν(FX) to designate
whatever is the (sampled) probability distribution of fields
of type FX being experienced by an ion of species ν;Pν is
not some particular function with various fields as possible
arguments.

Electrostatic forces must be computed at every time
step, so all-particle MD generates the field history �Ftot(t)
of every charge. Hence, simulations also can provide the
autocorrelation function for the total field at ions of each
species ν,

Aν(t2 − t1)

= 〈
⇀

F tot(t2 − t0) ·
⇀

F tot(t1 − t0)〉ν/〈
⇀

F tot(t0) ·
⇀

F tot(t0)〉ν
= 〈

⇀

F tot(t2 − t1) ·
⇀

F tot(0)〉ν/〈
⇀

F tot(0) ·
⇀

F tot(0)〉ν . (3)

The second expression for this normalized form of Aν follows
from its properties of stationarity and time-translational invari-
ance [15]. As yet, theoretical models of these functions treat
explicitly the ion or the electron subsystem, but not both (see,
e.g., [16–18]).

The large ion–electron mass ratio suggests a qualitative
separation, by time scale, of effects of the local field �Ftot(t) on
a radiating plasma ion [4,5]. A quasistatic field �Fslow(t), which
represents an aggregate of low-frequency Fourier components
of �Ftot(t), can be treated as a source of Stark level shifts.
The aggregate of the remaining, high-frequency components,
⇀

F fast(t) =
⇀

F tot(t) −
⇀

F slow(t), can be treated as a collisional
broadening flux.

Baranger and Mozer [19] proposed a static-ion approxi-
mation of the low-frequency microfields, to be determined as
follows. First, for a given configuration of all plasma charges,
calculate total fields at locations of interest, say, at ions of a
certain species ν. Then, keeping all plasma ions fixed, average
these instantaneous fields over times “long compared to typical
electronic relaxation times, but short compared to ionic times”;
this incorporates the average effect of screening by the mobile
electrons into a composite, static screened field �Fscr at each
ion. Last, perform a configurational average of the static fields
�Fscr with respect to ion species ν to obtain its probability

distribution Pν(Fscr). The use of such a distribution to describe
the influence of (screened) plasma ions on the ensemble of
radiators, together with an impact treatment of collision events
to describe the remaining influence of plasma electrons on that
ensemble, has come to be known as the “standard theory” of
Stark broadening [20,21]. Electrons participate on both time
scales, so their effects must be handled self-consistently (see
[4,22] for discussion of this point).

Our first main task is establishing the link between Baranger
and Mozer’s field �Fscr and the total field �Ftot(t)= �Fion(t)+ �Fe(t)
at each ion. The screened field determined by their ansatz is

�Fscr = 1

τ

∫ τ

0
dt{ �Ftot(t)} fixed

ions

= �Fion(0) + 1

τ

∫ τ

0
dt{ �Fe(t)} fixed

ions
. (4)

If this �Fscr is to be plausibly quasistatic, the interval τ must
be both long enough for a configuration of ions, fixed at their
time t = 0 positions, to acquire steady electron screening, and
short enough that consequences of ion motions are ignorable.
In real plasmas the ion positions are never fixed, of course,
and the quasistatic field readily obtained from an all-particle
simulation,

�F [τ ]
slow = 1

τ

∫ τ

0
dt �Ftot(t)

= �Fscr + 1

τ

∫ τ

0
dt[ �Fion(t) − �Fion(0)]

+ 1

τ

∫ τ

0
dt

[ �Fe(t) − { �Fe(t)} fixed
ions

]
, (5)

represents the actual short-time average of dynamically
screened ion fields. This slow field includes corrections to �Fscr

due to ion motions that are contemporaneous with electron
relaxation, and generally depends on the duration of the
averaging.

The slow field of Eq. (5) was studied by Calisti and
collaborators [6,7] in their MD simulations of hydrogen
plasmas. Here, we continue to investigate the important
question featured in our study of C+6–H+ plasmas [10]: Is
�F [τ ]

slow, as determined by a credible and carefully selected
interval τ , consistent with the Baranger-Mozer ansatz and
the separation of Stark effects in the standard theory? In this
work, we associate relaxation time scales with the usual plasma
frequencies,

t−1
e = ωe = (4πe2Ne/me)1/2,

(6)

t−1
ion = ωion =

(
4πe2Nion

∑
ν

ξνZ
2
ν/Mν

)1/2

,

where the summation runs over all ion species Zνe, whose
densities are Nν = ξνNion. The electrons, with charge and mass
(−e,me), have ξe = 〈Z〉. If a hydrogen plasma contains heavy
elements that are fully stripped, or nearly so, the impurity
masses are Mν ≈ 2ZνMH and a good estimate of the ion time
scale is tion ≈ 60te[ξe/(ξe + ξH )]1/2. Therefore, a rather broad
temporal range, 1 � ωeτ � 60, is of interest.

Most theoretical methods for carrying out the configuration
average of Eq. (1) are limited to situations wherein character-
istic pair interaction energies are small relative to temperature,
and correlations represent modest perturbations of an ideal
gas [3,19,23]. In that circumstance, the lowest-order results of
static electron screening are explicit [22]: The total interaction
energy for the plasma is a sum of ion-pair terms uY

ij involving
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the familiar Yukawa (or, Debye-Huckel) potential,

uY
ij (r = |�ri − �rj |) = Zieφ

Y
j (r) = (ZiZje

2/r) exp (−r/De),
(7)

with De = (T/4πe2Ne)1/2; and, the field �Fscr(�ri) at each ion
Zie is a sum of individual Yukawa fields,

�Fscr(�ri) =
∑

j∈ions

�f Y
j = −

∑
j∈ions

�∇iφ
Y
j (|�ri − �rj |). (8)

Simplifications leading to these Yukawa formulas are not
valid when correlations are strong, and identifying actual
limitations of the Yukawa picture is this paper’s second main
task. High-Z–low-Z plasma mixtures are well suited to this
task because they exhibit a range of correlations, as gauged
by Coulomb coupling constants for different pairs of species
(e.g., [5,8]),


ss ′ = |ZsZs ′ |(e2/aT )[(ξs + ξs ′)/(1 + δss ′ )]1/3, (9)

Here, indices s,s ′ denote either electrons (e) or ions (ν), and
the characteristic interparticle spacing a is defined by the total
ion density, 4πa3Nion/3 = 1. Correlations among electrons
and protons in our hot, dense plasmas are weak enough (
 ∼
0.01) so that the Yukawa model certainly would be valid for
pure hydrogen. But, correlations among high-Z impurity ions
are strong (
 > 1), and those between the impurities and the
electrons or protons are moderate (
 ∼ 0.1). At present, all-
particle simulations are the only way to faithfully capture all
the correlation effects in such systems.

Results described in Sec. II explore consequences of mixed

 values for distributions of total microfields. Numerous
all-particle MD simulations performed for the purpose of
identifying τ a posteriori are presented and discussed in
Sec. III, and—because none of these is wholly satisfactory—an
improved model for calculating τ a priori is developed in
Sec. IV. In Sec. V we compare statistical information about
slow fields computed from full dynamical information with
similar information about fields of ions having the fixed,
Yukawa form of electron screening. These comparisons, which
involve equivalent MD simulations as well as equivalent
hypernetted-chain (HNC) calculations [15], quantify certain
limitations of the static screening model. (In Yukawa MD
simulations the individual fields �Fscr change on a time scale
∼tion, but again have stationary statistical properties.) Finally,
in Sec. VI we review our main results and note some
prospective inquiries. Throughout, emphasis is placed on
identification and understanding of significant features and
trends shown by this set of large-scale plasma simulations.

II. TOTAL MICROFIELDS IN HIGH-Z–LOW-Z
PLASMA MIXTURES

This section treats the rapidly changing, instantaneous
fields �Ftot(t) experienced by ions. Using results from several
all-particle MD simulations, we discuss how changes in QSP,
Nion, T , or impurity concentration affect the contributions of
different plasma species to Pν(Ftot). Also, we describe specific
microfield features attributable to electrons that do not arise
in MD calculations involving static-screened ions. Both of
these topics help explain details of the quasistatic distributions
Pν(F [τ ]

slow) we subsequently obtain for these plasmas.

A. Role of quantum statistical potentials

For classical, all-particle MD it is necessary that some short-
range modification of the Coulomb interaction be selected to
prevent the steady collapse of the electrons onto the ions. This
is commonly done by the introduction of quantum statistical
potentials (QSPs) that mimic, in a statistical sense, the effects
of diffraction and wave function antisymmetry that would
be exhibited by electrons subjected to a quantum description
[24,25]. Experience within the Cimarron Project, involving a
wide range of dense plasma phenomena [11,26–29], has shown
the importance of determining how MD results are affected by
the use of, and choice of, a QSP. In Paper I we examined the
QSP-related sensitivity of microfield properties for various
carbon plasmas, and now we reconsider those findings for
microfields in high-Z–low-Z mixtures.

The standard QSP set for our simulations has the Dunn-
Broyles interaction to account for diffraction effects [30], and
a second term for antisymmetry effects in electron-electron
interactions [31], viz.,

uDB
ss ′ (r) =

(
ZsZs ′e2

r

)[
1 − exp

(−2πr

�ss ′

)]
, (10)

uS
ss ′ (r) = δseδs ′e(ln2)T exp

[ −4πr2

(ln2)�2
ss ′

]
, (11)

where �ss ′ =
√

2π�2/μss ′T is the thermal de Broglie wave-
length for a particle whose mass is the reduced mass of the pair
(s,s ′). (In Paper I this combination was denoted DB+S.) Our
alternative potential for sensitivity studies has been used in MD
simulations by Calisti, Talin, and co-workers [32,33]. Strictly
speaking, it is not a QSP. In lieu of a temperature-dependent
diffraction term, it employs a phenomenological formula,

uCT
eν (r) = (−Zνe

2/r)[1 − exp(−r/δν)], (12)

with δν = Zνe
2/Iν , that keeps the electron-ion interaction

uCT
eν (r) for the pair (e,Zν) from exceeding that pair’s binding

energy Iν ; no other Coulomb modifications are introduced.
Different T and Z dependencies are found among various

QSP sets in use, and temperatures fixed by our ionization
balance requirements for the plasma’s most highly charged
impurities (T ≈ 1

4Z2
maxIH ) can highlight these differences. For

example, every set has an electron-ion pair interaction that
is finite in the limit (r → 0). This leads to a finite value
for the maximum electron density enhancement at an ion
Zν , as specified by the pair distribution function geν(0) =
exp[−UMF

eν (0)/T ], where UMF
eν (0) = u

pair
eν (0) + �Iν is the

limiting value of the potential of mean force between electrons
and ions Zν , and where the small positive correction �Iν

to the pair interaction accounts for continuum lowering (see
[27,34], and Sec. IV). It also leads to a maximum strength of
the instantaneous field fe any electron can produce at that ion.
By ignoring �Iν , our standard QSP choice (Dunn-Broyles) for
u

pair
eν gives

gDB
eν (0) ≈ exp

[√
4πZ2

νIH /T
]
, and f DB

e � (πT/2IH )F0,

(13)
while the Calisti-Talin potential gives

gCT
eν (0) ≈ exp

[
Z2

νIH /T
]
, and f CT

e �
(
Z2

v/8
)
F0, (14)
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TABLE I. Physical parameters for simulations discussed in the text. The first column assigns each simulation case a short label we use for
easy reference.

Name plasma ξν T Nion 〈Z〉 ZMIX De e2/aT 
eν 
νν ωe ωeτν

(H+/ν) (keV) (1024cm−3) (a0) (1/fs)
C1 H+/C+6 1 0.2 0.1 6.00 2.06 2.60 0.054 0.62 1.94 43.7 15.3
C2 0.01 0.2 0.1 1.05 1.04 6.20 0.054 0.33 0.42 18.3 16.7
C3 0.01 0.2 1.0 1.05 1.04 1.96 0.116 0.71 0.90 57.8 14.4
C4 0.01 0.2 10.0 1.05 1.04 0.62 0.250 1.53 1.94 182.8 13.1

Ar1 H+/Ar+18 0.001 1 1.0 1.02 1.02 4.46 0.023 0.42 0.75 56.9 17.1
Ar2 0.01 1 1.0 1.17 1.22 4.16 0.023 0.44 1.62 61.0 14.9
Ar3 0.1 1 1.0 2.70 2.10 2.74 0.023 0.59 3.49 92.7 14.0
Ar4 0.33 1 1.0 6.67 2.63 1.74 0.023 0.80 5.22 145.7 14.2
Ar5 0.33 3 1.0 6.67 2.63 3.02 0.008 0.27 1.74 145.7 15.3

Kr1 H+/Kr+36 0.01 10 0.1 1.35 1.54 38.69 0.001 0.04 0.30 20.7 23.2
Kr2 0.01 10 1.0 1.35 1.54 12.23 0.002 0.09 0.65 65.6 18.4
Kr3 0.01 10 10.0 1.35 1.54 3.87 0.005 0.20 1.40 207.3 15.5
Kr4 0.01 5 10.0 1.35 1.54 2.74 0.010 0.40 2.79 207.3 14.0

where F0 = e/a2
0 = 27.2V/a0 is the atomic unit of field

strength. Under all conditions, these finite maximum values
operate so as to reduce the computed likelihood of very strong
total electron fields �Fe at an ion. However, in hot, high-Z–low-
Z mixtures their overall effect on microfield distributions may
be more complicated than those found for carbon plasmas,
because the temperature factor (T/Z2

νIH ) ∼ (Zmax/Zν)2 can
be large or small.

B. Distributions of total fields and of fields
of mixture components

Our first set of all-particle simulations for mixed-
 sys-
tems involves three different H+ plasmas having a small

concentration of Kr+36 ions, ξkr = 0.01. These MD computa-
tions have 99 × 104 protons and 1 × 104 krypton ions, plus
1.35 × 106 electrons. Table I lists the temperature and total
ion density, plus several associated physical quantities for these
simulations, therein labeled Kr1, Kr3, and Kr4.

The top panels of Fig. 1 show total microfield probability
distributions at Kr+36 ions for the three cases, and the bottom
panels show corresponding distributions at H+ ions. Here
and throughout this paper we deal principally with scaled
fields and their distributions, defined as βtot = Ftot/F0 and
Pν(βtot) = F0Pν(Ftot). Each panel has one curve representing
the distribution extracted from a simulation that employs
our standard QSPs and a second curve (labeled “CT”) for
the distribution resulting from a comparable simulation that
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FIG. 1. Scaled probability distributions PKr(βtot) and PH (βtot) at Kr+36 and at H+ in plasmas. Panels (a) and (d), (b) and (e), and (c) and (f)
correspond to simulation cases Kr1, Kr3, and Kr4, respectively. [CT] denotes the result when the QSP of Eq. (12) is used. The corresponding
Holtsmark distribution, Eq. (15), is plotted for each case. The scaled microfield is βtot = Ftot/F0, and F0 is the atomic unit of field strength.
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employs the potential of Eq. (12). Each panel also has a
third curve that shows the ideal-gas limit (T → ∞) of the
distribution for that plasma—the familiar Holtsmark function
for uncorrelated charges having Coulomb fields,

H (β) = (2/πβ)
∫ ∞

0
dx x sin(x) exp[−(xFH /F0β)3/2].

(15)

In an ideal plasma mixture, every species “s” (electron or
ion) experiences this same distribution, whose normal field
FH = (8π/25)1/3ZMIXe/a2 involves an effective charge

ZMIX =
[∑

s

ξs |Zs |3/2

]2/3

. (16)

Inclusion of the Holtsmark distribution reveals the extent to
which correlations affect a given set of results, and facilitates
comparisons among various distribution plots for different
species, mixtures or conditions.

Several comments can be made regarding Fig. 1. First, none
of these MD results for the total microfield differ greatly from
their corresponding Holtsmark distributions. As expected, the
differences do increase when there is a large jump in plasma
density and, hence, a substantial increase in particle correla-
tions: compare panels (a) and (b), and (d) and (e), and also
notice the large scale differences for β values. The MD results
change less when the temperature drops from 10 to 5 keV,
even though Eq. (13) suggests strong T dependence. For a
charge-neutral plasma the main effect of a modest temperature
drop is some increase (decrease) in the density of electrons
(ions) near an ion of charge Zνe. And, for example, if we could
approximate all pair distribution functions at small r by their
linearized form, viz., gss ′ (r) → [1 − u

pair
ss ′ (r)/T ], then a frac-

tional temperature change �T/T would cause the total charge
density ρtot near Zνe to change only by a proportional amount,

[�ρtot(T ; r)/ρtot(T ; r)]ν ∝ [−�T/T ], r  a, (17)

where the positive constant of proportionality depends upon
the specific form of the QSP pair interactions. The overall
consequence of the temperature drop is that the ion Zνe

experiences a greater likelihood of strong total microfields
�Ftot (and a lesser likelihood of weak total fields). Though

small, this difference is noticeable in the Kr+36 data plotted in
Figs. 1(b) and 1(c).

Next, in considering the influence of different QSPs,
the two Fig. 1 panels for the solid density case (Nion =
1023 cm−3) indicate that PKr(βtot) ≈ PH (βtot) ≈ H (β), i.e.,
that this plasma is nearly ideal, and shows negligible QSP
sensitivity. The situation for the higher density H+–Kr+36

plasmas is more complicated, which is the possibility raised
in Sec. IIA. The distributions PH (βtot) show QSP sensitivity
comparable to the differences exhibited in our carbon plasma
simulations of Paper I, while the distributions PKr(βtot) show
less. These differing sensitivities are consequences of the fact
that strong total fields are due primarily to close electrons,
and, in plasmas with T ≈ 1

4Z2
maxIH , Eqs. (13) and (14) have

the two QSPs giving similar short-range effects for (e,Kr+36)
pairs, but very different short-range effects for (e,H+)
pairs. Specifically, for the former, [gDB(0)/gCT(0)] ≈ 20 and
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e
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)
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FIG. 2. Scaled probability distributions PKr(βx) and PH (βx) for
the total microfield, and for its respective component species, at Kr+36

and at H+ ions, for simulation case Kr3. Each arrow indicates the
ordering of curves corresponding to that panel’s legend: top label
belongs to first curve intersected, etc.

[max f DB
e /maxf CT

e ] ≈ 3; for the latter, [gDB(0)/gCT(0)] ≈ 1
and [max f DB

e /maxf CT
e ] ≈ 103.

These and other details about the makeup of the total fields,
�Ftot = �FKr + �FH + �Fe, can be gleaned from the two panels

of Fig. 2, in which we use simulation data to “decompose”
PKr(βtot) and PH (βtot) into distributions of their electronic
and various ionic components. In this figure and several later
ones, the order in which curves are crossed by an arrow
matches the order of their labels, listed top to bottom in the
legend. It is worth remembering that a distribution Wν( �βion)
of ion fields cannot be treated as a convolution of the ion
species’ individual distributions when ion-ion correlations in
the plasma are significant, i.e., 
 � 1

2 for ion pairs. (See [8] for
discussion of this point with regard to ion and electron fields.)
For instance, in this figure the distributions of total fields at Kr
ions and at H ions are quite similar, but—because of differing
degrees of correlation—the contributions of various species to
these total fields clearly are very different.

To investigate the sensitivity of total field distributions
to impurity concentrations in a high-Z–low-Z mixture, we
carried out simulations for H+–Ar+18 plasmas having fixed
temperature and nucleon density, T = 1 eV and Nion =
1023 cm−3, but varying argon abundance fractions, ξAr =
0.001, 0.01, 0.10. Table I also includes relevant physical quan-
tities for these cases (Ar1, Ar2, and Ar3), each of whose simu-
lation has 104 impurity ions to maintain good overall statistics.
Microfield distributions for these plasmas are plotted in Fig. 3,
where the two panels compare PAr(βtot) and PH (βtot) for the
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FIG. 3. Scaled probability distributions PAr(βx) and PH (βx) for
the total microfield at Ar+18 and at H+ ions. The label [CT] is defined
as in Fig. 1, and the arrows, as in Fig. 2.

three argon abundances. The most striking result of these
simulations is how much the distributions Pν(βtot) change,
for both species, when the argon concentration decreases from
0.1 to 0.01, relative to when the decrease is from 0.01 to 0.001.
In the first instance, the probability of a strong total field, at H+
or at Ar+18, is much reduced, and peak microfield distribution
values rise by about a factor of 2. In these cases, most of the
qualitative difference in the Pν(βtot) curves is caused by the
substantial decrease in electron density, from 2.7Nion to about
1.2Nion, that occurs with the first drop in argon concentration.
In the second instance, when ξAr decreases from 0.01 to 0.001,
the relative change in electron density is much less, and peak
distribution values rise only by about 10%.

Also shown in Fig. 3 are total field distributions that
occur with the use of the alternative interaction, “CT,” in
the plasma simulation where ξAr = 0.01. These results reveal
a QSP-related sensitivity of Pν(βtot) for both ion species
comparable to that due to the Ar abundance change from 0.01
to 0.001. This can be understood by combining the observation,
just above, regarding the evolution of both ionic distributions
Pν(βion) as ξAr decreases, with earlier comments—in the case
of Kr impurities—about the greater sensitivity of PH (βtot) to
QSPs.

Figure 4, which is analogous to Fig. 2, shows the decom-
position of Pν(βtot) at Ar+18 and H+ into the distributions
Pν(βs) of fields due to the different species present. Certain
trends with respect to the argon impurity abundance are
discernable. First, electrons always are the main source of
strong fields at argon ions, whereas, depending on the value of
ξAr, one or both ion species as well as the electrons contribute
strong fields at hydrogen ions. Also, at both ion species

the distribution Pν(βion) of the scalar ionic field changes
from essentially Pν(βAr) to a distribution much closer to
Pν(βH ) as ξAr decreases from 0.1 to 0.001. This goes to
the question of how low a species’ relative concentration
must be for the effects of its ions on microfield properties
to be ignorable. It may be that, if its size is large enough, a
simulation with impurity concentration not much lower than
0.001 approximates well the convenient theoretical picture
of a unique radiator immersed in an otherwise homogeneous
plasma, while still providing a credible ensemble average.

III. SLOW MICROFIELDS IN HIGH-Z–LOW-Z
PLASMA MIXTURES

The ansatz of Baranger and Mozer assumes that electrons
establish their static screening clouds around stationary ions.
What, if any, averaging interval(s) τ in an all-particle simula-
tion closely corresponds to this idealized picture? We tackle
this question by studying various statistical properties of the
slow fields defined by Eq. (5).

A. τ plateau of slow microfield distributions

Calisti et al. [7] described consequences of different
averaging intervals τ in regard to microfields at neutral points
(i.e., H atoms) in a hydrogen plasma. They used all-particle
simulations to compute slow-field distributions for a limited
number of relevant τ values, but identified no particular
constraints on the averaging interval. In Paper I, we used
numerous distributions PC(F [τ ]

slow) for pure carbon plasmas
to show continuous evolution with increasing τ throughout
the interval [te,tion]. However, there was a modest range of
τ values, dubbed the τ plateau, within which we found little
change in the distributions. Such a plateau signifies quasistatic
field behavior.

To study the τ -plateau phenomenon in high-Z–low-Z
mixtures, we computed MD values of Pν(F [τ ]

slow) for all the
plasmas listed in Table I, and in each case for many τ values
in the interval 1

2 te � τ � 2tion ≈ 102te. Our standard QSP was
used in all these simulations. As τ increases, there is a declining
influence of high-field configurations (close electrons) due to
their rapid motions. Because of this, the distributions become
more strongly peaked at weak-field values and less like that
plasma’s Holtsmark distribution. Figure 5(a) shows results
from Paper I for a fully ionized, pure carbon plasma at normal
solid density and T = 200 eV (case C1); panels (b) and (c)
show results for H+–Ar+18 and H+–Kr+36 plasmas having
impurity concentrations ξAr = 0.1 and ξKr = 0.01 (cases Ar3
and Kr3, respectively). Unlike the pure carbon plasma, in each
mixture the distribution of slow microfields evolves steadily
with increasing τ throughout the span of averaging intervals
considered, and visual inspection of stacked distribution plots
yields no obvious τ plateau. Because this is true for every
high-Z–low-Z case we simulated, we turn to the other option
developed in Paper I for identifying τ plateaus.

B. τ plateau of microfield autocorrelation functions

The behavior of the field autocorrelation functions for
ions in mixtures is complicated, even when the electrons are
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FIG. 4. Scaled probability distributions PAr(βx) and PH (βx) for the total microfield, and for its respective component species, at Ar+18 and
at H+ ions. Panels (a) and (d), (b) and (e), and (c) and (f) correspond to simulation cases Ar1, Ar2, and Ar3, respectively. Arrows connect the
ordering of the curves and the legend.

treated as a uniform background [17], and as yet we have
little understanding of these functions in plasmas with free
electrons. In our earlier study, we found that the functions
AC(t) in carbon plasmas are nearly constant at times near
the upper end of a range of averaging intervals for which the
corresponding distributions PC(βtot) exhibit τ -plateau behav-
ior. For an autocorrelation function, such a plateau feature
somewhere within [te,tion] also is indicative of stable electron
charge density about the ions [7,35]. To check whether plateaus
exist for autocorrelation functions of the fields experienced by
high-Z impurities, we determined Aν(t) for several mixtures
and plot some of these results in Fig. 6. Here again, there is

an obvious difference between the high-Z impurity results and
those for the pure C+6 plasma: Panel (a) shows that, some time
before ωet = 1, autocorrelation curves for the high-Z impurity
ions begin to exhibit substantial amplitude fluctuations that
obscure any other, detailed feature. These rapid variations
are not the numerical noise one would expect with too
few impurities in the simulation, because all autocorrelation
functions in Figs. 6(a) and 6(b) are constructed from data for
“ensembles” of equal size, namely, 104 ions. However, the two
autocorrelations in Fig. 6(a) that correspond to plasmas with
Nion = 1023 cm−3 clearly have smaller fluctuation amplitudes
than the AKr(t) curve for the plasma with Nion = 1025 cm−3,
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and—other than total ion density—the two H+ plasmas with
Kr+36 impurities are the same.

Given this observation, we sought a density-related ex-
planation for the frequent and abrupt spikes in the field
autocorrelations of the high-Z impurities. The effort led to the
recognition that, even in simulations of our size, the fleeting
existence of just one (e, high-Z) pair whose separation is small
enough to produce the maximum field strength of Eq. (13),
f DB

e = (πT/2IH )F0, results in a contribution to �Ftot large
enough to momentarily influence the average defining Aν(t).
Between the two plasmas with Kr+36 impurities, the proba-
bility of such a close pair increases in proportion to, and only
because of, the higher mean density Nion. In other comparisons
it might increase primarily as a result of a larger charge Zν . The
situation is similar to a study of electron dynamics around one
fixed, high-Z ion in a uniform density background of positive
charge [18]. Its authors found strong, persistent fluctuations
in the microfield autocorrelation function of that idealized
system, beginning at early times ωet < 1. By examining
trajectories of individual electrons, their fluctuations in AZ(t)
could be connected with intermittent quasibound motions
about the charged point Z. Such fluctuations did not occur
at a neutral point [7].

We can apply this information to other comparisons
involving Aν(t) data in Fig. 6. For the two plasmas in Fig. 6(a)
at solid density, Nion = 1023 cm−3, the very different Zν values
give rise to only a modest difference in fluctuations by their
corresponding autocorrelation functions. In these plasmas of
very different temperature, there are similar (QSP-dependent)
density enhancement factors for very close electrons, i.e.,

geKr (0) ≈ geC(0), but the mean electron density is nearly a
factor of 6 higher in the pure carbon plasma. Even so, there
are larger amplitude fluctuations by AKr(t), which therefore
must be the result of that plasma’s much higher temperature
enabling much larger individual fields fe, per Eq. (13).

Figure 6(b) shows microfield autocorrelation functions at
H+ ions in the compressed plasmas with argon impurity ions.
H+ ions are incapable of producing large local enhancements
of the electron density; our QSP gives geH (0) ≈ 10(3/Zmax) <

2. However, the high temperature of the Ar-doped plasma
does make possible strong individual fields fe of very close
electrons, and this is consistent with the H+ autocorrelation
functions having some fluctuations. The most interesting
aspect of these curves, though, is the effect of ξAr on the
behavior of AH (t) in three otherwise identical plasmas.
The modest plateaulike feature for the case ξAr = 0.1 that
is centered near ωet = 8 diminishes as the argon fraction
decreases first to 0.01 and then 0.001. The decomposition
plots of Fig. 4 reveal that, when ξAr = 0.1, the ionic field at a
hydrogen ion is essentially that produced by Ar+18 ions, but
when ξAr = 0.001 it is essentially that produced by other H+
ions. So, the ability of AH (t) to exhibit plateaulike behavior
apparently depends on which species dominates the total ionic
field �Fion at H+. [If the analogous situation holds for AAr(t),
that fact is masked by the large fluctuations we observed in
those results.]

Overall, then, we found plateau behavior in only two of the
many microfield autocorrelations studied—AC(t) in the pure
carbon plasma of Paper I, and AH (t) in the doped hydrogen
plasma with ξAr = 0.1. In both of these cases, the total ionic
field �Fion at the species in question is dominated by ions with
ξνZν > 1, but it is not clear from the decomposition plots
in Figs. 2 and 4 whether this condition alone is sufficient to
produce a plateau feature.

C. τ plateau of the second moment of slow
microfield distributions

We focus next on whether just the mean squared quasistatic
microfield is a quantity useful for identifying optimal τ values.
The set of carbon distributions PC(F [τ ]

slow) displayed in Fig. 5(a)
suggests that the change of the second moment 〈 �F [τ ]

slow · �F [τ ]
slow〉C

with respect to τ should be small in the plateau region because,
then, distributions are closely matched at the more probable
β values. Simulation results plotted in Fig. 7 confirm that
expectation for the carbon plasma with ξC = 1. The scaled
quantity 〈β2

slow(τ )〉C ≡ 〈 �F [τ ]
slow · �F [τ ]

slow〉
C
/F 2

0 decreases by about
a factor of 5 over the interval 1 � ωeτ � 102, with a slope that
is noticeably smaller in the region 2 < ωeτ < 20. However, the
other curves in Fig. 7, for mixtures also treated in Fig. 5, do
not evince a 〈β2

slow(τ )〉ν plateau for fields at the highly charged
impurity ions. Instead, collectively they suggest a trend for
decreasing ξν values of increasing 〈β2

slow(τ )〉ν slopes in the
region around ωeτ = 10.

In spite of the differences noted among the autocorrelation
functions Aν(t) in Fig. 6, and among the second moments
〈β2

slow(τ )〉ν in Fig. 7, all these time-dependent curves exhibit a
common form. Near te, there is a marked drop as the electrons’
motions causing their initial configuration to disassemble;
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then, near tion there is a second drop toward zero as the initial
ionic configuration also disassembles. Between these drops,
where an actual plateau would signify distinct separation of
electron and ion dynamical effects, is an interlude of more
gradual decline. In fact, these two ensemble averages are
closely related, and a simple calculation yields the connection.
First, differentiate the quotient,

Bν(τ ) = 〈 �F [τ ]
slow · �F [τ ]

slow

〉
ν

/〈 �Ftot · �Ftot〉ν = 〈
β2

slow(τ )
〉
ν

/〈
β2

tot

〉
ν
,

(18)

with respect to the averaging interval τ , using the slow
microfield’s definition, Eq. (5). By using properties of the
microfield autocorrelation function noted earlier, the result
can be rewritten in the compact form

τ

2

dBν(τ )

dτ
+ Bν(τ ) = 1

τ

∫ τ

0
dtAν(t), (19)

with Bν(0) = 1 being the initial condition for this dimension-
less quantity. The right hand side of Eq. (19) can be viewed as
a “slow” autocorrelation function, (A[τ ]

slow)ν , that smooths out
strong, transient effects of close electron-ion encounters once
ωeτ ∼ 1.

Now, suppose there exists a range of times τ within which
the autocorrelation function is constant, i.e., Aν(τ ) = Aν(τ1)
for τ1 � τ � τ2. Equation (19) reveals that the coexistence
of a 〈β2

slow(τ )〉ν plateau somewhere within that range, say, in
[τa,τb], where τ1 � τa < τb � τ2, would require (A[τ1]

slow)ν =
Aν(τ1). When this requirement is satisfied, the constant values
Bν(τ ) and Aν(τ ) are identical throughout [τa,τb], and it follows
that Aν(τ ) = Aν(τ1) for all earlier times 0 � τ � τ1. In other
words, the autocorrelation function’s plateau must extend to
the larger interval 0 � τ � τ2, and therefore must have the
value Aν(τ1) = Aν(0) = 1. But, it is known that the microfield
autocorrelation function is not constant at early times [15,36];
thus, concurrent plateaus by Bν(τ ) and Aν(τ ) can be ruled out.
When Aν(τ ) has no plateau feature, Eq. (19) shows that the
second moment 〈β2

slow(τ )〉ν still evolves without a plateau as τ

increases.

0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

0  10  20  30

P
K

r(
β s

lo
w

)

βslow

ωeτ=93
39
16

6.8
2.9
1.2
0.5

FIG. 8. Properties of scaled slow microfields at Kr+36 ions, for
simulation case [h] Kr3 in a plasma of H+ ions whose mass equals
that of krypton. Arrows connect the ordering of the curves and the
legend’s values of ωeτ .

D. τ plateau and ion dynamics

The smaller the slope that the second moment 〈β2
slow(τ )〉ν

exhibits somewhere within the interval 1 < ωeτ < 60, the
more realistic the concept of static-screened microfields is
for that dynamical system. However, if 〈β2

slow(τ )〉ν exhibits a
persistent decline at times τ > 1/ωe, we can infer that the
influence of ion motions is ongoing. This knowledge, together
with the earlier comments about the ion dominating �Fion,
prompted us to simulate another 10-keV H+ plasma with
a Kr+36 impurity (ξKr = 0.01), but with the hydrogen mass
being changed to match that of krypton. Some results for this
“heavy H” plasma are shown in Fig. 8. A comparison of these
slow-field distributions at Kr+36 with those in Fig. 5(c) reveals
considerably more bunching among the heavy-H curves for
PKr(β

[τ ]
slow) with τ = 6.8,16,39; changes among these distribu-

tions are now like the pure carbon plasma results of Fig. 5(a).
Additionally, the dashed, heavy-H curve in Fig. 7 enables us to
contrast the time dependence of 〈β2

slow(τ )〉Kr for plasmas with
different hydrogen mass that are otherwise the same. Both
of these heavy-H features argue for plateaulike behavior of a
slow microfield distribution being the consequence of all ion
species important for �Fion having large masses, Mν � MH .

In both cases where a plateau feature was seen in a
microfield autocorrelation function, the plasma conditions
gave ξνZν > 1 for ions dominating the field �Fion at the species
of interest. As it also quantifies the condition just noted for
some plateaulike behavior of the microfield distributions
and their second moments, this simple inequality apparently
provides a rule of thumb for the appearance of τ plateaus.

IV. AN IMPROVED MODEL FOR THE AVERAGING
INTERVAL τ

It is unlikely that a τ plateau can be identified from
simulation data for high-Z–low-Z mixtures—using the field’s
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autocorrelation function, a set of slow-field distributions, or
its second moment behavior. Even when it can be done, there
is considerable inconvenience (and computational expense) in
relying on any of these a posteriori approaches. Therefore, in
most instances we prefer to use a credible a priori model to
estimate slow-field averaging intervals.

The theoretical expression proposed in Paper I for cal-
culating τ incorporates the constraint associated with the
free-particle correlation time scales te and tion, but adds
another constraint associated with properties of radiating
electron bound states: To permit �F [τ ]

slow to be treated as a
quasistatic perturbation, the averaging interval τ must exceed
the minimum time needed to establish stationary radiator
states. Our original expression for this time scale, tatom, was
based on a simple ion sphere model of plasma effects [37], and
it did predict averaging intervals similar to those identified by a
τ plateau (when present). However, it contained no dependence
on temperature or ion charge, and in high-Z–low-Z plasma
mixtures these are important variables. The model developed
below includes both of them.

Following Paper I, we adopt as a plausible minimum value
for tatom the Bohr period of the circular orbit of the uppermost
level, n = nmax, remaining bound to a charge Zνe in the
presence of plasma continuum lowering. This yields

tatom � 3π
(
n3

max/Z
2
ν

)
(a0/αc), (20)

where (a0/αc) = 2.42 × 10−17 s is the atomic unit of time.
We now seek an approximation for nmax that is more realistic
than the one used before. Our starting point is the well known
Stewart-Pyatt (SP) treatment [38] of continuum lowering for
an ion of nuclear (or core) charge Zν � 1 immersed in a
hydrogen plasma. To obtain nmax for this ion, we assume,
as is frequently done, that the plasma’s reduction of its
ionization potential (i.e., the lowering of its continuum) is
by an amount �Iν(SP) > 0 that simply truncates the original
series of excited, hydrogenic excited states, whence

Z2
νIH /n2

max = �Iν(SP). (21)

The Stewart-Pyatt model gives, by construction, the
ion-sphere (IS) continuum lowering formula, �Iν(IS) =
3Zνe

2/2aν , in the limit of strong electron-ion coupling, and the
Debye-Huckel (DH) continuum lowering formula,�Iν(DH) =
Zνe

2/D, in the limit of weak electron-ion coupling. These
simple expressions involve the radius aν of the charge-neutral
ion sphere, determined by 4πa3

νNe/3 = Zν , and the Debye
screening length D that incorporates all plasma species, viz.,
D = De/(1 + Z∗)1/2, with Z∗ = [〈Z2〉/〈Z〉]. By using aν to
define a slightly different electron-ion coupling parameter,

̃eν = Zνe

2/aνT , the Stewart-Pyatt result can be written as

�Iν(SP) = �Iν(IS)
{[(

γ 3/2
ν + 1

)2/3 − 1
]/

γν

}
= �Iν(IS)G(γν). (22)

The second equality introduces a function G(γν) � 1, whose
argument is γν = 3(Z∗ + 1)
̃eν . The correct limiting form of
�Iν for weak (strong) coupling is recovered when γν is much
less (greater) than 1, and now nmax for the ionic core Zνe

exhibits substantive temperature as well as density dependence
whenever 
̃eν < 1/3(Z∗ + 1).

Algebraic manipulation of Eqs. (20)–(22) enables the
atomic time scale to be rewritten in the convenient form

tatom � πte/[G(γν)]3/2 � πte, (23)

which leads to the new inequality string te < tatom < τ < tion.
Notice that, when electron coupling to all ions is strong and for
each species G(γν) → 1, all plasma ions have the same atomic
time scale; in situations where electron-ion coupling is weak
for some species, such as can easily happen in high-Z–low-Z
mixtures, they have somewhat different atomic time scales.

Lacking more information, we still recommend that the
geometric mean of the constraining limits be used to fix
each species’ averaging interval, viz.,τν = √

tatomtion. Then,
the approximate ion time scale tion ≈ 60te[ξe/(ξe + ξH )]1/2,
together with Eq. (23), yields our default formula,

ωeτν ≈ 14

[
ξe

ξe + ξH

]1/4[ 1

G(γν)

]3/4

. (24)

In mixtures the first bracketed term always is somewhat less
than unity, and the second is always somewhat more, so
this averaging interval is considerably larger than the interval
needed to establish stationary electron screening of plasma
ions, and a few times larger than the minimum interval
needed to establish stationary radiator bound states. Under the
conditions we consider, this τν limits the mean displacements
of heavy ions, Zν � 6, to a modest fraction of their ion-sphere
radii aν , but permits mean H+ displacements of a few proton-
sphere radii. An ad hoc reduction of ion dynamics effects could
be achieved by replacing tion, as defined above for a mixture,
by the relaxation time of the lightest ion species, but we have
not yet studied the merits of this idea.

Table I contains the ωeτν value from Eq. (24) for the high-Z
ion in each plasma simulated, and we used these values to
check the QSP sensitivity of slow microfield distributions. We
compared results for three plasmas, the cases C1, Ar2, and
Kr4. Temperatures, densities, concentrations, and ion charges
all vary, but differences in Pν(F [τ ]

slow) between simulations using
the Dunn-Broyles and the Calisti-Talin QSPs are slight. On
this important point, our conclusion of Paper I is reaffirmed
for high-Z–low-Z mixtures.

V. COMPARISONS INVOLVING THE YUKAWA STATIC
SCREENING MODEL

Even when the dynamical corrections in Eq. (5) are small
for appropriate averaging interval(s)τ , the standard theory of
Stark broadening can produce accurate line shapes only if
the important correlations are accounted for. One-component
plasma models treat the electrons as a uniform, charge-
neutralizing background for the ions, thereby completely
ignoring electron-electron and electron-ion correlations [39–
41]. In Yukawa (ion-only) plasma models, electrons have a
more realistic role as a source of localized, static screening;
they are correlated individually with ions, but not with each
other. The Yukawa fields are the correct static fields for the
standard theory when electron-ion (and therefore electron-
electron) interactions are weak; further, QSPs are unnecessary
for Yukawa MD simulations, and there is no need to perform
any short-time averaging. However, such simulations contain
no dynamical information on electronic time scales, and cannot
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adapt the screening when plasma conditions move beyond the
weak-coupling regime.

Here, we study statistical properties of plasma mixtures
whose electrons are treated either implicitly with a Yukawa
screening description, or explicitly with an all-particle descrip-
tion. With the goal of exploring limits for the validity of the
simpler, Yukawa model, we make three kinds of comparisons:
hypernetted chain (HNC) computations of pair distribution
functions, MD simulations of (quasistatic) microfield prob-
ability distributions, and simulation-based determinations of
the microfield second moments. To preview these results:
Most mixtures show microfield distributions for Fslow and
for Fscr at the high-Z ions that are in good agreement for
the more probable field strengths. But, in cases where both

eZ and the ratio 
ZZ/
eZ are large, the Yukawa model
significantly underestimates the plasma’s screening of close
high-Z pairs. This raises strong-field probabilities of the
Yukawa microfields enough to cause a meaningful increase
of their second moments.

A. Particle distributions: All-particle HNC vs Yukawa HNC

Because an MD simulation produces self-consistent particle
and microfield distributions, pair distributions gs ′s(r) were
used in Paper I to provide insight regarding certain features
of the microfield distributions in C+6–H+ plasmas. The pair
distributions can be of similar value in the study of high-Z–
low-Z mixtures, but we found that even 104 impurity ions do
not provide very good statistics for the small values of gs ′s(r)
of particular interest. Therefore, we employed a multispecies
HNC code to determine pair functions for plasmas having
ions and free electrons interacting via our standard QSPs
(all-particle HNC), and for plasmas having Yukawa-screened
ions (Yukawa HNC). It is known that such HNC calculations
are in good agreement with results of MD simulations when
both approaches employ the same potentials [8,24], and this
has been confirmed for our code ddcMD [10,27].

HNC data in Fig. 9(a) pertain to hydrogen plasmas with
1% Kr+36 impurity ions. The total ion density is Nion =
1023 cm−3 or 1025 cm−3, and the temperature T = 6.7 keV,
near the lowest temperature at which our all-particle HNC
algorithm converges for this plasma. Panel (a) shows sensi-
tivity with respect to density of the pair distribution ratios
{gKr,ν[Yukawa]/gKr,ν[all − particle]}. When the plotted ratio
is less than unity, it means that greater screening is produced
by an all-particle treatment of electrons. (For these weakly
coupled plasmas, H+–H+ ratios have no meaningful departure
from unity.) QSP effects on the all-particle results, important
only very close to the origin, are not visible at the scale of
these curves.

Figure 9(b) displays HNC results for the argon-argon pair
distribution in Ar+18–H+ plasmas. As in our MD simula-
tions for this mixture, the nucleon density is fixed,Nion =
1024 cm−3, while argon concentrations are varied, ξAr =
0.1,0.01,0.001. However, instead of 1 keV, the temperature
is 2.4 keV, which is close to the lowest value at which our
HNC algorithm converges for these all-particle calculations.
Even at this somewhat higher temperature, differences in the
ratios {gAr,Ar [Yukawa]/gAr,Ar [all − particle]} are substantial
throughout an entire ion-sphere (2.2 � aZ/a0 � 3.1, depend-
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FIG. 9. Ratios of ion-ion pair distribution functions gss′ (r) as
determined by Yukawa HNC and all-particle HNC. (a) Krypton-
hydrogen plasmas with ξKr = 0.01, T = 6.7 keV and two different ion
densities; (b) argon-hydrogen plasmas with Nion = 1024 cm−3, T =
2.4 keV, and three different argon concentrations. Arrows connect the
ordering of the curves and the legend.

ing on ξAr). Additionally, the fact that each concentration’s
ratio lies below unity shows again that the effective interaction,
i.e., the potential of mean force UMF

Ar,Ar (r), between a pair of
Ar+18 ions in the all-particle system is smaller and has a shorter
range than that of the Yukawa system. There also are screening
effects on the Ar-H pair distributions, but in these plasmas the
all-particle and Yukawa differences are slight.

In sum, these HNC calculations, and similar ones described
in Paper I, reveal many-body screening of a given ion-ion
interaction to be stronger when electrons are treated explicitly
and those screening differences to be greater when larger
charges are involved.

B. Quasistatic microfield distributions: All-particle MD vs
Yukawa MD

Below, we let F and β without additional specification
denote either the slow-field quantities of all-particle MD, or
the static-screened quantities of Yukawa MD.

The first set of distribution comparisons for low-Z–high-Z
mixtures involves the hydrogen plasmas with Kr+36 impurities.
Temperature, impurity concentration, and the ion densities
are as listed in Table I for cases Kr1, Kr2, and Kr3; the largest
ion density gives an electron-Kr coupling constant of only

e,Kr = 0.2. Each of the top panels of Fig. 10 places the
Yukawa distribution among slow-field distributions PKr(β

[τ ]
slow)

for three averaging intervals that include a value near the
ωeτ given by Eq. (24). The results show that the Yukawa
microfield distributions for the lower two densities are close
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FIG. 10. Top row: comparisons of small sets of scaled slow-field probability distributions at Kr+36 with Yukawa MD and Holtsmark results,
for (left to right) simulation cases Kr1, Kr2, Kr3. Bottom row: comparison of probability distributions at Ar+18, for (left to right) simulation
cases Ar1, Ar2, and Ar3. Shown here are the slow field and the field of plasma ions only, both for all-particle MD, and the Yukawa MD result.
Arrows connect the ordering of the curves and the legend.

to the slow-field distribution for the recommended τ value.
However, at the highest plasma density, close inspection
reveals better agreement at large β values with a smaller τ

value’s distribution having higher probability densities there.
All of these low-
e,Kr distributions differ considerably from
their (all-particle) Holtsmark counterparts.

The bottom panels of Fig. 10 compare MD distributions
at Ar+18 in the three argon-hydrogen mixtures presented in
Figs. 4 and 5 (cases Ar1, Ar2, Ar3). Even as the argon
concentration increases a hundredfold, and 
e,Ar rises from
0.4 to 0.6, we see little difference between the Yukawa and the
all-particle results throughout the range of β values for which
PAr(β) � 0.1. The same can be said about the probability
distributions at H+ ions in these plasmas. Another point shown
by Fig. 10 is how higher ξAr values and, hence, higher electron
densities and greater screening, cause larger differences
between the distribution PAr(βion) due to fields of unscreened
ions and that due to fields of either screened-ion picture.

These results suggest that Yukawa simulations (MD or
Monte Carlo) can yield reliable microfield distributions in
high-Z–low-Z mixtures even when 
ev ≈ 1

2 . To pursue the
question of when Yukawa screening fails to adequately
characterize plasma correlations, we carried out two more
pairs of MD simulations (all-particle and Yukawa) for plasmas
with even larger argon concentration, ξAr = 1

3 . In one pair
the temperature remains T = 1 keV, and in the other, it is

T = 3 keV; the coupling constants 
e,Ar for these plasmas are
0.80 and 0.27. Figure 11 places the Yukawa MD results for
these mixtures among corresponding slow-field distributions
obtained for a few averaging intervals. Panel (a) results for
the higher temperature (and smaller 
e,Ar -value) plasma show
good overall agreement at ωeτ = 17, which is close to the
averaging interval specified by Eq. (24). However, panel (b)
shows that, except very near its peak, the 1-keV Yukawa
distribution agrees with the slow-field distribution obtained
for the unreasonable value ωeτ = 93 (i.e., τ > tion). Here,
at last, is a substantive breakdown of the Yukawa model
for low-frequency microfields. An eventual failure is not
unexpected, but the fact that it requires a 
eZ value approaching
unity is surprising.

Of course, additional phenomena could be involved in this
breakdown, and an obvious possibility is strong correlations
among the high-Z impurities. Pair distribution ratios plotted
in Fig. 9 offer some insight into the consequences of ion-ion
correlation differences arising from the alternative versions
of electron screening. For example, the HNC data for Nion =
1025 cm−3 indicate that Yukawa screening results in fewer very
close krypton-krypton pairs than does all-particle (i.e., free
electron) screening; that weaker screening leads to quasistatic
Yukawa fields whose probabilities at large β values are slightly
higher. This trend, which was noted above for one hydrogen-
krypton mixture, is hard to see at the scale of Fig. 10. More
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Yukawa MD results, in mixtures with high Ar+18 concentration, ξAr =
1
3 . Panels (a) and (b) show near-peak values for simulation cases Ar5
and Ar4, respectively. Arrows connect the ordering of the curves and
the legend.

apparent, and to be discussed below, are the consequences of
ion-ion correlations for second moments of the distributions.

In hydrogen plasma with a single impurity species Z, the
ratio 
ZZ/
eZ of our coupling constants, defined in Eq. (9), is
largest when ZξZ � 1, for in that situation


ZZ/
eZ = Z2/3[ZξZ/(1 + ZξZ)]1/3 → Z2/3. (25)

The argon-hydrogen plasma whose microfield distributions
are plotted in Fig. 11(b) has the largest value of both 
e,Ar

and the above ratio. Further, the decomposition data of
Fig. 4 show the dominating role other Ar+18 ions have on
�βion when ξAr � 0.1. Together, these conditions indicate a
sensitivity of PAr(β) to the ion-ion correlation differences.
Additional evidence for the influence of this other factor in
our simulations involves carbon-hydrogen mixtures studied
in Paper I. There, we reported all-particle and Yukawa MD
distributions for quasistatic microfields in plasmas with ion
density Nion = 1023 cm−3, C+6 abundances of 0.01 and 2/3,
and three different temperatures. We saw disagreement only at

the lowest temperature and highest carbon concentration—the
mixture of these elements that had the largest values of 
eC

and 
CC/
eC .
Now, recall that ZξZ > 1 was a necessary condition for

plateaulike behavior in the microfield autocorrelation function
for either component of an H+–high-Z mixture. Once we
connect this with the fact that 
eZ ∝ (1 + ZξZ)1/3, we see that
an A(t) plateau feature is not likely unless 
eZ is large enough
for the Yukawa form of electron screening to have failed.

C. Mean squared microfields: All-particle MD vs Yukawa MD

Ostensibly, these are the simplest comparisons to make
because they involve just single numbers. Each Yukawa
distribution gives a unique value of 〈β2〉, but as we found in
Sec. III C, there is a gradual decline as a function of averaging
interval τ in the slow field’s second moment 〈β2(τ )〉. This
leads to agreement of these two distributions’ second moments
at some τ value. For a meaningful comparison we must
first set bounds on τ , and then use that limited range of τ

values to identify credible slow-field values of 〈β2(τ )〉. All the
second moments we discuss here are determined directly as
ensemble averages, not as integrals involving fitted probability
distributions.

Figure 12 contain sets of curves showing 〈β2(τ )〉ν vs
averaging interval over three decades, 0.1 � ωeτν � 100, for
hydrogen plasmas with different conditions and different im-
purity ions; open circles in each panel mark intersections with
〈β2〉ν given by the corresponding Yukawa MD simulations.
According to Table I, for impurity ions in the plasmas we
simulated, values of ωeτν given by Eq. (24) range from 13 to
23. The plotted data show that varying ωeτν between 10 and
25 (the shaded vertical strips) results in no more than a ±10%
change in the value of 〈β2(τ )〉ν for any of those cases.

For hydrogen plasmas with C+6 impurities there is good
agreement, at all three densities, between the second moments
obtained from the all-particle and the Yukawa MD simulations.
However, this is not so for the plasmas with Kr+36 impurities:
the τ value for which the slow field’s second moment equals
the second moment of the Yukawa MD fields becomes
unrealistically small (less than the electron relaxation time
scale) at the higher total ion densities. Moreover, they are not
close to the τ values one identifies in Fig. 10 as giving slow-
field distributions in good overall agreement with the Yukawa
distributions. The explanation of this disparity lies with the
aforementioned strong-field probability differences generated
by the two simulation models. Consider the case with Nion =
1025 cm−3, for which only Kr+36–Kr+36 correlations would
be important. A conclusion from information displayed in
Figs. 2 and 9(a) is that Yukawa MD persistently overestimates
the plasma’s (small) microfield probabilities when β � 15,
by enough to raise its second moment well above any likely
value of 〈β2(τ )〉Kr. This same behavior occurs at the lower
densities but is less marked there. However, even with this
explanation, we are left with the question of why the C and
the Kr comparisons of 〈β2〉ν have such different results, when
ion density and impurity concentration match and 〈Z〉 and
ion-ion coupling constants are similar in both sets of mixtures.
We believe the cause of these differences is that the disparity,
at small r values, between Yukawa and all-particle effective
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pair interactions (and, hence, effective single-ion fields) grows
with increasing Zν .

The argon data in Fig. 12(c) exhibit the trend noted in
Sec. III C, namely, that individual 〈β2(τ )〉 curves for smaller
impurity concentrations in H+ plasmas have larger slopes in
the interval between te and tion (a signature of ion motion
effects). We expect Yukawa MD to overestimate 〈β2〉Ar for the
large argon concentrations, as happens in the krypton results
of panel (b) and in these argon results at the intermediate ξAr

values. However, the overall systematic change with ξAr in the
τ values for which the second moments match is not present,
and the other two argon cases seem anomalous: In the plasma
with ξAr = 0.001 the Yukawa value of 〈β2〉Ar agrees with the
all-particle second moment of a slow-field distribution for a
much shorter than expected averaging interval, ωeτ ≈ 3, while
in the plasma with ξAr = 1

3 the Yukawa value of 〈β2〉Ar agrees

with the all-particle second moment of a slow-field distribution
for a much longer than expected averaging interval, ωeτ ≈ 30.

Some details for these two cases are revealed in Fig. 13,
where we have plotted their cumulative moment quantities,

Q
[λ]
Ar (β) =

∫ β

0
dx xλPAr(x), (26)

for λ = 0,2. Being determined directly from the simulation
data, each of these “curves” actually is composed of 104

points representing ordered sums. Panel (a) and the blowup
of its upper portion, panel (b), show that, beyond the peak of
the probability distribution (at β ≈ 3), the Yukawa result for
ξAr = 1

3 begins to shift away from the slow-field distribution
of all-particle MD for ωeτ = 93, and toward the larger values
of the slow-field distribution for ωeτ = 16. This behavior
results from differences in the complicated interplay of greater
screening (more free electrons) and more nearby high-Z ions,
as determined by the all-particle and Yukawa models. Panel (c)
shows the combined effects of these features on the numerical
development of the second moment.

The mixture with the smallest Ar+18 impurity concentra-
tion, ξAr = 0.001, has weak enough correlations that there is
general agreement between microfield distributions for the
two screening models at the expected value of ωeτ (see
Fig. 10). However, details for this case, shown in the lower
panels of Fig. 13, reveal a shift—beginning well beyond the
distribution’s peak at β ≈ 1—of the Yukawa result away from
that of the slow field for ωeτ = 16 and toward the larger
probability densities of the slow field for ωeτ = 2.9. It is
puzzling why this case has such a large relative disparity
between the second moments. This is not a small-number
statistics problem, as there are 104 impurity ions in this
simulation, too. Also, there are very small differences between
the Yukawa and all-particle HNC distributions for the (Ar+18,
H+) pairs that dominate fields at Ar ions in this particular
plasma. Perhaps nonstationary effects of close electrons are
still influencing F

[τ ]
slow at ωeτ = 2.9. Further analysis is needed

to clarify this detail.
To conclude the discussion, we recall that ZξZ > 1 was a

necessary condition for plateaulike behavior in the microfield
autocorrelation function for either component of an H–high-
Z mixture. Once we connect this with the fact that 
eZ ∝
(1 + ZξZ)1/3, we see that an A(t) plateau feature is not likely
unless 
eZ is large enough for the Yukawa form of electron
screening to have failed. The same statement can be made
regarding plateau behavior by the second moment quantity
〈β2

slow(τ )〉.

VI. SUMMARY AND OUTLOOK

This work investigated dynamical and stationary properties
of microfields at large impurity charges in hydrogen plasmas
whose conditions can be achieved at many high energy density
facilities. Diagnostic measurements for these high-Z–low-Z
mixtures often include spectral line intensities and shapes. The
“standard theory” of line broadening uses static microfields
to determine Stark effects on radiating ions. Usually these
microfields �Fscr are taken to be the net result of electron-
screened fields of stationary ions, with the screening having
the Yukawa form for weak electron-ion coupling. By using
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large-scale MD that includes ions and electrons (here called
all-particle MD), it is possible to explore microfield properties
at all relevant plasma time scales and coupling strengths in the
classical regime.

We first studied statistical properties of the total field �Ftot(t)
experienced by different ions. We used classical dynamics with
quantum statistical potentials to obtain the stationary proba-
bility distributions of �Ftot and of its contributing species, as
well as the autocorrelation function for �Ftot(t), all for a variety
of H+ plasmas with free electrons and C+6, Ar+18, or Kr+36

impurities. We then addressed the first of two key questions:
How is the quasistatic field �Fslow that is approximated by �Fscr to
be extracted from the time-dependent total field of all-particle
MD? We followed earlier researchers [6,7,10] and determined
this slow field from a running, short-time (τ ) average of �Ftot(t)
at each ion. We devoted considerable attention to the issue of
the best choice for τ . Our favored scheme involves free-particle
relaxation times and an atomic time scale constraint related to
the requirement of stationary radiator states in the presence
of plasma continuum lowering. The simulations discussed in
Sec. III also reveal electron and proton dynamical time scales
to be close enough that, when protons dominate the total ionic
field at a given species, any appropriate averaging interval
τ for the field �F [τ ]

slow defined in Eq. (5) produces noticeable
ion-motion effects on its statistical properties.

Next, we turned to the second key question: What are the
plasma conditions for which fields of the simpler Yukawa
model become unreliable? For this, we made several com-
parisons of properties of quasistatic microfields obtained
from analogous all-particle and Yukawa MD simulations,
and these were augmented by comparisons of particle dis-
tribution functions obtained from all-particle and Yukawa

HNC calculations. In the majority of plasmas considered,
the probability distributions for Fslow and for Fscr were in
good overall agreement. But, when strong Coulomb coupling
exists between high-Z ion pairs and between (electron, high-
Z) pairs, we found that the Yukawa model underestimates
the plasma’s screening of close high-Z pairs. This leads
to Yukawa microfield distributions having somewhat higher
strong-field probabilities. The differences affect only the far
wings of spectral lines, and do not directly impact most
plasma diagnostics. However, they can noticeably alter a
distribution’s second moment 〈F 2〉. This is a result with
potentially important consequences for the well-known APEX
microfield method [42–44], which relies on accurate second
moments to fix an essential parameter. Work on this topic is
underway and will be reported elsewhere.

Looking further ahead, we plan to incorporate the qua-
sistatic Stark effects of �Fslow into our “small ball” model
[11,27] of atomic processes for MD simulations as a localized
source of continuum lowering, in much the same way as
Hummer and Mihalas [45] used the distribution of Holtsmark
fields.

Our last comment concerns ion dynamics, whose impor-
tance in shaping the central regions of hydrogenic emis-
sion lines was an unexpected experimental discovery [4].
Most efforts to treat the observed, strong dependence on
perturber ion masses involve some extension of the standard
theory, specifically, the dynamical effects of the radiator-(ion
microfield) interaction still are treated separately from the
dynamical (i.e., collisional) effects of interactions with plasma
electrons [46–50]. All-particle MD is ideally suited to an
alternative, unified line-shape prescription in which the field
history �Ftot(t) at each member of an ensemble of electric-dipole
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radiators is input to a quantum solver for that dipole’s time
dependence. The complete line profile is then computed
directly from the Fourier transform of the ensemble’s dipole
autocorrelation function [4,5]. Some realistic results using this
approach have been reported (e.g., [21], [51], and references
therein), and large sets of time histories such as we have
produced can advance this promising research front.
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