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By introducing a temporal change time scale τA(t) for the time-dependent system Hamiltonian, a general
formulation of the Markovian quantum master equation is given to go well beyond the adiabatic regime. In
appropriate situations, the framework is well justified even if τA(t) is faster than the decay time scale of the bath
correlation function. An application to the dissipative Landau-Zener model demonstrates this general result. The
findings are applicable to a wide range of fields, providing a basis for quantum control beyond the adiabatic
regime.
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I. INTRODUCTION

The Markovian quantum master equation (QME) [1,2]
provides a key paradigm for the study of nonequilibrium
statistical physics. The structure of this framework is trans-
parent, the generality of its derivation is sufficient, and the
approximations applied are well defined, especially when the
system Hamiltonian is time-independent. In the last decades,
therefore, the Markovian QME has allowed a broad range of
applications for the study of open quantum systems that have
time-independent system Hamiltonians [3–9]. In recent years,
however, the quantum dynamics driven by a time-dependent
external field (see also Fig. 1) has been an area of growing im-
portance in various contexts, such as adiabatic quantum com-
putation (AQC) [10–12], quantum annealing (QA) [13–19],
quantum heat engines [20–22], Bose-Einstein condensates
in optical lattices [23,24], and semiconductor quantum dots
[25–27], because the external driving is essential for the
use of the quantum systems as nontrivial physical resources.
Nevertheless, no general way of rigorously constructing the
Markovian QME is currently known for the time-dependent
system Hamiltonian, ĤS(t) [2]. One therefore often comes
across a fundamental problem of describing the open quantum
dynamics simultaneously subject to the external driving.

One possible way to circumvent this difficulty is the Floquet
formalism if the system Hamiltonian is driven periodically in
time [28–31]. However, this approach is obviously inadequate
in situations with no periodicity. Another natural approach is
then to assume the slow temporal change of ĤS(t). However,
the following two questions immediately arise in turn: how can
we quantify the temporal change time scale of ĤS(t), which
we denote by τA(t), and what is the other time scale to be
compared with τA(t) when we say slow? In relation to these
questions, various different statements can be found in the
literature. In particular, an important assumption employed
by many authors is the adiabatic regime that satisfies the
ordinary adiabatic theorem [32,33], in which any nonadiabatic
transitions between instantaneous eigenstates are suppressed
[17–19,34–38]. However, under this assumption, any nonadia-
batic effect cannot be discussed despite the recent experimental
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demand; in the context of the QA, for example, it is essential
to consider the nonadiabatic transitions with dissipation in
practice [14]. Alternatively, another assumption sometimes
encountered is the slow temporal change of ĤS(t) compared to
the decay time scale of the bath correlation function, τB. How-
ever, due to the lack of the general definition of τA(t), there is
no consensus for this condition even if simple systems, e.g., the
dissipative Landau-Zener (DLZ) models, are considered [39–
41]. The conditions for the Markovian QME are thus subject
to long-standing debate when the system Hamiltonian depends
on time, originally started from Davies and Spohn [34].

In this article, our purpose is twofold. First, under the weak-
coupling approximation (WCA), we settle this long-standing
debate by studying the conditions to justify the Markovian
QME with ĤS(t) in a general manner. We introduce an explicit
definition of τA(t) and approximations required to obtain the
QME under the WCA. As a result, we shall see that the
Markovian QME is naturally derived without the adiabatic
theorem. Our route of the formulation successfully removes
the ambiguities of the relevant conditions. Second, in a broad
range of situations, we further find that there is no need to
even assume the slow temporal change of ĤS(t) compared to
τB. This is in contrast to the common belief that the Marko-
vian description breaks down when the system Hamiltonian
changes more rapidly than τB [18,19,34–41]. In consequence,
the nonadiabatic regime becomes definitely accessible by
the Markovian QME. Our route of the formulation and the
well-defined approximations allow us to clearly understand the
structure of the framework with sufficient generality. Hence,
the approach is immediately applicable to a wide range of
physical systems. As an example, the results are demonstrated
by applying the framework to the DLZ model. Our scheme
thus resolves the contentious issue, achieves an extension of
the applicable range, and as a result opens up a new avenue for
exploring the frontier in driven open quantum systems beyond
the adiabatic regime.

The paper is organized as follows. In Sec. II, we introduce
τA(t) that quantifies the temporal change of ĤS(t) by assuming
the closed system. We also discuss the similarities and
differences between the adiabaticity of ĤS(t) and the ordinary
adiabatic theorem. Next, in Sec. III, we study the general
derivation of the Markovian QME under the WCA. To help
explain the framework clearly, we shall make a brief review of
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FIG. 1. Schematic illustration of an open quantum system under
the external control. The system, depicted by a (collective) spin, is
in a bath and controlled by external field. The external field is in
general time-dependent in order to make use of the quantum system
as a physical resource, e.g., for the AQC and the QA.

the time-independent Hamiltonian case. We then introduce an
approximation based on the instantaneous eigenbasis and illus-
trate the validity beyond the adiabatic regime. In Sec. IV, we
demonstrate the results by applying the framework to the DLZ
model. Finally, in Sec. V, we conclude and give an outlook.
Throughout the paper, we set � = kB = 1 for simplicity.

II. ADIABATICITY OF THE SYSTEM HAMILTONIAN

We consider an open quantum system with the time-
dependent system Hamiltonian ĤS(t). Although this topic
has been studied by many authors in the past [16–19,34–41],
there is no discussion on how to quantify the temporal change
time scale τA(t) of the system Hamiltonian. Therefore, in this
section, we start with the definition of τA(t) by considering
the closed system. For this purpose, it is convenient to
consider a problem about in what condition ĤS(t ± δt) remains
unchanged from ĤS(t),

ĤS(t ± δt) � ĤS(t), (1)

where δt > 0 is an arbitrary time. We note that this problem is
different from the traditional adiabatic theorem [32,33] in the
following sense. In the adiabatic theorem, the time evolution
of the system’s state |ψS(t)〉 is considered according to the
Schrödinger equation i d

dt
|ψS(t)〉 = ĤS(t) |ψS(t)〉. Then, one

finds that the transitions between the instantaneous eigenstates
are suppressed when ĤS(t) changes sufficiently slowly if there
is no degeneracy. In contrast, in Eq. (1), we do not focus on the
time evolution of |ψS(t)〉 but our attention is paid to the time
dependence of ĤS(t) itself. Therefore, it is always possible to
find δt that satisfies Eq. (1), no matter how fast ĤS(t) changes
when ĤS(t) is analytic. In this context, δt would be arbitrary as
long as it is sufficiently small compared to a certain time scale.
Here, in fact, it is natural to introduce τA(t) by this certain time
scale because, if τA(t) denotes the temporal change time scale
of ĤS(t), Eq. (1) should be satisfied when δt is much shorter
than τA(t),

δt � τA(t). (2)

Therefore, we can say that ĤS(t) is adiabatic, or “slow”, within
the time δt when δt satisfies the condition of Eq. (2). In this
sense, τA(t) would give a clear measure for the adiabaticity of
ĤS(t) itself.

However, Eqs. (1) and (2) alone do not make much
practical sense because we do not know how to estimate
τA(t). As a convenient way to obtain τA(t), therefore, we
use the instantaneous eigenbasis, defined by ĤS(t) |n(t)〉 =
εn(t) |n(t)〉, where |n(t)〉 and εn(t) denote the nth instantaneous
eigenstate and eigenenergy, respectively; n = 0 labels the
ground state. The states |n(t)〉 are assumed to be normalized
and nondegenerate. We then read Eq. (1) in this basis as

εn(t ± δt) � εn(t), |n(t ± δt)〉 � |n(t)〉, (3)

for all n. Here, in a similar manner to Eq. (2), we can separately
introduce τAE(t) and τAS(t) that describe the temporal change
time scales of the instantaneous eigenenergy and eigenstate.
Hence, the first and second approximations in Eq. (3) are
appropriate, respectively, when

δt � τAE(t), δt � τAS(t). (4)

As a result, τA(t) is given by

τA(t) = min{τAE(t),τAS(t)}, (5)

because εn(t ± δt) � εn(t) and |n(t ± δt)〉 � |n(t)〉 should
both be satisfied for δt � τA(t). Since the Taylor expansion
of εn(t ± δt) up to the first order yields εn(t ± δt) � εn(t){1 ±

δt
εn(t)

dεn(t)
dt

}, we obtain τAE(t) as

τ−1
AE (t) = max

n

∣∣∣∣ 1

εn(t)

d

dt
εn(t)

∣∣∣∣. (6)

Then, one can indeed obtain εn(t ± δt) � εn(t) if δt � τAE(t).
On the other hand, for m �= n, |〈m(t)|n(t ± δt)〉| � 1 should
be satisfied when |n(t ± δt)〉 � |n(t)〉 because 〈m(t)|n(t)〉 =
0. Therefore, since |n(t ± δt)〉 � |n(t)〉 ± δt d

dt
|n(t)〉, τAS(t) is

given by

τ−1
AS (t) = max

m�=n

∣∣∣∣〈m(t)| d

dt
|n(t)〉

∣∣∣∣, (7)

where the maximum is taken over all m and n except for
m = n. Thus, τA(t) can be estimated from Eqs. (5)–(7) with
the instantaneous eigenbasis. For the convenience of the reader,
the time scales and the situations discussed in this paper are
summarized in Tables I and II. While there are a multitude of
time scales, we should mention that τA(t), τAE(t), and τAS(t)
are the only time scales essentially introduced in this paper.
The other time scales are just straightforward extensions of
previously known time scales.

At this stage, let us discuss the time evolution of |ψS(t)〉.
This is actually equivalent to discuss the evolution operator
defined by

ûS(t2,t1) ≡
{
T exp

{ − i
∫ t2
t1

dsĤS(s)
}
, t2 � t1,

T̄ exp
{ + i

∫ t1
t2

dsĤS(s)
}
, t1 > t2,

(8)

where T (T̄ ) denotes the chronological (antichronological)
time ordering operator. The formal solution of the Schrödinger
equation is then given by |ψS(t)〉 = ûS(t,t0) |ψS(t0)〉 with the
initial time t0 because ûS(t2,t1) satisfies

+ i
d

dt2
ûS(t2,t1) = ĤS(t2)ûS(t2,t1), (9a)

−i
d

dt2
ûS(t1,t2) = ûS(t1,t2)ĤS(t2), (9b)

012136-2



MARKOVIAN QUANTUM MASTER EQUATION BEYOND . . . PHYSICAL REVIEW E 95, 012136 (2017)

TABLE I. Definitions of typical time scales. Here, εn(t) and |n(t)〉 denote the instantaneous eigenenergy and eigenstate of ĤS(t), respectively.
ε(t) and ε ′(t) are the Bohr frequencies of the system. γαβ (ω) is the Fourier transform of the bath correlation function Cαβ (τ ). γpeak,αβ is the peak
value of γαβ (ω). See also the text for details.

τA(t) Temporal change time scale of ĤS(t) Eq. (5) τA(t) ≡ min{τAE(t),τAS(t)}
τAE(t) Temporal change time scale of εn(t) Eq. (6) τ−1

AE (t) ≡ maxn | 1
εn(t)

d

dt
εn(t)|

τAS(t) Temporal change time scale of |n(t)〉 Eq. (7) τ−1
AS (t) ≡ maxm �=n |〈m(t)| d

dt
|n(t)〉|

τE(t) Intrinsic evolution time scale Eq. (13) τ−1
E (t) ≡ minm �=n |εm(t) − εn(t)|

τR(t) Relaxation time scale Eq. (44) τ−1
R (t) ≡ maxα,β,ε(t) γαβ (ε(t))

τS(t) Intrinsic beat time scale Eq. (45) τ−1
S (t) ≡ minε(t)�=ε′(t) |ε(t) − ε ′(t)|

τmin
R Minimum relaxation time scale Eq. (54) (τmin

R )−1 ≡ maxα,β γpeak,αβ

τB Decay time scale of the bath correlation

t ≡ t − t0 Elapsed time from the initial time t0

for t2 later than t1 (t2 � t1). We note, in addition, that the
evolution operator also satisfies

ûS(t3,t2)ûS(t2,t1) = ûS(t3,t1), (10a)

ûS(t2,t1) = û
†
S(t1,t2) = û−1

S (t1,t2), (10b)

by definition. Then, if δt > 0 satisfies Eq. (2), the evolution op-
erator from t − δt to t , i.e., ûS(t,t − δt), can be approximated
by

ûS(t,t − δt) = exp

{
−i

∫ δt

0
ds ′ĤS(t − s ′)

}

� e−iĤS(t)δt , (11)

where the integral variable is changed to s ′ = t − s [see also
Eq. (8)] in the first line and Eq. (1) has been used in the second
line. This equation means that the evolution of the eigenstates
can be approximated just by the dynamical phase shift,

ûS(t,t − δt) �
∑

n

e−iεn(t)δt |n(t)〉 〈n(t)| , (12)

when δt is much shorter than τA(t). These discussions based on
the concept of the adiabaticity of ĤS(t) will play an important
role when we develop the Markovian QME with ĤS(t) in the
following sections.

Here, it would be instructive to see the similarities and
differences between the adiabaticity of ĤS(t) and the ordinary
adiabatic theorem. For this purpose, we introduce an intrinsic
evolution time scale of ĤS(t) by

τ−1
E (t) ≡ min

m�=n
|εmn(t)|, (13)

where εmn(t) ≡ εm(t) − εn(t) denotes the instantaneous energy
gap. Hence, τE(t) also corresponds to the longest time scale
of the intrinsic oscillation period in the off-diagonal density
matrix elements. One can then easily confirm that the adiabatic

theorem is validated if

τE(t) � τAS(t) (14)

is satisfied for all relevant time t (see Ref. [42], for ex-
ample) by using 〈m(t)| d

dt
|n(t)〉 = 〈m(t)| dĤS(t)

dt
|n(t)〉 /εnm(t).

Equation (14) means that all the eigenstates |n(t)〉 should be
adiabatic with respect to τE(t). In other words, the eigenstates
|n(t)〉 should remain unchanged at least within the intrinsic
oscillation period τE(t) to satisfy the adiabatic theorem. In that
case, the evolution operator ûS(t2,t1) can be approximated by
ûS(t2,t1) � ûad

S (t2,t1) with [19,43]

ûad
S (t2,t1) ≡

∑
n

e−iμn(t2,t1) |n(t2)〉 〈n(t1)| , (15)

where μn(t2,t1) ≡ ∫ t2
t1

ds{εn(s) − φn(s)} and φn(s) ≡
i 〈n(s)| d

ds
|n(s)〉 denotes the Berry connection. Notice that,

according to Eq. (15), the nth eigenstate |n(t1)〉 at time t1 will
evolve to the nth eigenstate |n(t2)〉 at time t2 with the phase
shift μn(t2,t1). Therefore, Eq. (15) directly means that there
are no transitions between the instantaneous eigenstates. We
refer to this type of dynamics as the adiabatic evolution. By
comparing Eq. (2) with Eq. (14) [Eq. (12) with Eq. (15)],
the adiabaticity of ĤS(t) is formally similar to the adiabatic
theorem. However, they are conceptually different from each
other, as described below Eq. (1). According to Eq. (2), we
can indeed always find δt even if τA(t) becomes short due to
a rapid change of ĤS(t). As a result, Eq. (12) is validated,
in which the eigenstates are left unchanged except for their
phase factors. In contrast, Eq. (14) fails when τAS(t) becomes
short due to the rapid change of ĤS(t). This is because τE(t) is
fixed once the structure of ĤS(t) is determined. Therefore, the
adiabatic evolution [Eq. (15)] is valid only when ĤS(t) varies
slowly to satisfy Eq. (14). With the help of this distinction, we
shall see below that the Markovian QME is naturally derived
without the adiabatic theorem.

TABLE II. Summary of the situations; see also the text for details.

Adiabatic evolution Eq. (14) τE(t) � τAS(t)

Weak-coupling approximation (WCA) Eq. (53) τB � τmin
R

}
Born-Markov approximation

Markov approximation Eq. (20) τB � 
t

Instantaneous eigenbasis approximation (IEA) Eq. (39) τB � τA(t)
Secular approximation (SA) Eq. (43) τS(t) � τR(t) and τS(t) � τA(t)
Neglect of relaxation Eq. (50) τA(t) � τR(t)
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III. QUANTUM MASTER EQUATION

A. Weak-coupling and Markovian approximation

We now turn to the study of the Markovian QME under
the WCA. Here, in order to fix our notations as well as
to give a self-contained presentation, let us shortly review
the standard steps to obtain the Markovian QME. In the
Schrödinger picture, the general Hamiltonian we consider is

Ĥ (t) = Ĥ0(t) + ĤSB = ĤS(t) + ĤB + ĤSB,

where ĤB is the Hamiltonian of the bath and

ĤSB ≡
∑

α

Ŝα ⊗ B̂α (16)

is the system-bath interaction Hamiltonian. Without loss of
generality, we assume that Ŝα and B̂α are the Hermitian
operators acting only on the system and bath Hilbert spaces,
respectively [2]. The total density operator ρ̂(t) evolves accord-
ing to the von Neumann equation: d

dt
ρ̂(t) = −i[Ĥ (t),ρ̂(t)].

Let û0(t2,t1) describe the evolution operator for Ĥ0(t) that is
defined in the same way as Eq. (8) except for the replacement
ĤS(t) → Ĥ0(t). We then transform into the interaction picture
with respect to Ĥ0(t) by introducing

Ǒ(t) ≡ û
†
0(t,t0)Ô(t)û0(t,t0),

where Ô(t) is an arbitrary operator. In the interaction
picture, therefore, the von Neumann equation is writ-
ten as d

dt
ρ̌(t) = −i[ȞSB(t),ρ̌(t)]. As a result, the standard

time-convolutionless technique using projection superopera-
tors [1,2] yields the equation of motion for the reduced density
operator ρ̌S(t) ≡ TrB[ρ̌(t)],

d

dt
ρ̌S(t) = −

∫ t

t0

dsTrB[ȞSB(t),[ȞSB(s),ρ̌S(t) ⊗ ρ̂B]], (17)

up to the second order in ĤSB, or equivalently within the WCA;
see also Appendix A. In the derivation, we have assumed that
the initial state is separable, ρ̂(t0) = ρ̂S(t0) ⊗ ρ̂B, and that the
odd moments of ȞSB(t) with respect to ρ̂B vanish:

TrB[ȞSB(t1)ȞSB(t2) · · · ȞSB(t2n+1)ρ̂B] = 0, (18)

where n = 0,1,2, . . . . By inserting ȞSB(t) = ∑
α Šα(t) ⊗

B̌α(t) into Eq. (17), with a change of the integration variable
to τ = t − s, we obtain

d

dt
ρ̌S(t) =

∑
α,β

∫ 
t

0
dτCαβ(τ ){Šβ(t − τ )ρ̌S(t)Š†

α(t)

− Š†
α(t)Šβ(t − τ )ρ̌S(t)} + H.c., (19)

where 
t ≡ t − t0 denotes the elapsed time from the initial
time t0 and Cαβ(τ ) ≡ TrB[B̌α(τ )B̌β(0)ρ̂B] is the bath corre-
lation function. The typical decay time scale of Cαβ(τ ) will
be denoted by τB,αβ . In the derivation of Eq. (19), we have
assumed that ρ̂B is in the steady state, i.e., [ĤB,ρ̂B] = 0,
to obtain TrB[B̌α(t)B̌β(t − τ )ρ̂B] = TrB[B̌α(τ )B̌β(0)ρ̂B] for
simplicity. The thermal bath with the temperature T is the most
typical example: ρ̂B = exp(−ĤB/T )/TrB[exp(−ĤB/T )]. We
remark that Eqs. (17) and (19) are time-convolutionless in
the sense that there is no time convolution in terms of ρ̌S(t).

However, the time convolution between Cαβ(τ ) and Šβ(t − τ )
is still required, which will cause a practical difficulty when
we consider the time-dependent Hamiltonian explicitly.

The Markovian approximation. Here, in Eq. (19), Cαβ(τ )
decays to zero well after the decay time scale of the bath
correlation function τB ≡ maxα,β τB,αβ . Therefore, the upper
limit of the integral may be approximated by infinity if we are
only interested in the system dynamics over the time which is
longer than τB:

τB � 
t. (20)

Under this approximation, known as the Markovian approxi-
mation [44], we finally obtain

d

dt
ρ̌S(t) =

∑
α,β

∫ ∞

0
dτCαβ(τ ){Šβ(t − τ )ρ̌S(t)Š†

α(t)

− Š†
α(t)Šβ(t − τ )ρ̌S(t)} + H.c. (21)

We note however that in the vicinity of the initial time,

t � τB, the Markovian approximation is not validated
because Cαβ(τ ) does not yet sufficiently decay. As a result,
errors accumulated in 
t � τB sometimes largely affect the
subsequent evolution even for 
t � τB. This problem is
nevertheless avoidable by using the renormalized or “slipped”
initial condition [45,46] (see also Appendix B). Therefore,
in the following, we limit ourselves only to the Markovian
QME under the WCA, which is equivalent to the QME
under the Born-Markov approximation [1]. We do not go into
the non-Markovian dynamics recently highlighted by several
authors [47–52] but the concept of the Markovianity is used
in the same spirit that there is no memory effect coming back
from the bath [52].

Time-independent case. Equation (21) can be rewritten in
a more tractable form when the system Hamiltonian is time-
independent: ĤS(t) = ĤS, |n(t)〉 = |n〉, and εn(t) = εn. To see
this, let us define

Ŝβ(ε) ≡
∑

εmn=ε

̂(εn)Ŝβ̂(εm), (22)

̂(εn) ≡ |n〉 〈n|, (23)

where the summation in Eq. (22) is taken over all m and n

satisfying εm − εn = ε. Then, the summation over all possible
ε (the Bohr frequencies of the system) yields the spectral
decomposition,

Ŝβ =
∑

ε

Ŝβ(ε), (24)

due to the completeness of the eigenbasis. Since the evo-
lution operator ûS(t,t0) [Eq. (8)] is simply described by
ûS(t,t0) = e−i(t−t0)ĤS for ĤS(t) = ĤS, Šβ(t − τ ) in Eq. (21)
is given by

Šβ(t − τ ) =
∑

ε

eiετ Šβ(ε; t), (25)

where Šβ(ε; t) is the interaction picture of Ŝβ(ε): Šβ(ε; t) ≡
ei(t−t0)ĤS Ŝβ(ε)e−i(t−t0)ĤS = e−i(t−t0)ε Ŝβ(ε). Note that the key
point in Eq. (25) is that the τ dependence of Ŝβ(t − τ )
is separated from the operator part. Therefore, by inserting
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Eq. (25) into Eq. (21), the time convolution between Cαβ(τ )
and Šβ(t − τ ) yields∫ ∞

0
dτCαβ(τ )Šβ(t − τ ) =

∑
ε

�αβ(ε)Šβ(ε; t), (26)

where �αβ(ε) denotes the one-sided Fourier transform of the
bath correlation function

�αβ(ε) ≡
∫ ∞

0
dτeiετCαβ(τ ). (27)

Notice that this is an analogy to the ordinary convolution
theorem; i.e., the convolution in time domain is equivalent
to the multiplication in the Fourier domain. As a result, one
obtains the standard form of the QME in the interaction picture,

d

dt
ρ̌S(t) = Ďt ρ̌S(t), (28)

where the dissipator Ďt is defined by

Ďt ρ̌S ≡
∑

ε

∑
α,β

�αβ(ε){Šβ(ε; t)ρ̌SŠ
†
α(t)

− Š†
α(t)Šβ(ε; t)ρ̌S} + H.c. (29)

However, the dissipator Ďt is still not described by the
Lindblad form and this means that the complete positivity
is not guaranteed. Therefore, the secular approximation (SA),
or equivalently the rotating wave approximation (RWA), is
often applied, where rapidly oscillating terms in Eq. (29)
are neglected (averaged out to zero). This is performed by
putting Š†

α(t) = ∑
ε′ Š†

α(ε′; t) [cf. Eq. (25)] into Eq. (29)
and by neglecting all terms with ε �= ε′. We note that this
approximation is based on the oscillating forms of Š†

α(ε; t) =
ei(t−t0)ε Ŝ†

α(ε) and Šβ(ε; t) = e−i(t−t0)ε Ŝβ(ε). Then, we finally
arrive at Ďt � ĎSA

t with

ĎSA
t ρ̌S ≡

∑
ε

∑
α,β

�αβ(ε){Šβ(ε; t)ρ̌SŠ
†
α(ε; t)

− Š†
α(ε; t)Šβ(ε; t)ρ̌S} + H.c., (30)

which indeed results in the Lindblad form. Note however
that the SA is justified only when all the differences of the
Bohr frequencies, i.e., |ε − ε′| for ε �= ε′, are larger than
the relaxation rate of the system [1]. On the one hand, the
relaxation rate of the system τ−1

R is characterized by

τ−1
R = max

α,β,ε
γαβ(ε), (31)

where γαβ(ε) ≡ �αβ(ε) + �∗
βα(ε) = ∫ ∞

−∞ dτeiετCαβ(τ ). On
the other hand, we can define an intrinsic time scale τS by
using the minimum of |ε − ε′| for ε �= ε′:

τ−1
S ≡ min

ε �=ε′
|ε − ε′|. (32)

Therefore, the condition for the SA is described by τ−1
R � τ−1

S ,
or equivalently,

τS � τR. (33)

Here, we refer to τS as the intrinsic beat time scale to
distinguish from Eq. (13), while τS is also called the intrinsic
evolution time scale [1]. This is because the differences of

the Bohr frequencies correspond to the beat frequencies of
the intrinsic oscillation of the off-diagonal density matrix
elements. If the condition is not satisfied, the SA sometimes
leads to unphysical results and one often has to use Ďt or
alternatively approximated Lindblad QME [5,6,46,53].

B. Instantaneous eigenbasis approximation

Now, we return to the problem of the time-dependent system
Hamiltonian, ĤS(t). In this case, our starting point is Eq. (21).
Although this equation can be solved numerically in principle,
the numerical cost would not be low in practice because
Eq. (21) requires the numerical τ integration at each time
step. It is therefore desirable to analytically reduce Eq. (21)
into a similar form to Ďt [Eq. (29)] or ĎSA

t [Eq. (30)]. In this
context, one often assumes that ĤS(t) is slowly varying and
then replaces the Bohr frequencies ε, the eigenenergies εn,
and the eigenstates |n〉 in the dissipators by the corresponding
time-dependent ones, ε(t), εn(t), and |n(t)〉, respectively.
Indeed, such an approach has been employed by Childs
et al. [17] and its microscopic derivation has recently been
shown by Albash et al., based on the “ideal” adiabatic evolution
operator ûad

S (t2,t1) [Eq. (15)], or equivalently, the adiabatic
theorem [19]. In contrast, our purpose below is to derive such
dissipators without using the adiabatic theorem.

To this end, we first introduce

Ŝβ(ε(t)) =
∑

εmn(t)=ε(t)

̂(εn(t))Ŝβ̂(εm(t)), (34)

̂(εn(t)) = |n(t)〉 〈n(t)|, (35)

in the same manner as Eqs. (22) and (23). Therefore, the
summation over all possible ε(t) yields the decomposition
similar to Eq. (24),

Ŝβ =
∑
ε(t)

Ŝβ(ε(t)), (36)

again due to the completeness of the (instantaneous) eigen-
basis. As illustrated in the previous section, the advantage to
use such a decomposition was to separate the τ dependence
from Šβ(t − τ ), based on the explicit calculation of the
time dependence in the interaction picture [see Eq. (25)].
Then, the time convolution between Cαβ(τ ) and Šβ(t − τ )
becomes possible [Eq. (26)]. However, this approach is now
not allowed for the time-dependent Hamiltonian ĤS(t) because
the evolution operator ûS(t,t0) includes the time integration of
ĤS(t) [Eq. (8)].

In order to avoid this difficulty, according to Eq. (10), we
rewrite Šβ(t − τ ) in the following form,

Šβ(t − τ ) = û
†
S(t,t0)ûS(t,t − τ )Ŝβ û

†
S(t,t − τ )ûS(t,t0), (37)

where the evolution operator ûS(t − τ,t0) has been separated
into two parts: ûS(t − τ,t0) = û

†
S(t,t − τ )ûS(t,t0). Since τ is

positive in Eq. (21), the form of ûS(t,t − τ ) is reminiscent
of Eq. (11). By considering that the τ integration in Eq. (21)
converges for τ � τB due to the decay of Cαβ (τ ), we can indeed
approximate ûS(t,t − τ ) by

ûS(t,t − τ ) � e−iĤS(t)τ , (38)
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when

τB � τA(t). (39)

As a result, Eq. (37) yields

Šβ(t − τ ) � û
†
S(t,t0)

⎧⎨
⎩

∑
ε(t)

eiε(t)τ Ŝβ(ε(t))

⎫⎬
⎭ûS(t,t0),

=
∑
ε(t)

eiε(t)τ Šβ(ε(t); t), (40)

where Šβ(ε(t); t) is the interaction picture of Ŝβ(ε(t)),
Šβ(ε(t); t) = û

†
S(t,t0)Ŝβ(ε(t))ûS(t,t0), and we have used

Eqs. (34)–(36). It is important here to notice that the τ

dependence is separated from the operator part and Eq. (40)
corresponds to a straightforward extension of Eq. (25). We
refer to Eq. (40) as the instantaneous eigenbasis approximation
(IEA). Note that the IEA becomes exact and recovers Eq. (25)
when ĤS(t) is time-independent. This is consistent with the
condition for the IEA [Eq. (39)] because τA(t) goes to infinity
based on Eqs. (5)–(7) when ĤS(t) = ĤS.

By applying the IEA [Eq. (40)], we can then perform
the same steps as Eqs. (26)–(29) to obtain the QME in the
interaction picture. The result is

d

dt
ρ̌S(t) =ĎIEA

t ρ̌S(t), (41)

where the dissipator ĎIEA
t is defined by

ĎIEA
t ρ̂S ≡

∑
ε(t)

∑
α,β

�αβ(ε(t)){Šβ(ε(t); t)ρ̌SŠ
†
α(t)

− Š†
α(t)Šβ(ε(t); t)ρ̌S} + H.c. (42)

These equations are formally the same as Eq. (29) ex-
cept that ε → ε(t), εn → εn(t), and |n〉 → |n(t)〉. It follows
that Eqs. (41) and (42) do not guarantee the complete
positivity due to the non-Lindblad form. Therefore, the
SA is again required to obtain the Lindblad form in a
similar manner to the time-independent case. However, we
remark that Šβ(ε(t); t) �= e−i(t−t0)ε(t)Ŝβ(ε(t)) in ĎIEA

t even
though Šβ(ε; t) = e−i(t−t0)ε Ŝβ(ε) holds true in Ďt because
the interaction picture cannot be explicitly obtained when
the system Hamiltonian is time-dependent. Actually, this
difference between ĎIEA

t and Ďt makes the application of the
SA more difficult than the time-independent case since the SA
is based on the oscillating forms of Š†

α(ε; t) and Šβ(ε; t), as
seen above Eq. (30). Nevertheless, we can show that the SA is
still possible (see also Appendix C) when

τS(t) � τR(t) and τS(t) � τA(t) (43)

are simultaneously satisfied. Here, τR(t) and τS(t) are the
straightforward extensions of Eqs. (31) and (32),

τ−1
R (t) ≡ max

α,β,ε(t)
γαβ(ε(t)), (44)

τ−1
S (t) ≡ min

ε(t)�=ε′(t)
|ε(t) − ε′(t)|, (45)

where τR(t) and τS(t) denote the characteristic relaxation
time scale of ρ̌S(t) and the intrinsic beat time scale between

the different Bohr frequencies ε(t) and ε′(t), respectively.
Physically speaking, therefore, Eq. (43) means that ρ̌S(t) and
ĤS(t) must remain unchanged until the beat oscillations of
Š†

α(ε; t) and Šβ(ε; t) are sufficiently developed. Hence, Eq. (43)
is a natural extension of Eq. (33) in the spirit of the SA. Under
this condition, we can obtain ĎIEA

t � ĎIESA
t with

ĎIESA
t ρ̂S ≡

∑
ε(t)

∑
α,β

�αβ(ε(t)){Šβ(ε(t); t)ρ̌SŠ
†
α(ε(t); t)

− Š†
α(ε(t); t)Šβ(ε(t); t)ρ̌S} + H.c., (46)

which is again formally the same as ĎSA
t [Eq. (30)]. Thus, the

dissipator can be described in the Lindblad form.
Finally, for practical use, it is better to transform back into

the Schrödinger picture. With the help of Eq. (9), Eq. (41)
gives

d

dt
ρ̂S(t) = −i[ĤS(t),ρ̂S(t)] + D̂IEA

t ρ̂S(t), (47)

where the dissipator D̂IEA
t is

D̂IEA
t ρ̂S =

∑
ε(t)

∑
α,β

�αβ(ε(t))

×{Ŝβ(ε(t))ρ̂SŜ
†
α − Ŝ†

αŜβ(ε(t))ρ̂S} + H.c. (48)

After the application of the SA, D̂IEA
t � D̂IESA

t is justified with

D̂IESA
t ρ̂S =

∑
ε(t)

∑
α,β

�αβ(ε(t))

×{Ŝβ(ε(t))ρ̂SŜ
†
α(ε(t)) − Ŝ†

α(ε(t))Ŝβ(ε(t))ρ̂S}
+ H.c., (49)

in the Schrödinger picture. These Markovian QMEs are the
direct generalizations of the standard Markovian QMEs for
the time-independent Hamiltonian. Obviously, the obtained
QMEs recover the standard QMEs if we assume ĤS(t) = ĤS.

C. Validity beyond adiabatic regime

In the previous section, Sec. III B, we have derived the
Markovian QMEs within the IEA. However, we have to
mention that the forms of the dissipators [Eqs. (48) and (49)]
have already been known or expected from a long time
ago [17,34,35]. This is not surprising because the derived dis-
sipators can be obtained just by intuitively replacing the time-
independent variables by the corresponding time-dependent
ones. However, it has been believed that the applicable range
is limited to the adiabatic-evolution regime that satisfies the
ordinary adiabatic theorem. Following the recent arguments
in Ref. [19], for example, the evolution operator ûS(t1,t2)
has been approximated by the “ideal” adiabatic-evolution
operator ûad

S (t1,t2) [Eq. (15)] to avoid the difficulty originating
from the time convolution between Cαβ(τ ) and Šβ(t − τ ).
However, such an approximation is not needed at all in the
formulation shown above. In this sense, the applicable range
is already extended beyond the adiabatic regime. This is our
first important result.

However, based on the formulation above, the IEA is still
limited to the time regime of t satisfying τB � τA(t). This
means that ĤS(t) should remain unchanged at least within τB
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to justify D̂IEA
t . Nevertheless, in a broad range of situations,

our claim of the validity is not restricted to just the regime of
τB � τA(t) for the IEA; the D̂IEA

t is still well justified even if
τB � τA(t) fails.

To show this result, we consider the time regime satisfying

τA(t) � τR(t). (50)

In this regime, ĤS(t) is driven much more rapidly than the
relaxation time scale. This means that D̂IEA

t [the second term
in Eq. (47)] has only a minor effect on the dynamics, compared
to the Hamiltonian dynamics [the first term in Eq. (47)]. In such
a situation, only a rough evaluation of the superoperator D̂IEA

t

would be sufficient. In other words, the effect of the relaxation
is negligible if we focus on the dynamics in the time scale of
τA(t) when τA(t) � τR(t). We can therefore state that the QME
with D̂IEA

t [Eqs. (47) and (48)] strongly breaks down only when
the IEA is invalid [τA(t) � τB], and simultaneously, the effect
of the relaxation is non-negligible [τR(t) � τA(t)], namely,

τR(t) � τA(t) � τB. (51)

However, this condition can never be satisfied as long as the
sufficient condition for the WCA holds, as shown below.

For the WCA, which is correct in the second order
of ĤSB, the fourth-order contribution must sufficiently be
small in comparison to the second order [54] because the
third-order contribution vanishes due to the assumption of
Eq. (18). Here, the second-order contribution is roughly
estimated by τB,αβCαβ(0) in the τ integral of Eq. (21),
whereas the corresponding fourth-order is similarly estimated
by (τB,αβ)3{Cαβ(0)}2. The WCA therefore remains valid when
τB,αβCαβ(0) � (τB,αβ )3{Cαβ(0)}2, or equivalently,

(τB,αβ)2
∫ ∞

−∞

dω

2π
γαβ(ω) � 1, (52)

for all α and β. Here, due to the Fourier-transform relation
between γαβ(ω) and Cαβ(τ ), the spectral bandwidth of γαβ(ω),
denoted by ωB,αβ , satisfies τB,αβ � 2π/ωB,αβ . We can there-
fore estimate

∫ ∞
−∞

dω
2π

γαβ(ω) � γpeak,αβ/τB,αβ , where γpeak,αβ

is the peak value of γαβ(ω). Putting this into Eq. (52), we can
find

τB � τmin
R , (53)

as the sufficient condition for the WCA, where τmin
R is defined

by (
τmin

R

)−1 ≡ max
α,β

γpeak,αβ . (54)

Since τmin
R � τR(t) holds by definition, the sufficient condition

for the WCA [Eq. (53)] results in

τB � τmin
R � τR(t), (55)

which is, however, incompatible with Eq. (51). Therefore, if
we limit ourselves to the WCA regime, Eq. (51) can never be
satisfied. Thus, the strong breakdown of the QME with D̂IEA

t

[Eqs. (47) and (48)] is entirely avoidable as long as the WCA
condition is satisfied. Although it is well known that simple
Hamiltonian evolution is sufficient to characterize the system
dynamics for τA(t) � τR(t), the important point here is that
τA(t) � τR(t) is always satisfied when τA(t) � τB because

τB � τR(t) under the WCA. As a result, we obtain our second
important result: D̂IEA

t is well justified even though τA(t) is
comparable to or even much shorter than τB, i.e., τA(t) � τB.
Since D̂IEA

t is well justified also for τB � τA(t) [Eq. (39)] as
described in Sec. III B, this means that the Markovian QME
can be justified regardless of the speed of ĤS(t). This is in
contrast to the previous studies [18,19,34–41] in which it is
believed that the Markovian description breaks down when
ĤS(t) changes more rapidly than τB. The applicable range of
the IEA can thus be significantly extended to the regime where
the temporal change of ĤS(t) is faster than τB.

Nevertheless, we have to take care about the accumulated
time of the IEA being invalid, i.e., τA(t) � τB. This is because
the Markovian QME still weakly breaks down in this regime
and the error would be accumulated. Therefore, the presented
approach of D̂IEA

t would not be applicable if the accumulated
time becomes comparable to the relaxation time. In that case,
we should return to Eq. (21) even though its numerical cost
is not low in general. However, even in such a case, we stress
that our discussions on the adiabaticity of ĤS(t) (Sec. II) give
a clear guide to reduce the numerical effort in the following
way. Since τA(t) is now well defined by Eqs. (5)–(7), we can
calculate τA(t) simultaneously with the density operator ρ̂S(t).
Then, if the IEA is valid at this moment, τB � τA(t), the next
time step can be obtained, based on D̂IEA

t . If not, τB � τA(t),
the next time step will be calculated by Eq. (21). Thus, it is
only the time region τB � τA(t) that requires Eq. (21) and the
numerical cost may be greatly reduced by this approach.

Finally, let us mention the applicability of the SA in a
similar line of thought to the above discussion. To perform
the SA, we showed that τS(t) � τR(t) and τS(t) � τA(t)
[Eq. (43)] are further required. The first condition is not
related to the adiabaticity of ĤS(t), and therefore, we assume
that τS(t) � τR(t) is indeed satisfied. In contrast, the second
condition breaks down when ĤS(t) rapidly varies within τS(t).
However, the dissipator plays only a minor role if τA(t) �
τR(t) [Eq. (50)] as discussed above. Therefore, the QME with
D̂IESA

t strongly breaks down only when τS(t) � τA(t) fails
[τA(t) � τS(t)], and simultaneously, the effect of the relaxation
is non-negligible [τR(t) � τA(t)], namely,

τR(t) � τA(t) � τS(t).

However, this condition can never be satisfied as long as the
first condition, τS(t) � τR(t), holds. As a result, D̂IESA

t is still
well justified as long as τS(t) � τR(t) if the accumulated time
of τS(t) � τA(t) being invalid is still much shorter than the
relaxation time scale.

IV. APPLICATION TO THE DISSIPATIVE LANDAU-ZENER
MODEL

To demonstrate the presented general ideas, in the fol-
lowing, we apply the Markovian QME to the DLZ model,
in which the Landau-Zener (LZ) transition in a dissipative
environment is studied. This model has been studied in various
contexts [39–41,55–60] because it provides the simplest model
to describe the adiabatic and nonadiabatic transitions at an
avoided level crossing with dissipation. Especially, in the AQC
and the QA, the DLZ model plays a key role in understanding
their computational ability. This is because their practical
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FIG. 2. The dissipative Landau-Zener model. The system is
initially assumed to be |↑〉 at t = −∞. Then, the transition probability
P↑→↓ (P↑→↑) to find the system in the ground (excited) state at t = ∞
is discussed. The difference between the two eigenenergies is given
by E(t) =

√

2

0 + (vt)2. τLZ ≡ 
0/v denotes the characteristic time
for the eigenstates to pass through the minimum gap 
0 around
t = 0. When the bath is at zero temperature (T = 0), there is no
thermal excitation and relaxation but only the spontaneous emission
can occur due to the vacuum fluctuation.

performance is essentially determined by the nonadiabatic
transitions at the minimum gap between the ground state
and the first excited state in the presence of noise [14–16].
Furthermore, the model is appropriate for our purpose because
the exact solution is known at T = 0 [57,58].

The system Hamiltonian of the DLZ model is described by

ĤS(t) = vt

2
σ̂z + 
0

2
σ̂x,

where v is the LZ sweep velocity, 
0 > 0 is the constant
tunneling amplitude, and σ̂x,z describe the Pauli operators.
We denote the eigenstates of σ̂z by |↑ / ↓〉, i.e., σ̂z |↑ / ↓〉 =
± |↑ / ↓〉. A schematic illustration of the model is shown
in Fig. 2. Here, E(t) =

√

2

0 + (vt)2 denotes the difference
between the two eigenenergies and we can see the avoided level
crossing at t = 0. The characteristic time for the eigenstates to
pass through the minimum gap 
0 around t = 0 is described
by

τLZ ≡ 
0/v.

The quantities of our interest is then the adiabatic and
non-adiabatic transition probabilities P↑→↓ and P↑→↑ with
dissipation by assuming that the system is initially in |↑〉 at
t = −∞. Note that P↑→↓ + P↑→↑ = 1 by definition.

In this situation, the time scales related to ĤS(t) (Sec. II)
are analytically obtained as

τAS(t) = 2E2(t)

v
0
, τAE(t) = E2(t)

v2|t | , (56)

and

τE(t) = τS(t) = 1

E(t)
, (57)

according to the definitions listed in Table I. Then, τA(t) is
given by

τA(t) =
{
τAS(t), for |t | < τLZ/2,

τAE(t), for |t | � τLZ/2.
(58)

Here, we note that τAS(t) reaches its minimum value 2τLZ at
t = 0, while τAE(t) reaches the same minimum value 2τLZ

at t = ±τLZ. Therefore, the minimum value of τA(t) also
becomes 2τLZ, which is achieved not only at t = 0 but also
at t = ±τLZ [cf. Fig. 4(d)]. We remark that the expression
of τA(t) cannot be obtained without Eqs. (5)–(7) even in this
simple model and this is why there has been no consensus in
the previous studies when discussing the time scale of ĤS(t).

The system is further coupled to the bosonic bath ĤB =∑
j ωj b̂

†
j b̂j with the interaction Hamiltonian,

ĤSB =
∑

j

gj

2
(cos θσ̂z + sin θσ̂x)(b̂j + b̂

†
j ), (59)

where θ describes the coupling angle and gj is the system-bath
coupling strength. For definiteness, in our analysis, the spectral
density defined by J (ω) ≡ ∑

j g2
j δ(ω − ωj ) is assumed to be

the Ohmic one,

J (ω) = ηωe−ω/ωc ,

with a cutoff energy ωc and a dimensionless coefficient η. In
comparison with the general form of ĤSB [Eq. (16)], Eq. (59)
allows us to define

Ŝ = 1

2
(cos θσ̂z + sin θσ̂x), B̂ =

∑
j

gj (b̂j + b̂
†
j ),

where we have dropped the subscript α. Therefore, by
assuming that the bath ρ̂B is in the thermal equilibrium,
γ (ω) = ∫ ∞

−∞ dτeiωτC(τ ) with C(τ ) = TrB[B̌(τ )B̌(0)ρ̂B] [see
below Eq. (31)] is given by

γ (ω)

2π
= nB(−ω)J (−ω)�(−ω) + [nB(ω) + 1]J (ω)�(ω),

(60)

where nB(ω) = 1/(eω/T − 1) is the Bose distribution, and
�(ω) is the step function. Here, it is important to note that
if the SA is performed, one can find that γ (ω < 0) and
γ (ω > 0) describe the excitation and relaxation of the system,
respectively, while γ (ω = 0) describes the pure dephasing.
This means that the terms proportional to nB(−ω) and nB(ω)
denote the thermal excitation and relaxation of the system,
respectively. In contrast, the +1 term corresponds to the
spontaneous emission due to the vacuum fluctuation of the
bath. In particular, at T = 0, only the spontaneous emission
term survives in Eq. (60) and γ (ω) = 2πJ (ω)�(ω) holds. This
situation is also depicted in Fig. 2.

Since the dissipative nature of the system is essentially
determined by J (ω), let us briefly discuss the two parameters
η and ωc before studying numerical results. In the case of zero
temperature, γ (ω) = 2πJ (ω)�(ω) gives the bath correlation
function C(τ ) by

C(τ ) = ηω2
c/(1 + iτωc)2, (61)

where the Fourier transform relation between γ (ω) and C(τ )
has been used. Hence, we can estimate the decay time of the
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FIG. 3. P↑→↓ (blue) and P↑→↑ (red) at T = 0, as a function of
the LZ sweep velocity v. Symbols: the results of the Markovian
QME. We remark that the imaginary part of �(ω) (the Lamb shift)
is not neglected in the calculation. Solid lines: the exact probabili-
ties of P↑→↓ = 1 − P↑→↑ = 1 − exp(−πW 2/2v) with W 2 = {
0 −∫ ∞

0 dω sin θ cos θ J (ω)
ω

}2 + ∫ ∞
0 dω sin2 θJ (ω) [57,58]. Note that θ =

0 (diagonal coupling) gives W 2 = 
2
0, which results in P↑→↓ =

1 − exp(−π
2
0/2v). This is exactly the same as the LZ transition

probability without dissipation, as pointed out in Ref. [57]. Parame-
ters: η = 0.01 and ωc = 30
0. The left arrows indicate the regimes
by taking τX(t) � τY(t) as τX(t) � τY(t)/10 for all t (X ∈ {E,B},
Y ∈ {AS,A}). One is the ordinary adiabatic-evolution regime and
the other is the adiabatic regime with respect to τB. The green open
squares correspond to the time evolutions in Fig. 4.

bath correlation function C(τ ) as

τB � ω−1
c . (62)

We note that this is equivalent to the statement that the
spectral bandwidth of γ (ω) can be estimated by ωc. As a
result, if we set ωc � 
0, there is no spectral density at
the transition energy E(t), i.e., γ (E(t)) = 2πJ (E(t)) � 0,
and the dissipative nature plays no significant role. For our
purpose, therefore, we should set ωc � 
0. Moreover, by using
Eqs. (61) and (62), we can estimate the condition for the WCA,

η � 1, (63)

due to Eq. (52). The WCA becomes valid when this condition
is satisfied. Based on these considerations, we have performed
numerical calculations by setting η = 0.01 and ωc = 30
0.
Although the SA will not be applied in our calculation, we
note that the SA (D̂IEA

t � D̂IESA
t ) does not show any significant

difference in the parameter range presented below.
Figure 3 shows the transition probabilities P↑→↓ and P↑→↑

as a function of the LZ sweep velocity v. For comparison, the
exact results are also shown by solid lines, where the transition
probability for θ = 0 (diagonal coupling) is exactly the same
as the LZ transition probability without dissipation [57]. In
Fig. 3, when τE(t) � τAS(t) for all t (the pink shaded area),
the LZ sweep velocity v is slow enough to satisfy the adiabatic
theorem. In this regime, the spontaneous emission does not
play any role because the state is always in the instantaneous
ground state. As a result, P↑→↓ � 1 holds for all θ . By
increasing the velocity v, the condition for the adiabatic
theorem is violated and the nonadiabatic transition becomes

discernible. In this regime that still satisfies τB � τA(t) for
all t (the aqua shaded region), P↑→↓ decreases from 1, and
instead, P↑→↑ increases. Here, we can notice that P↑→↓ for
θ = π/2 and π/4 are greater than for θ = 0. This means that,
for θ = π/2 and π/4, the ground state is recovered by the
spontaneous emission even though the nonadiabatic transition
is possible. By increasing the velocity v further (v/
2

0 � 6.0),
the decrease of P↑→↓ becomes pronounced for all θ and P↑→↑
approaches 1. In this regime, the recovery of the ground state
becomes incomplete because the transition energy E(t) rapidly
goes through the spectral bandwidth of γ (ω) before the ground
state is sufficiently recovered.

Now, it is important to point out that excellent agreements
between the exact probabilities (solid lines) and the results of
the Markovian QME (symbols) are obtained, regardless of the
speed of ĤS(t). This is notable in the following two points.
First, it has been believed that the Markovian description
cannot capture the exact probabilities of the DLZ model due
to the non-Markovian effect [36,41]. Nevertheless, Fig. 3
clearly shows that the Markovian description is sufficient at
least in the weak-coupling regime. Second, more importantly,
the agreements are remarkable even if the temporal change
of ĤS(t), i.e., τA(t), is comparable to or even faster than
τB. This is in stark contrast to the conventional expectation
that the Markovian QME is applicable only when the system
Hamiltonian varies much more slowly than τB. Figure 3
clearly shows that the Markovian QME still works well
not only beyond the ordinary adiabatic-evolution regime
but also beyond the slowly-varying regime with respect to
τB, which supports the validity of our general framework.
Here, we note that the exact solutions (for θ �= 0) cannot be
reproduced if the simple Hamiltonian evolution is just applied
instead of the Markovian QME although one may expect that
there is no need of the Markovian QME in such a rapid
regime.

To further shed light on the underlying mechanism, in
Figs. 4(a) and 4(b), we show the time-dependent probabilities
PG(t) and PE(t) to find the system in the instantaneous ground
and excited states, respectively. In the calculation, we set
v = 50
2

0 and θ = π/2, the situation of which corresponds
to the green open squares in the rapid regime of Fig. 3.
For t � 0 in Fig. 4(a), PG(t) � 1 and PE(t) � 0 hold true
and the values are almost the same as the corresponding
probabilities without dissipation (the dotted lines). In this
regime, therefore, neither the nonadiabatic transition nor the
dissipation play significant roles. In the vicinity of t � 0, PG(t)
changes from 1 toward zero and PE(t) from zero toward 1. The
zoom around t � 0 [Fig. 4(b)] shows that this nonadiabatic
transition occurs mainly in the regime |t | � τLZ (the gray
shaded area). Here, one finds that the nonadiabatic transition
is still close to the behavior without dissipation. This suggests
that the nonadiabatic transition is essentially instantaneous
with respect to the time scale of relaxation. Finally, for t � 0
in Fig. 4(a), PG/E(t) gradually approaches the value of P↑→↓/↑
due to the dissipation. However, in this time period, there
is no nonadiabatic transition, as evidenced by the fact that
the probabilities without dissipation (the dotted lines) do not
show any change in time. As a result, we can notice that there
is no time where the nonadiabatic transition and the dissipation
simultaneously play significant roles.
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FIG. 4. Time evolutions at v = 50
2
0 for θ = π/2. (a) The probabilities of PG(t) and PE(t). The dotted lines are the corresponding

probabilities without dissipation. The dashed lines show P↑→↓ and P↑→↑ for comparison. Panel (b) shows a zoom around t = 0. (c) The time
scales of τAS(t), τE(t), τA(t), τB, and τR(t) in units of 
−1

0 , according to Eqs. (56)–(58), Eq. (62), and Eq. (44). Panel (d) again shows a zoom
around t = 0. τAS(t) reaches its minimum value 2τLZ at t = 0; τAS(0) = 2τLZ. The minimum value of τA(t) is also 2τLZ but achieved not only
at t = 0 but also t = ±τLZ. We remark that panels (c) and (d) should be discussed with reference to Table II. The parameters are the same as
indicated by the green open squares in Fig. 3. The gray shaded area corresponds to |t | � τLZ.

This situation can be studied more carefully and clearly
from the viewpoint of the individual time scales summarized
in Table II. In Figs. 4(c) and 4(d), we therefore show τX(t) with
X ∈ {AS,E,A,B,R}, according to Eqs. (56)–(58), Eq. (62), and
Eq. (44). For t � 0 in Fig. 4(c), we can find τE(t) � τAS(t).
This indicates that the ordinary adiabatic evolution is indeed
validated, which is consistent with the above discussion. In
addition, we also find that τB � τA(t) holds true for t � 0.
Therefore, according to Table II, we notice that the IEA is also
well justified in this time regime.

However, around t � 0, one finds that these conditions
break down. As shown in Fig. 4(d), the adiabatic evolution is
no longer safely ensured for |t | � 0.1
−1

0 because τAS(t) falls
within one order of magnitude of τE(t) and τE(t) � τAS(t) is
not satisfied. In particular, τAS(t) reaches its minimum value of
2τLZ at t = 0, which means that the instantaneous eigenstates
change most rapidly at t = 0 and its time scale is given by 2τLZ.
Naturally, the nonadiabatic transition becomes pronounced
around |t | � τLZ, as we have already seen in Fig. 3(b).

In a similar manner, for the validity of the IEA, we can
notice that τA(t) is within one order of magnitude of τB

over the entire region in Fig. 4(d). Hence, the IEA is not
ensured in this time regime (|t | � 0.25
−1

0 ) due to the failure
of τB � τA(t). Nevertheless, one can also find that τA(t) is
much shorter than τR(t), i.e., τA(t) � τR(t), in Fig. 4(d). This
means that the effect of relaxation is negligible compared to
the nonadiabatic effect. In particular, for |t | � τLZ, τA(t) is

two orders of magnitude shorter than τR(t) even though τA(t)
becomes comparable to τB. As a result, the Markovian QME
still works well because D̂IEA

t plays only a minor role around
t � 0. This is actually what we have explained in the general
discussion (Sec. III C). The important point is that such a
situation is generally guaranteed as long as we are in the
weak-coupling regime; the DLZ model corresponds to one
prominent example.

Thus, the DLZ model has been discussed to demonstrate the
ability of the Markovian QME in this section. Finally, it would
be worth digressing from the main subject to point out that
the spontaneous emission (the vacuum fluctuation) has a great
importance in the context of the AQC and the QA. In this case,
the two states in the DLZ model are regarded as the ground
and the first excited states. Then, as illustrated in Figs. 2 and 3,
the spontaneous emission has the ability to recover the ground
state when θ �= 0. This means that the computational errors
caused by the depopulation of the ground state will be naturally
corrected. In other words, a self-healing mechanism is given
to the system by the bath. For finite temperature, according to
Eq. (60), this mechanism can dominate when T � E(t) � ωc,
whereas the thermal excitation and relaxation will activate
when E(t) � T � ωc. In this sense, the mechanism is different
from the thermally assisted QA in Ref. [14], the situation of
which is focused on the latter case.

In order to effectively utilize this mechanism, however,
the coupling angle θ in ĤSB [Eq. (59)] should be θ = π/2
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(transverse coupling) in principle for the following two
reasons. First, the thermal excitation is reduced around the
minimum gap because [ĤS(t),ĤSB] = 0 at t = 0. Second,
if T � E(t) � ωc is fulfilled, the spontaneous emission can
dominate the relaxation process after the avoided crossing
because [ĤS(t),ĤSB] �= 0 for t � τLZ. In reality, however, it is
difficult to directly control θ (the form of ĤSB) in experiments.
Therefore, the past discussions were focused only on the
diagonal coupling in most cases [16,19]. Nevertheless, the
encoding direction of the target Hamiltonian of the system
would be allowed to be changed, which is physically equivalent
to the change of the coupling angle θ . In this context, we
conjecture that the encoding direction also plays an important
role to increase the computational performance of the AQC
and the QA.

V. CONCLUSIONS AND OUTLOOK

We have presented a detailed analysis of the Markovian
QME under the WCA when the system Hamiltonian is
time-dependent. While this problem has been discussed by
many authors in the past, there has been no consensus for the
condition to validate the formalism. This fact indicates that the
problem is nontrivial, while one may think it straightforward
at first glance. In our view, one major reason was the complete
lack of a way to explicitly quantify the temporal change of
ĤS(t). Therefore, in this paper, we first introduced the time
scale τA(t) as a measure for the adiabaticity of ĤS(t) itself.
Here, the adiabaticity of ĤS(t) is conceptually different from
the ordinary adiabatic theorem, and therefore enables us to
derive the Markovian QME without the adiabatic theorem.
Furthermore, in a broad range of situations, it was also shown
that the framework is well justified even if τA(t) is much shorter
than the decay time scale of the bath correlation function
τB. This result arises from the fact that there is no situation
where the nonadiabatic effect and the dissipative nature play
considerable roles simultaneously in time, as long as the WCA
is validated. We have thus clearly shown that there is no need
to restrict ourselves to either the adiabatic-evolution regime or
the slowly varying regime with respect to τB. This is in stark
contrast to the past understanding. As a result, the Markovian
QME is justified well beyond the adiabatic regime. We here
remark that the presented route of the formulation and the
well-defined approximations allow us to clearly understand the
structure of the framework with sufficient generality. Hence,
the scheme in this paper is immediately applicable to a wide
range of physical systems.

As an example, we have applied the framework to the DLZ
model and illustrated the ability of the Markovian QME. Even
in this simple model, we stressed that the expression of τA(t)
is difficult to obtain without Eqs. (5)–(7) and this has been
the very origin of the inconsistent quantification of the time
scale of ĤS(t). Then, it was shown that the numerical results
have good agreements with the exact transition probabilities.
Furthermore, the relationship between the relevant time scales
[Figs. 4(c) and 4(d)] indeed supports our general scenario. It
would be worth noting that such an approach generally enables
an easy estimation of whether the individual approximations
are justified or not at a certain time t . Finally, a short digression
has been made to discuss the importance of the spontaneous

emission in the context of the AQC and the QA. We discussed
the possibility that the spontaneous emission provides the self-
healing mechanism that naturally corrects the computational
errors.

The results presented in this paper would be of interest to
those who try to control quantum systems as a function of
time [10–27] because in reality the quantum systems cannot
be free from uncontrolled interactions with environmental
degrees of freedom (bath). Although our demonstration in
the DLZ model was focused on the zero-temperature limit, the
framework is, of course, applicable to finite-temperature cases.
Interesting directions for future research are investigations
of the nonadiabatic regime of the AQC and the QA in the
presence of dissipation. As conjectured from the DLZ model,
there are indeed possibilities to improve the computational
performance. The problem is, however, still nontrivial when
the system size and the number of the relevant eigenstates
become large. In that case, we expect that our methodology will
play a key role for the development of new schemes beyond
the adiabatic regime.
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APPENDIX A: TIME-CONVOLUTIONLESS FORMALISM

Here, in order to make the paper self-contained, we describe
the time-convolutionless (TCL) framework and show a brief
derivation of Eq. (17) within the WCA. We note that the
derivation is the same as Ref. [1] even though the system
Hamiltonian ĤS(t) is time-dependent. This section also plays a
preliminary role for the development of the slippage technique
in Appendix B.

For this purpose, we first rewrite the total Hamiltonian as
Ĥ (t) = Ĥ0(t) + λĤSB, where λ is a dimensionless parameter
introduced only to easily measure the order of ĤSB. In the
interaction picture, the total density operator ρ̌(t) evolves
according to

d

dt
ρ̌(t) = −iλ[ȞSB(t),ρ̌(t)] ≡ λĽSB(t)ρ̌(t), (A1)

where ĽSB(t) denotes the Liouville superoperator in the
interaction picture. For notational convenience, we will write
ȞSB;λ(t) ≡ λȞSB(t) and ĽSB;λ(t) ≡ λĽSB(t) in the following.
However, we will finally replace ȞSB;λ(t) → ȞSB(t) and
ĽSB;λ(t) → ĽSB(t) after the formulation is completed, in order
to eliminate the parameter λ.

1. The Liouville superoperators

Before discussing the framework in detail, we summarize
here the Liouville superoperators. We denote the Liouville
superoperator in the Schrödinger picture by

L̂α(t)X̂ ≡ −i[Ĥα(t),X̂], (A2)
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where X̂ is an arbitrary operator. We note that there is no time
dependence in the Hamiltonian Ĥα(t) when α ∈ {B,SB,SB; λ}
but Ĥα(t) is described in the time-dependent way because
there is no confusion. The Liouville superoperator satisfies
a relation L̂†

α(t) = −L̂α(t) in the Liouville space, where the
adjoint superoperator A† for any superoperator A is defined
in such a way that Tr[(A†X̂1)†X̂2] = Tr[X̂†

1AX̂2] holds for
arbitrary operators X̂1 and X̂2. It is then natural to introduce
the evolution superoperator by

Ûα(t2,t1) ≡
⎧⎨
⎩
T+ exp

{
+ ∫ t2

t1
dsL̂α(s)

}
, t2 � t1,

T− exp
{
− ∫ t1

t2
dsL̂α(s)

}
, t1 > t2,

where T+(−) denotes the chronological (antichronological)
time ordering for the superoperators. The interaction picture
of an arbitrary operator is, for example, easily described by
using Ûα(t2,t1) as

Ǒ(t) = û
†
0(t,t0)Ô(t)û0(t,t0) = Û †

0 (t,t0)Ô(t). (A3)

By further introducing the interaction picture of the Liouville
superoperator Ľα(t) ≡ Û †

0 (t,t0)L̂α(t)Û0(t,t0), we can obtain

Ľα(t)X̂ = −i[Ȟα(t),X̂], (A4)

which is consistent with the definition of Eq. (A1). In the
similar manner to Ûα(t2,t1), we therefore define the evolution
operator for the interaction picture by

Ǔα(t2,t1) ≡
⎧⎨
⎩
T+ exp

{
+ ∫ t2

t1
dsĽα(s)

}
, t2 � t1,

T− exp
{
− ∫ t1

t2
dsĽα(s)

}
, t1 > t2.

Note that ρ̌(t) can be written as ρ̌(t) = ǓSB;λ(t,t0)ρ̌(t0) when
ρ̌(t) evolves according to Eq. (A1).

2. The TCL form of the QME

We now derive the TCL form of the QME. To this end, we
first decompose Eq. (A1) as

d

dt
P ρ̌(t) = PĽSB;λ(t)(P + Q)ρ̌(t), (A5)

d

dt
Qρ̌(t) = QĽSB;λ(t)(P + Q)ρ̌(t), (A6)

where P and Q are the projection superoperators defined by
PX̂ ≡ TrB[X̂] ⊗ ρ̂B and Q ≡ 1 − P . The formal solution of
Eq. (A6) can then be described as

Qρ̌(t) = Ǧ+(t t0)Qρ̌(t0) +
∫ t

t0

dt ′Ǧ+(t t ′)QĽSB;λ(t ′)P ρ̌(t ′),

(A7)

where Ǧ+(t t ′) ≡ T+ exp{∫ t

t ′ dsQĽSB;λ(s)}. By writing ρ̌(t ′) =
ǓSB;λ(t ′,t)ρ̌(t) = ǓSB;λ(t ′,t)(P + Q)ρ̌(t), we can readily
obtain Qρ̌(t) = Ǧ+(t t0)Qρ̌(t0) + W̌(t)(P + Q)ρ̌(t) with
W̌(t) ≡ ∫ t

t0
dt ′Ǧ+(t t ′)QĽSB;λ(t ′)PǓSB;λ(t ′,t). Then, we obtain

Qρ̌(t) = 1

1 − W̌(t)
Ǧ+(t t0)Qρ̌(t0) +

{
1

1 − W̌(t)
− 1

}
P ρ̌(t).

(A8)

Here, we have assumed the existence of {1 − W̌(t)}−1 because
W̌(t0) = 0 and W̌(t)|α=0 = 0 suggest that 1 − W̌(t) may
be inverted for sufficiently small couplings and t − t0 [1].
Substitution of Eq. (A8) into Eq. (A5) finally yields the TCL
form of the QME,

d

dt
ρ̌S(t) = TrB[Ǩ(t)P ρ̌(t)] + TrB[Ǐ(t)Qρ̌(t0)], (A9)

with definitions of the superoperators

Ǩ(t) ≡ PĽSB;λ(t)
1

1 − W̌(t)
P, (A10)

Ǐ(t) ≡ PĽSB;λ(t)
1

1 − W̌(t)
Ǧ+(t t0), (A11)

where we have used TrB[P ρ̌(t)] = ρ̌S(t). Equations (A9)–
(A11) are exact and local in time although the superoperators
Ǩ(t) and Ǐ(t) are complicated in general. However, by
assuming the separable initial state ρ̌(t0) = ρ̂(t0) = ρ̂S(t0) ⊗
ρ̂B, the second term in Eq. (A9) becomes zero because of
Qρ̌(t0) = 0. In the next subsection, therefore, Ǩ(t), called the
TCL generator, will be estimated up to the second order in λ,
which corresponds to the WCA.

3. The TCL generator within the WCA

Here, the TCL generator Ǩ(t) will be expanded in the power
series Ǩ(t) = ∑∞

n=1 λnǨn(t) and truncated to the second order
in λ. For this purpose, {1 − W̌(t)}−1 in Eq. (A10) is expanded
as {1 − W̌(t)}−1 = ∑∞

n=0[W̌(t)]n. Then, we obtain

Ǩ(t) = λ

∞∑
n=0

PĽSB(t)[W̌(t)]nP.

Therefore, further expansion of W̌(t) in the power series of
W̌(t) = ∑∞

n=1 λnW̌n(t) gives

Ǩ(t) = λǨ1(t) + λ2Ǩ2(t) + O(λ3),

with

Ǩ1(t) = PĽSB(t)P,

Ǩ2(t) =
∫ t

t0

dt ′PĽSB(t)QĽSB(t ′)P.

As a result, by assuming the vanishing odd moments
of the system-bath interaction Hamiltonian TrB[ȞSB(t1)
ȞSB(t2) · · · ȞSB(t2n+1)ρ̂B] = 0 [Eq. (18)], or equivalently,
PĽSB(t1)ĽSB(t2) · · · ĽSB(t2n+1)P = 0, we can find

Ǩ(t) =
∫ t

t0

dt ′PĽSB;λ(t)ĽSB;λ(t ′)P + O(λ3). (A12)

The TCL form of the QME [Eq. (A9)] then becomes

d

dt
ρ̌S(t) = −

∫ t

t0

dt ′TrB[ȞSB;λ(t),[ȞSB;λ(t ′),ρ̌S(t) ⊗ ρ̂B]].

Thus, up to the second order in ĤSB, namely within the WCA,
Eq. (17) has been derived.

012136-12



MARKOVIAN QUANTUM MASTER EQUATION BEYOND . . . PHYSICAL REVIEW E 95, 012136 (2017)

APPENDIX B: SLIPPAGE TECHNIQUE

The concept of the slippage technique was first proposed by
Suárez et al. [45] and expanded by Gaspard and Nagaoka [46]
in order to cure the problem of the complete positivity when the
secular approximation is not applied. The slippage of the initial
condition alters the original initial condition of the system
ρ̂S(t0) to the slipped (renormalized) one Ŝρ̂S(t0), where Ŝ is
the slippage superoperator.

In this Appendix B, the concept is generalized to the case
of the time-dependent system Hamiltonian and is employed
to justify the Markov approximation. We note that the slipped
initial condition has been used to obtain all of the numerical
results presented in Sec. IV.

1. The correlation superoperator

To study the slippage superoperator Ŝ , by using Eq. (A12),
we rewrite the first term of Eq. (A9) as

TrB[Ǩ(t)P ρ̌(t)] �
∫ t

t0

dt ′Û †
S(t,t0)ĈS(t,t ′)ÛS(t,t0)ρ̌S(t),

where ĈS(t2,t1) is the correlation superoperator defined as

ĈS(t2,t1) ≡ TrB[L̂SBÛ †
0 (t1,t2)L̂SBÛ0(t1,t2)ρ̂B]. (B1)

In the derivation, we have used

ĽSB(t)ĽSB(t ′) = Û †
0 (t,t0)L̂SBÛ †

0 (t ′,t)L̂SBÛ0(t ′,t)Û0(t,t0).

We can therefore rewrite the TCL form of the QME [Eq. (A9)]
within the WCA as

d

dt
ρ̌S(t) =

∫ 
t

0
dτ Û †

S(t,t0)ĈS(t,t − τ )ÛS(t,t0)ρ̌S(t), (B2)

where 
t = t − t0. This equation should be compared with
Eq. (19). One can then readily notice the following relation:

Û †
S(t,t0)ĈS(t,t − τ )ÛS(t,t0)ρ̌S(t)

=
∑
α,β

Cαβ(τ ){Šβ(t − τ )ρ̌S(t)Š†
α(t)

−Š†
α(t)Šβ(t − τ )ρ̌S(t)} + H.c., (B3)

which will be used to derive the slippage superoperator in the
next subsection. Here, under the Markovian approximation
(
t → ∞), Eq. (B2) gives

d

dt
ρ̌M

S (t) =
∫ ∞

0
dτ Û †

S(t,t0)ĈS(t,t − τ )ÛS(t,t0)ρ̌M
S (t), (B4)

where ρ̌M
S (t) is distinguished from ρ̌S(t) because ρ̌M

S (t) may be
different from ρ̌S(t) especially in the time region of 
t � τB.

2. The slippage superoperator

We are now ready to derive the slippage superoperator Ŝ.
To this end, we formally integrate Eq. (B2) and Eq. (B4) in
time, respectively,

ρ̌S(t) = ρ̂S(t0) +
∫ t

t0

dt ′
∫ t ′−t0

0
dτ Û †

S(t ′,t0)ĈS(t ′,t ′ − τ )

× ÛS(t ′,t0)ρ̌S(t ′), (B5)

ρ̌M
S (t) = ρ̂M

S (t0) +
∫ t

t0

dt ′
∫ ∞

0
dτ Û †

S(t ′,t0)ĈS(t ′,t ′ − τ )

× ÛS(t ′,t0)ρ̌M
S (t ′). (B6)

Then, by assuming ρ̌S(t) = ρ̌M
S (t) for 
t � τB, Eqs. (B5)

and (B6) give

ρ̂M
S (t0) = ρ̂S(t0) −

∫ ∞

t0

dt ′
∫ ∞

t ′−t0

dτ Û †
S(t ′,t0)ĈS(t ′,t ′ − τ )

× ÛS(t ′,t0)ρ̂S(t0),

up to the second order in ĤSB, where t → ∞ is used since
we have assumed 
t � τB. This equation means that in the
Markovian QME we should use a “slipped” initial condition
ρ̂M

S (t0) ≡ Ŝρ̂S(t0) rather than the original one ρ̂S(t0). In other
words, the Markovian QME is fully justified in combination
with the slipped initial condition. Then, transforming the
integration

∫ ∞
t0

dt ′
∫ ∞
t ′−t0

dτ = ∫ ∞
0 dτ

∫ τ+t0
t0

dt ′, we find

ρ̂M
S (t0) = Ŝρ̂S(t0) =

{
1 −

∫ ∞

0
dτ

∫ τ+t0

t0

dt ′Û †
S(t ′,t0)ĈS

× (t ′,t ′ − τ )ÛS(t ′,t0)

}
ρ̂S(t0). (B7)

Finally, by inserting Eq. (B3) into Eq. (B7), the specific form
of the slippage superoperator is given by

Ŝρ̂S(t0) = ρ̂S(t0) +
∑
α,β

∫ ∞

0
dτ

∫ τ+t0

t0

dt ′

× [Cαβ(τ ){Š†
α(t ′)Šβ(t ′ − τ )ρ̂S(t0)

− Šβ (t ′ − τ )ρ̂S(t0)Š†
α(t ′)} + H.c.]. (B8)

Here, it is possible to apply the IEA Šβ(t ′ − τ ) �∑
ε(t ′) e

iε(t ′)τ Šβ(ε(t ′); t ′) [Eq. (40)] when τB � τA(t ′). How-
ever, we note that, even if τB � τA(t ′) is not satisfied, there
is no difficulty to numerically evaluate Eq. (B8) because the
integrand becomes negligible for τ � τB due to the decay of
Cαβ(τ ). We also remark that Eq. (B8) recovers the results by
Gaspard and Nagaoka [46] when the system Hamiltonian is
assumed to be time-independent.

APPENDIX C: SECULAR APPROXIMATION

In this Appendix, we discuss the SA to obtain the dissipator
ĎIESA [Eq. (46)] from ĎIEA [Eq. (42)]. As we have seen in the
time-independent case [Eqs. (29) and (30)], to perform the SA,
we have to extract the oscillating behaviors from Š†

α(ε(t); t)
and Šβ(ε(t); t) and have to average out the rapid oscillating
terms in Eq. (42). For this purpose, we formally integrate
d
ds

ρ̌S(s) = ĎIEA
s ρ̌S(s) over s from t to t + τX(t),

ρ̌S(t + τX(t)) − ρ̌S(t)

=
∑
α,β

∫ τX(t)

0
ds ′ ∑

ε(s ′+t),ε′(s ′+t)

�αβ(ε(s ′ + t))

×{Šβ(ε(s ′ + t); s ′ + t)ρ̌S(s ′ + t)Š†
α(ε′(s ′ + t); s ′ + t)

− Š†
α(ε′(s ′ + t); s ′ + t)Šβ(ε(s + t); s ′ + t)ρ̌S(s ′ + t)}

+ H.c., (C1)
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where τX(t) � 0 is a certain time scale at time t and the
integration variable has been changed from s to s ′ = t + s on
the right-hand side. Here, Šβ(ε(s + t); s + t) can be rewritten
as

Šβ(ε(s ′ + t); s ′ + t)

= û
†
S(t,t0)û†

S(s ′ + t,t)Ŝβ(ε(s ′ + t))ûS(s ′ + t,t)ûS(t,t0),

(C2)

by using Eq. (10). In this equation, then, ε(s ′ + t) � ε(t) and
ûS(s ′ + t,t) � e−iĤS(t)s ′

are allowed if we assume

τX(t) � τA(t), (C3)

due to Eqs. (1) and (2). Equation (C2) therefore results in

Šβ(ε(s ′ + t); s ′ + t) � e−iε(t)s ′
Šβ(ε(t); t), (C4)

and, similarly, we have

Š†
α(ε′(s ′ + t); s ′ + t) � eiε′(t)s ′

Šβ(ε′(t); t). (C5)

These approximations have close analogies with the proce-
dures for the IEA [Eqs. (37)–(40)]. As a result, one can indeed
find the oscillatory behaviors in Eqs. (C4) and (C5). Inserting
these equations into Eq. (C1), we obtain

ρ̌S(t + τX(t)) − ρ̌S(t)

�
∑
α,β

∑
ε(t),ε′(t)

�αβ(ε(t))
∫ τX(t)

0
ds ′e−i{ε(t)−ε′(t)}s ′

×{Šβ(ε(t))ρ̌S(s ′ + t)Š†
α(ε′(t))

− Š†
α(ε′(t))Šβ(ε(t))ρ̌S(s ′ + t)} + H.c. (C6)

There are two functions in the integrand that depend on
the variable s ′. One is the density operator ρ̌(s ′ + t), the
temporal change time scale of which is characterized by
the relaxation time scale τR(t) [Eq. (44)]. The other one is
e−i{ε(t)−ε′(t)}s ′

that corresponds to the beat between the two
different Bohr frequencies ε(t) and ε′(t). The intrinsic time
scale of the oscillation period for ε(t) �= ε′(t) is described by
τS(t) [Eq. (45)] at time t . Therefore, in the integral of Eq. (C6),
e−i{ε(t)−ε′(t)}s ′

for ε(t) �= ε′(t) oscillates rapidly when

τS(t) � τX(t), (C7)

whereas ρ̌(s ′ + t) remains unchanged when

τX(t) � τR(t). (C8)

In such a situation, indeed, the nonsecular terms of ε(t) �=
ε′(t) average out to zero. As a result, only the secular terms,
ε(t) = ε′(t), survive in the integration of Eq. (C6). Then, by
retracing the steps [Eqs. (C1)–(C6)] in reverse order, we again
arrive at Eq. (C1) but without nonsecular terms. This means
that the dissipator ĎIEA

t [Eq. (42)] is well approximated by
ĎIESA

t , where

ĎIESA
t ρ̂S ≡

∑
ε(t)

∑
α,β

�αβ(ε(t)){Šβ(ε(t); t)ρ̌SŠ
†
α(ε(t); t)

− Š†
α(ε(t); t)Šβ(ε(t); t)ρ̌S} + H.c.

This equation is nothing but Eq. (46). As is obvious from
the above discussion, the SA is justified when the three
conditions, τX(t) � τA(t) [Eq. (C3)], τS(t) � τX(t) [Eq. (C7)],
and τX(t) � τR(t) [Eq. (C8)], are all satisfied. Therefore, we
need

τS(t) � τR(t) and τS(t) � τA(t),

simultaneously, to perform the SA. Thus, Eq. (43) is obtained.
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