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Stochastic boundary approaches to many-particle systems coupled to a particle reservoir
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Stochastic boundary conditions for interactions with a particle reservoir are discussed in many-particle systems.
We introduce the boundary conditions with the injection rate and the momentum distribution of particles coming
from a particle reservoir in terms of the pressure and the temperature of the reservoir. It is shown that equilibrium
ideal gases and hard-disk systems with these boundary conditions reproduce statistical-mechanical properties
based on the corresponding grand canonical distributions. We also apply the stochastic boundary conditions to a
hard-disk model with a steady particle current escaping from a particle reservoir in an open tube, and discuss its
nonequilibrium properties such as a chemical potential dependence of the current and deviations from the local
equilibrium hypothesis.
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I. INTRODUCTION

Systems interacting with a thermal reservoir are frequently
used in descriptions of a variety of physical phenomena.
For such systems, the reservoir plays roles not only to
keep systems in an equilibrium state, but also to make
systems relax to an equilibrium state, and even to cause
nonequilibrium steady states by interactions with different
reservoirs. Depending on the type of reservoirs, various types
of thermodynamic quantities are kept to be fixed in the systems,
for example, a temperature (by the heat reservoir), a chemical
potential (by the particle reservoir), and a pressure. Because
of the importance of interactions with a thermal reservoir
in the foundation and applications of thermodynamics and
statistical mechanics, many effective dynamical approaches
to interactions with a thermal reservoir have been proposed,
such as the Langevin or the Fokker-Planck equations [1–3],
Hamiltonian dynamics with linear couplings with infinite
number of harmonic oscillators (e.g., the Caldeira-Leggett
model) [4,5], the deterministic thermostat dynamics (e.g., the
Nose-Hoover thermostat and the isokinetic thermostat) [6–11],
the Anderson thermostat [7,8,12], and the local Monte Carlo
method [13,14]. Many efforts have been done to check
justifications of these approaches as thermostats, via calcu-
lations of various statistical-mechanical properties such as
the ergodicity and momentum distributions, leading to their
improvements [8,10,11].

The stochastic boundary approach is a dynamical method
to take into account of effects of interactions with a ther-
mal reservoir as boundary conditions involving stochastic
processes. In this approach, for example, interactions of a
system with a thermal reservoir on a boundary S are described
by the boundary condition on S in which the momentum
distribution of particles coming from the boundary S is
given by the equilibrium distribution corresponding to the
temperature of the heat reservoir [15–20]. Systems with
such stochastic boundary conditions for interactions with a
single heat reservoir relax to an equilibrium state with the
temperature of the reservoir, and dissipations in the systems
occur on the boundary S. In systems with the stochastic
boundary conditions, some statistical-mechanical features,
such as consistencies with the kinetic theory [18,21], the
local equilibrium hypothesis [16,18,19], the specific heat [15],
and spatial energy distributions [20], have been investigated.

In the sense of using boundary conditions to describe in-
teractions with a thermal reservoir, the methods using the
master equation [21–23], numerical evaluations of boundary
conditions [24], or quantum scattering techniques [25–27],
etc., are also regarded as stochastic boundary approaches. An
advantage of these boundary methods is that in spite of de-
scribing interactions with a thermal reservoir, they do not need
to introduce explicitly degrees of freedom of particles inside
the reservoir. Moreover, these methods can be used to discuss
nonequilibrium properties and phenomena, such as Onsager’s
reciprocal relations [22], heat currents [15–19,22,23], electric
currents [25–27], and thermoelectric effects [27–29].

The principal aim of this paper is to discuss the stochastic
boundary conditions for many-particle systems coupled to a
particle reservoir with particle-particle interactions. In order
to describe effects of interactions with a particle reservoir, we
introduce the particle injection rate to the systems from the
reservoir via the boundary S with the pressure of the reservoir
which specifies a momentum transport via S, while the
momentum distribution of injected particles on S is given by
the equilibrium distribution corresponding to the temperature
of the reservoir. Since the pressure and the momentum
distribution of the injected particles on S are given by the
temperature T and the chemical potential μ of the particle
reservoir, our particle-injecting stochastic boundary (PISB)
conditions are specified by these thermodynamic quantities T

and μ as external parameters. This method gives a simple and
effective way of describing many-particle systems coupled to
a particle reservoir by boundary conditions, differently from
other reservoir-coupling approaches [13,14,30] including the
dynamics of particles inside a particle reservoir.

As applications of this PISB formulation to equilibrium
many-particle systems, we consider ideal gases and many-
hard-disk systems. Because of a simplicity of hard-core
interactions, hard-disk (or hard-sphere) systems, as typical
examples of many-particle systems with particle-particle
interactions, have been widely used to investigate statistical-
mechanical properties by numerical methods [31,32] and
analytical methods [33–36]. Since equilibrium statistical-
mechanical quantities not only of ideal gases but also of
many-hard-disk systems in low-density cases can be calculated
analytically based on the grand canonical distribution, we
use these systems to show that the systems with the PISB
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conditions can reproduce correctly equilibrium properties of
the systems coupled to a particle reservoir. Furthermore, we
apply the PISB method to particle-escape phenomena [37–40],
as a typical example of nonequilibrium phenomena. We
consider the systems in which hard disks escaping from a
particle reservoir into one end of a tube leave from another
end of the tube, and produce a steady particle current inside
the tube after a long time. By using the PISB approach, we
analyze statistical-mechanical properties of hard disks inside
the tube, such as a dependence of the current with respect
to the chemical potential of the reservoir, deviations from
local equilibrium behaviors, the particle density, and the local
pressure of the systems.

The outline of this paper is as follows. In Sec. II,
PISB conditions for interactions with a particle reservoir are
introduced in terms of the properties of particles injected from
the reservoir. In Sec. III, the PISB approach is checked by com-
paring various equilibrium statistical-mechanical quantities
calculated by using the PISB conditions in equilibrium ideal
gases and hard-disk systems, with those calculated analytically
based on their corresponding grand canonical distributions. In
Sec. IV, we apply the PISB method to nonequilibrium systems
which consist of hard disks with a steady particle current
inside a tube connected to a particle reservoir. In Sec. V, we
give conclusions and remarks, and also add discussions on
other approaches to grand canonical ensemble simulations and
nonequilibrium open systems in relation to the PISB approach.

II. STOCHASTIC BOUNDARY CONDITIONS FOR
SYSTEMS COUPLED WITH A PARTICLE RESERVOIR

A. Momentum distribution of particles injected
from a particle reservoir

We consider classical particle systems coupled to a particle
reservoir with a temperature T and a chemical potential μ.
Here, the coupling of such a system to a particle reservoir
allows particles to come from and to go to the reservoir via
the boundary S between the system and the reservoir. For
simplicity, we assume that the boundary S is flat with a
constant unit vector n on S, in which n is perpendicular to
S and is directed toward the system. Since particles inside the
reservoir are in an equilibrium state with the temperature T ,
the momentum probability density function f ( p) of injected
particles from the reservoir on the boundary S is given
by [15–19]

f ( p) = n · p
(2π )(d−1)/2(mkBT )(d+1)/2

exp

(
− | p|2

2mkBT

)
(1)

with Boltzmann’s constant kB , the mass m of each particle,
and the spatial dimension d of the system. Here, since p
is the momentum of a particle injected to the system, the
inequality n · p > 0 must be satisfied, i.e., n · p ∈ (0,+∞),
while other components of the momentum p except for n · p,
if any, can take any real value in (−∞,+∞). Equation (1)
comes from a count of the number of particles reaching the
boundary S per unit time from the particle reservoir whose
momentum distribution function is given by the Maxwell
momentum distribution function [41]. It may also be noted that
the momentum probability density function f ( p) of injected

particles on the boundary S is not the Maxwell momentum
distribution function itself [20].

B. Time interval distribution of particle injections
from a particle reservoir

In order to describe how particles are injected into the
system from the particle reservoir, we also have to specify
how frequently such injected particles reach the boundary
S between the system and the reservoir. We assume that
successive injections of particles are uncorrelated, and the
probability density function g(τ ) of time intervals τ (�0)
between two successive injections of particles via the boundary
S is of the form

g(τ ) = νe−ντ (2)

with a constant frequency ν as a positive coupling strength
between the system and the particle reservoir. The expo-
nential probability density function like in Eq. (2) is also
discussed in dynamics with couplings to a thermal reservoir in
Refs. [8,12,13].

By using Eqs. (1) and (2) for systems with the spatial di-
mension d � 2, we estimate the average momentum injection
P+ per unit area of the boundary S with the area S per unit
time as

P+ = n · p
τS

= ν

S

√
πmkBT

2
(3)

with n · p ≡ ∫ d p n · pf ( p) = √
πmkBT/2 and τ ≡ ∫ dτ

τg(τ ) = 1/ν. By introducing the average outgoing momentum
P− from the system per unit area of the boundary S per
unit time, the pressure P on the boundary S is given by
the magnitude of the total momentum transfer P+ − P−, i.e.,
P = |P+ − P−|. Using the fact that at equilibrium states the
average outgoing momentum P− should be given by −P+
as a balance between the injecting momenta and outgoing
momenta via the boundary S, the pressure P = Peq at an
equilibrium state should be given by

Peq = 2P+. (4)

Equations (3) and (4) lead to

ν = Peq(T ,μ)S√
2πmkBT

(5)

as the relation among the system-reservoir coupling strength
ν, the equilibrium pressure Peq, and the temperature T . Here,
we note that the equilibrium pressure Peq can be represented
as the pressure of the particle reservoir as a function of the
temperature T and the chemical potential μ: Peq = Peq(T ,μ),
based on the Gibbs-Duhem relation, so Eq. (5) is regarded as an
expression of the coupling strength ν as a function of T and μ.

III. EQUILIBRIUM PROPERTIES OF SYSTEMS
WITH THE PISB CONDITIONS

A. Ideal gases

As the first application of the PISB method discussed in
Sec. II, we consider two-dimensional ideal gases without any
potential energy inside the systems. This type of system is
chosen not only because of its simplicity, but also to show

012128-2



STOCHASTIC BOUNDARY APPROACHES TO MANY- . . . PHYSICAL REVIEW E 95, 012128 (2017)

that the thermalization can occur by the PISB conditions
themselves rather than by complex (chaotic) dynamics caused
by particle-particle interactions, etc.

1. Equilibrium properties of ideal gases based on the grand
canonical distribution

By the equilibrium statistical mechanics with the grand
canonical distribution, the grand potential J of the two-
dimensional ideal gases in an equilibrium state is given by

J = −2πmV eβμ

β2h2
(6)

with the spatial area V for particles to exist, the inverse
temperature β ≡ 1/(kBT ), and Planck’s constant h. [A brief
derivation of Eq. (6) from the corresponding grand canonical
distribution is shown in Sec. A 2 of the Appendix.] By the
grand potential (6) we obtain the pressure P = −∂J/∂V |T ,μ

and the average N = −∂J/∂μ|T ,V of the number of particles
as

P = 2πmeβμ

β2h2
, (7)

N = 2πmV eβμ

βh2
, (8)

respectively. By Eqs. (7) and (8) we obtain the equation of
state PV = NkBT for the ideal gases.

The grand potential J = J (T ,V,μ) as a function of T , V ,
and μ also leads to the equilibrium generation function G̃(z) of
the number N of particles as a function of z, which is defined
by the equilibrium average of zN , as

G̃(z) = exp

{
−β

[
J

(
T ,V,μ + ln z

β

)
− J (T ,V,μ)

]}
(9)

as shown in Sec. A 1 of the Appendix. Inserting Eq. (6) into (9)
we obtain

G̃(z) = eλ(z−1) (10)

with λ defined by

λ ≡ 2πmV eβμ

βh2
. (11)

The generation function (10) leads to the probability distri-
bution G(N ) of the number N of particles as the Poisson
distribution

G(N ) = 1

N !

dN G̃(z)

dzN

∣∣∣∣
z=0

= λN

N !
e−λ (12)

for the two-dimensional ideal gases. [Another derivation of
Eq. (12) is shown in Sec. A 2 of the Appendix.] From this
distribution we can also derive the average N = λ of the
number N of particles, i.e., Eq. (8).

By inserting Eq. (7) into (5) we obtain the system-reservoir
coupling strength ν for the ideal gases as

ν = Seβμ
√

2πm

β3/2h2
(13)

concretely. Particle injections from a particle reservoir in cases
without particle-particle interactions are also discussed in
Refs. [25–29].

2. Ideal gases with the PISB conditions

In order to apply the PISB method to the ideal gases
concretely, we further assume that the two-dimensional ideal
gases consist of point particles inside a square area with the
side length L, so V = L2 and S = L. We choose a single side
of this square as the boundaryS with the length L, and its other
three sides are simply hard walls with which particles collide
elastically. Particles are injected into the square area via the
boundaryS with the probability density function (2) of the time
intervals τ between two successive injections of particles with
the frequency (13), and with the momentum distribution (1).
Positions of such injected particles are chosen randomly and
uniformly on the boundary S. Any particle which reaches the
boundary S from the square area is removed immediately from
the systems. Here and hereafter, for two-dimensional models
with a flat boundary S we take the x axis as that perpendicular
to the boundary S, and the y axis along S.

For such square systems consisting of point particles, it
would be meaningful to show that the relation (13) among
the coupling strength ν, the temperature T , and the chemical
potential μ can also be derived from another argument. We
note that for the square systems consisting of point particles,
the average τ̃ of the time interval for a particle injected from
the reservoir at a point of the boundary S to return back to
S can be estimated by the average of 2L/(n · p/m), i.e.,
τ̃ = ∫ d p [2mL/(n · p)]f ( p) = L

√
2πmβ. With this time

interval τ̃ , the average N of the number of particles inside
the square systems could be estimated as the time interval τ̃

divided by the average time interval τ = 1/ν between two
successive injections of particles on S, namely,

N ≈ τ̃

τ
= Lν

√
2πmβ. (14)

By Eqs. (8), (14), and V/L = S we obtain Eq. (13) again.
Now, we discuss results of numerical calculations of equi-

librium quantities of the ideal gases with the PISB conditions,
and compare them with the corresponding analytical expres-
sions given in Sec. III A 1. For such numerical calculations, we
chose the parameter values as m = 1, h = 1, kBT = 1, and
L = 100, and used the data over the time interval T = 108 to
calculate various time-average quantities and distributions. We
took this time interval T after calculations of particle orbits at
an early stage, so that in the time interval T these quantities
and distributions can be regarded to be stationary in time,
supposing that the systems would be in equilibrium states.

In Fig. 1, we show the probability density functions Fx(px)
and Fy(py) of the components px and py of the particle
momentum (px,py), respectively, for the ideal gases with
the PISB conditions, for the chemical potentials μ = −7.74,

−7.26, and −6.74. [Here, the steps in these graphs of
Fx(px) and Fy(py) come from the momentum width in which
probabilities of the momentum components are calculated
discretely. We use this type of presentation for momentum
distributions in this paper.] The black thin line in Fig. 1 is
the corresponding Maxwell momentum distribution. In this
figure, all these probability density functions of the momentum
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FIG. 1. The probability density functions Fx(px) and Fy(py)
of the components px and py of the particle momentum (px,py),
respectively, in ideal gases with the PISB conditions, for the chemical
potentials μ = −7.74, −7.26, and −6.74. All these probability
density functions of the momentum components are almost indis-
tinguishable with each other. The black thin line is the corresponding
Maxwell momentum distribution. Here, and in all figures hereafter,
we use dimensionless units with m = 1, h = 1, and kBT = 1.

components are almost indistinguishable with each other, and
the probability density functions Fx(px) and Fy(py) almost
coincide with the Maxwell momentum distribution

Fx(p) = Fy(p) = 1√
2πmkBT

exp

(
− p2

2mkBT

)
, (15)

which is derived from the corresponding grand canonical
distribution and is independent of μ.

Concerning the fact that the Maxwell momentum distri-
bution (15) for particles inside the system is generated from
the momentum distribution (1) for injected particles on the
boundary S, one may notice that the probability density of
the momentum component px of particles injected from the
reservoir on the boundary S, given from Eq. (1), is small
for small absolute values of px , but injected particles with
such small absolute values of px stay for a long time inside
the square area, so that the probability density Fx(px) of
the momentum component px of particles is large for small
absolute values of px . Since the number of particles injected
from the reservoir on the boundary S with small absolute
values of px are small relatively, it could take a long time
for the Maxwell momentum distribution (15) for Fx(px) to be
realized for particles inside the square area, for some initial
conditions such as the one with no particle initially.

In Fig. 2, we show the probabilities G(N ) of the numbers
N of particles in the systems with the PISB conditions for
the chemical potentials μ = −7.74 (red solid line), −7.26
(blue dashed line), and μ − 6.74 (green dotted line). The
corresponding graphs of Eq. (12), given from the grand
canonical distribution of the ideal gases, are also shown in
this figure as the black thin lines, which show an excellent

FIG. 2. The probabilities G(N ) of the number N of particles
in ideal gases with the PISB conditions, for the chemical potentials
μ = −7.74 (red solid line), −7.26 (blue dashed line), and −6.74
(green dotted line). The Poisson distribution (12) is also shown as
the black thin line in each chemical potential case, which is almost
indistinguishable from the corresponding numerical results.

agreement with the ones calculated numerically by using
the PISB approach. This also suggests that Eq. (8) derived
from Eq. (12) is satisfied for the ideal gases with the PISB
conditions.

The pressure of the ideal gases can be calculated numeri-
cally as the absolute value of the time-average impulse which
particles give to a wall by their collisions per unit time and
per unit length of the wall. As such a wall for actual numerical
calculations of the pressure, we chose a wall perpendicular to
the boundary S. This wall was chosen to analyze the pressure
in the direction perpendicular to the one for the pressure from
which we introduced the system-reservoir coupling strength
ν as Eq. (5). In Fig. 3, we show such a pressure P of the
ideal gases with the PISB conditions as a function of the

FIG. 3. The pressure P of ideal gases with the PISB conditions
as a function of the chemical potential μ (red circles). The black
line is the pressure (7) based on the corresponding grand canonical
distribution.
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chemical potential μ (red circles). Here, the pressure (7)
calculated analytically by the corresponding grand canonical
distribution is also shown as the black line, and its values are
almost indistinguishable from the ones calculated numerically
by the PISB approach. The results shown in Figs. 2 and 3 also
suggest that the ideal gases in equilibrium states with the PISB
conditions satisfy the equation of state PV = NkBT .

B. Hard-disk systems

Now, we discuss applications of the PISB method to
systems consisting of hard disks, as an example of systems
with particle-particle interactions. For the hard-disk systems
discussed in this paper, we assume that there is not a potential
energy other than the one corresponding to the particle-particle
interactions inside the systems.

1. Equilibrium properties of hard-disk systems based
on the grand canonical distribution

In this paper, we use the grand potential J of the two-
dimensional equilibrium systems consisting of identical hard
disks with the radius r as

J = −2πmV

β2h2
eβμ

(
1 − 4π2r2m

βh2
eβμ

)
(16)

in low-density cases, as a function of the temperature
T [= 1/(kBβ)], the spatial area V , and the chemical potential
μ. Note that this grand potential J of hard-disk systems, which
is proportional to V , has an extensive property. A derivation of
Eq. (16) and specific conditions for it are discussed in Sec. A 4
of the Appendix, based on the corresponding grand canonical
distribution. The grand potential (16) leads to the pressure
P = −∂J/∂V |T ,μ, the average N = −∂J/∂μ|T ,V of num-
bers of particles, and the variance 〈(N − N )2〉 =
−β−1∂2J/∂μ2|T ,V of numbers of particles as

P = 2πm

β2h2
eβμ

(
1 − 4π2r2m

βh2
eβμ

)
, (17)

N = 2πmV

βh2
eβμ

(
1 − 8π2r2m

βh2
eβμ

)
, (18)

〈(N − N )2〉 = 2πmV

βh2
eβμ

(
1 − 16π2r2m

βh2
eβμ

)
, (19)

respectively. By Eqs. (17) and (18) we obtain the relation

NkBT

PV
≈ 1 − 2πr2 N

V
(20)

approximately, neglecting the terms including the order of r4,
leading van der Waal’s equation of state as P (V − 2πr2N ) ≈
NkBT for two-dimensional imperfect gases without any
attractive particle-particle interaction.

By Eqs. (5) and (17) the system-reservoir coupling strength
ν for the hard-disk systems is given by

ν = Seβμ
√

2πm

β3/2h2

(
1 − 4π2r2m

βh2
eβμ

)
(21)

concretely. Equation (21) means that the frequency ν in the
probability density function (2) of time intervals τ between

two successive injections of particles decreases as the particle
size πr2 increases.

2. Hard-disk systems with the PISB conditions

Now, we discuss statistical-mechanical properties of hard-
disk systems with the PISB conditions. We consider hard disks
with the radius r inside a rectangular area with the side lengths
Lx and Ly , and one of four sides of the rectangular area with
the side length Ly becomes the boundary S for disks to be
injected from a particle reservoir with the temperature T and
the chemical potential μ, while the other three sides are hard
walls. For such a system, we introduce the length S of the
boundary S and the spatial area V of the rectangular area as
them for the centers of particles to exist, so that they are given
by S = Ly − 2r and V = S(Lx − r) = (Lx − r)(Ly − 2r)
since the centers of particles cannot be closer to their hard
walls than the disk radius r . The centers of injected hard disks
with the momentum probability density function (1) and the
time-interval probability density function (2) appear randomly
on the boundary S as far as such injected hard disks are not
overlapped with other hard disks inside the system [42]. Any
hard disk whose center reaches the boundary S from the inside
of the system is removed immediately from the system.

We investigated numerically equilibrium quantities and dis-
tributions of the hard-disk systems with r=0.5, m=1, h=1,

kBT = 1, Lx = 100 + r , and Ly = 100 + 2r (so S = 100 and
V = S2) for various values of the chemical potential μ. For
these numerical calculations we used the data over the time
interval T = 108 in which these quantities and distributions
would be stationary in time. Our numerical results show that
the probability density functions Fx(px) and Fy(py) of the
components px and py of the particle momentum (px,py)
of the hard-disk systems, respectively, satisfy the Maxwell
momentum distributions (15). (A figure to show this point for
the hard-disk systems is quite similar to Fig. 1 for ideal gases,
so we omit to show such a figure explicitly in this paper.)

The main figure in Fig. 4 is the average number N of disks
(red circles) in the hard-disk systems with the PISB conditions,
as well as the graph of Eq. (18) (black solid line), as a function
of the chemical potential μ. Here, for a comparison, we also
show the graph of Eq. (8) for the corresponding ideal gases by
the blue dashed line. In low-density cases, a difference between
Eqs. (8) and (18) is small because of weak effects of disk-disk
collisions, so in the inset of Fig. 4 as a quantity to show such
collision effects explicitly we plot the deviation �N ≡ N −
N |r=0 (red circles) of the average number N from the one of the
corresponding ideal gas given by N |r=0 ≡ 2πmV eβμ/(βh2),
i.e., Eq. (8), as well as the graph of

�N = −16π3r2m2V

β2h4
e2βμ (22)

given from Eq. (18) (black solid line), as a function of μ.
Figure 4 shows that the average number N of disks in the
hard-disk systems with the PISB conditions almost coincide
with Eq. (18) based on the corresponding grand canonical
distribution for μ ∈ (−7.74, − 6.74).

In the main figure of Fig. 5 we show the variance
〈(N − N )2〉 of numbers of particles (red circles) as a function
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FIG. 4. The average number N of disks (red circles) in hard-disk
systems with the PISB conditions, as well as the graph of Eq. (18)
(black solid line), as a function of the chemical potential μ. Here,
the graph of Eq. (8) for the corresponding ideal gases is also shown
by the blue dashed line. Inset: the deviation �N ≡ N − N |r=0 (red
circles) of the average number N from its ideal-gas case, as well as
the graph of Eq. (22) (black solid line), as functions of μ.

of the chemical potential μ in the hard-disk systems with
the PISB conditions. Here, the graph of Eq. (19) (black solid
line), as well as the graph of the variance of numbers of
particles in the corresponding ideal-gas cases (blue dashed
line), both of which are given by the corresponding grand
canonical distributions, are also shown. The inset of this figure
is the deviation �ϒ ≡ 〈(N − N )2〉 − 〈(N − N )2〉|r=0 of the
variance of numbers of particles (red circles) from the one
of the corresponding ideal gas given by 〈(N − N )2〉|r=0 ≡

FIG. 5. The variance 〈(N − N )2〉 of numbers of particles (red
circles) as a function of the chemical potential μ in hard-disk systems
with the PISB conditions. Here, the graph of Eq. (19) (black solid
line), as well as the graph of the variance of numbers of particles in
the corresponding ideal-gas cases (blue dashed line), given from the
corresponding grand canonical distributions, are also shown. Inset:
the deviation �ϒ ≡ 〈(N − N )2〉 − 〈(N − N )2〉|r=0 (red circles) and
the graph of Eq. (23) (black solid line) as functions of μ.

FIG. 6. The pressure P of hard-disk systems with the PISB
conditions (red circles), and the graphs of Eq. (17) (black solid line)
and Eq. (7) (blue dashed line), as functions of the chemical potential
μ. Inset: the difference �P ≡ P − P |r=0 between the pressures P

and P |r=0 ≡ 2πmeβμ/(β2h2) (red circles), and the graph of Eq. (24)
(black solid line), as functions of μ.

2πmV eβμ/(βh2), as well as the graph of

�ϒ = −32π3r2m2V

β2h4
e2βμ = 2�N (23)

given from Eq. (19) (black solid line), as functions of μ.
Figure 5 shows that Eq. (19) based on the corresponding
grand canonical distribution gives a good approximation of
the variance 〈(N − N )2〉 of numbers of particles for the hard-
disk systems with the PISB conditions, although it slightly
underestimates the values of the quantity �ϒ . Actually, the
absolute values of all relative errors of the numerical values of
〈(N − N )2〉 in Fig. 5 from Eq. (19) are less than 1%.

We calculated the pressure P of the hard-disk systems as
the absolute value of the time-average impulse by particle
collisions with a wall perpendicular to the boundary S per unit
time and per unit length of the wall. Here, in order to calculate
impulses per unit length of the wall, we divide total impulses
by the effective side length Lx − r for the centers of disks
to exist in the x direction, not by the actual side length Lx .
The main figure of Fig. 6 is such a pressure P (red circles)
of the hard-disk systems with the PISB conditions, as well
as Eq. (17) (black solid line) and Eq. (7) (blue dashed line)
given from the corresponding grand canonical distributions, as
functions of the chemical potential μ. The difference �P ≡
P − P |r=0 between the pressures P and P |r=0 for a hard-disk
system and the corresponding ideal gas, respectively, is small
for the range of the chemical potential μ presented in the main
figure of Fig. 6, so we plotted this difference �P itself with
P |r=0 ≡ 2πmeβμ/(β2h2), i.e., Eq. (7), in the inset of Fig. 6, for
the hard-disk systems with the PISB conditions (red circles),
as well as the graph of

�P = −8π3r2m2

β3h4
e2βμ (24)

given from Eq. (17) (black solid line). These graphs show
that the pressure (17) by the corresponding grand canonical
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distribution is reproduced extremely well by the one of the
hard-disk systems with the PISB conditions discussed in
Sec. II. Our results in Figs. 4 and 6 also indicate that the
equation of state of the hard-disk systems with the PISB
conditions is given by Eq. (20), i.e., van der Waal’s equation
of state, in a good approximation, although we omit a figure
to show it explicitly in this paper.

IV. PARTICLE CURRENTS FROM
A PARTICLE RESERVOIR

In this section, we discuss an application of the PISB
method to nonequilibrium phenomena with particle currents.

A. Currents caused by hard disks escaping
from a particle reservoir

As simple nonequilibrium phenomena driven by a particle
reservoir, we consider currents of particles escaping from a
particle reservoir via a tube. The systems, which we consider
in this section, consist of hard disks with the radius r in an
open-end two-dimensional tube whose length and width are
Lx and Ly , respectively. An end of this tube (the end L) is
connected to a particle reservoir with the temperature T and
the chemical potential μ, and the comings and goings of hard
disks at this end as the boundary S are described as these in
Sec. III B 2 with the PISB conditions. Another end of this tube
(the end R) is open so that wherever the center of any hard
disk reaches this end, its hard disk is removed immediately
from the systems, and there is no particle injection from this
end into the systems. In such a system, some injected particles
from the reservoir can leave the system from the end R of the
tube, as escaping particles from the particle reservoir via the
tube, and a nonequilibrium steady state with a nonzero particle
current from the end L to the end R is realized after a long
time. A schematic illustration of this type of system is given
in Fig. 7. For later uses, we introduce the x axis directing from

FIG. 7. Hard disks with the radius r in an open-end tube with the
length Lx and the width Ly . The left end of the tube is connected
to a particle reservoir (gray region) with the temperature T and the
chemical potential μ via the boundary S, and the right end of the tube
is open. Hard disks injected from the particle reservoir can leave not
only from the left end, but also from the right end after moving inside
the tube.

FIG. 8. The particle current density J (red circles) of hard disks
in an open tube connected to a particle reservoir with the chemical
potential μ and the temperature T , and the injected current density
ν/Ly (black solid line) from the reservoir, as functions of μ. Inset: the
ratio JLy/ν between the particle current density J and the injected
current density ν/Ly as a function of μ.

the end L to the end R, and put the origin at a point in the end
L of the tube.

In this section, we analyze nonequilibrium statistical-
mechanical properties of the systems numerically with the pa-
rameter values of m = 1, h = 1, r = 0.5, Lx = 1000, Ly =
10 + 2r , and kBT = 1. Here, we use a long tube with
Lx 	 Ly so that many disk-disk collisions can occur inside
the tube. Disk-disk collisions allow some disks injected
from the reservoir to go back to the reservoir after moving
inside the tube, so they have an effect to suppress the particle
current from the end L to the end R.

In the main figure of Fig. 8 we show the particle current
density J from the end L to the end R as a function of
the chemical potential μ. Here, we calculated numerically
the current density J as J ≈ (N+ − N−)/(T Ly) with the
number N+ of injected disks from the particle reservoir and
the number N− of disks leaving for the particle reservoir
from the end L of the tube over the time interval T = 108 in
which the systems could be regarded as being in steady states.
In this figure, we also show the injected current density ν/Ly ≈
N+/(T Ly) from the particle reservoir as a comparison, so that
the difference J − ν/Ly gives the particle current density
leaving for the particle reservoir from the end L of the tube,
caused by disk-disk collisions. Figure 8 shows that not only
the injected current density ν/Ly given from Eq. (21), but
also the particle current density J itself is a monotonically
increasing function of the chemical potential μ in the region
of μ presented in this figure.

To discuss an effect of particle-particle interactions, we also
plot the ratio JLy/ν (as the quantity taking the value 1 for the
corresponding ideal-gas systems) between the particle current
density J and the injected current density ν/Ly as a function
of the chemical potential μ, in the inset of Fig. 8. This inset
suggests that the ratio JLy/ν is a monotonically decreasing
function of μ. This behavior of JLy/ν could be explained by
the fact that an increase of the chemical potential μ makes the
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number of disks (and the number of disk-disk collisions per
unit time) increase inside the tube, so that the probability for
a disk injected from the particle reservoir to return back to the
same reservoir also increases.

B. Statistical-mechanical properties of particles in escaping
currents from a particle reservoir

Now, we proceed to discuss statistical-mechanical proper-
ties of the systems consisting of hard disks escaping from
a particle reservoir via a tube. Since the systems are in
nonequilibrium states, various quantities of the systems de-
pend on spatial positions. To discuss those position-depending
properties of the systems, we introduce the region Wj inside
the tube as that satisfying the inequality (j − 1)�Lx � x <

j�Lx with �Lx ≡ Lx/η, and consider statistical-mechanical
properties of hard disks in each of the evenly divided regions
Wj of the tube, for j = 1,2, . . . ,η with η = 20.

We introduce the probability distribution functions F
(j )
x (px)

and F
(j )
y (px) of x components and y components of mo-

mentum vectors of hard disks in the region Wj , respectively,
for j = 1,2, . . . ,η, and discuss local momentum distributions
of hard disks in the tube by these probability distribution
functions in the case of μ = −6.74. In Fig. 9, we show
the probability density functions F (1)

x (px) (red solid line),
F

(η/2)
x (px) (blue dashed line), and F

(η)
x (px) (green dotted

line) for hard disks in the open tube connected to a particle
reservoir with the chemical potential μ and the temperature T .
For comparisons, we also plotted in this figure the Maxwell
momentum distribution Fx(px) (black thin dashed-dotted line)
given by Eq. (15) with the temperature T . We can easily see
in Fig. 9 that the peak positions of F

(j )
x (px), j = 1,η/2,η are

sifted to positive values from the zero value for Fx(px) because

FIG. 9. The probability density functions F (1)
x (px) (red solid line),

F (η/2)
x (px) (blue dashed line), and F (η)

x (px) (green dotted line) of
x components of momentum vectors of hard disks in the regions
W1, Wη/2, and Wη, respectively, in the model with hard disks in
an open tube connected to a particle reservoir with the chemical
potential μ and the temperature T . The corresponding Maxwell
momentum distribution Fx(px) with the temperature T , and the
Gaussian distribution function F̃ (η/2)

x (px) with the average and the
variance given from the data for F (η/2)

x (px) are also shown as the black
thin dashed-dotted line and the black thin dashed line, respectively.

of the escaping current of hard disks in the positive direction
of the x axis.

In Fig. 9, we can also recognize asymmetric shapes
in the peak region of F (1)

x (px) and in the tail regions
of F

(η)
x (px), meaning that the probability density func-

tion F (1)
x (px) [F (η)

x (px)] in the end area W1 (Wη) of the
tube is not a Gaussian distribution. On the other hand,
the probability density function F

(η/2)
x (px) in a middle

region Wη/2 of the tube looks to be symmetric. To dis-
cuss this point further, we plotted in Fig. 9 the Gaus-

sian distribution F̃
(η/2)
x (px) ≡

√
1/(2πς

(η/2)
x ) exp[−(px −

ζ
(η/2)
x )2/(2ς

(η/2)
x )] (black thin dashed line) with the average

ζ
(η/2)
x and the variance ς

(η/2)
x of px calculated numerically from

the data giving the function F
(η/2)
x (px). The function F̃

(η)
x (px)

fits well to the function F
(η/2)
x (px) in Fig. 9, implying that the

probability density function F
(η/2)
x (px) is well approximated

by a Gaussian distribution.
In Fig. 10, we show the graphs of the probability density

functions F (1)
y (py) (red solid line), F

(η/2)
y (py) (blue dashed

line), and F
(η)
y (py) (green dotted line) of y components of

momentum vectors of hard disks in the regions W1, Wη/2, and
Wη, respectively, in the model with hard disks in an open tube
connected to a particle reservoir. In this figure, the peak posi-
tions of the probability density functions F (1)

y (py), F
(η/2)
y (py),

and F
(η)
y (py) of y components of momentum vectors of hard

disks are at py = 0. Besides, the variances of py in them
are small for their positions far from the boundary S with
the particle reservoir with the chemical potential μ and the
temperature T . [For a comparison, the Maxwell momentum

FIG. 10. The probability density functions F (1)
y (py) (red solid

line), F (η/2)
y (py) (blue dashed line), and F (η)

y (py) (green dotted line)
of y components of momentum vectors of hard disks in the regions
W1, Wη/2, and Wη, respectively, in the model with hard disks in
an open tube connected to a particle reservoir with the chemical
potential μ and the temperature T . The corresponding Maxwell
momentum distribution Fy(py) with the temperature T is shown as
the black thin dashed-dotted line. The Gaussian distribution functions
F̃ (1)

y (px), F̃ (η/2)
y (px), and F̃ (η)

y (px) with the averages and the variances
given from the data for F (1)

x (px), F (η/2)
x (px), and F (η)

x (px) are also
shown as the black thin solid line, the black thin dashed line, and the
black thin dotted line, respectively.
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FIG. 11. The average 〈px〉(j ) (red solid line) and the variance
〈(px − 〈px〉(j ))2〉(j ) (blue dashed line) of the momentum component
px , and the average 〈py〉(j ) (green dotted line) and the variance 〈(py −
〈py〉(j ))2〉(j ) (purple dashed-dotted line) of the momentum component
py , in the region Wj for j = 1,2, . . . ,η as functions of x, in the model
with hard disks in an open tube connected to a particle reservoir.

distribution Fy(py) with the temperature T is also shown as the
black thin dashed-dotted line in Fig. 10. The variances of py

in the probability density functions F (1)
y (py), F

(η/2)
y (py), and

F
(η)
y (py) are smaller than that in Fy(py).] In Fig. 10, we also

show the Gaussian distribution functions F̃ (1)
y (px), F̃

(η/2)
y (px),

and F̃
(η)
y (px) with the averages and the variances given from

the data for F (1)
x (px), F

(η/2)
x (px), and F

(η)
x (px) as the black

thin solid line, the black thin dashed line, and the black thin
dotted line, respectively. The functions F̃ (1)

y (px),F̃ (η/2)
y (px),

and F̃
(η)
y (px) fit well to the corresponding probability density

functions F (1)
y (py), F

(η/2)
y (py), and F

(η)
y (py), respectively, sug-

gesting that the probability density functions of y components
of momentum vectors of hard disks are well described by
Gaussian distributions locally.

Now, we discuss the average 〈px〉(j ) and the variance
〈(px − 〈px〉(j ))2〉(j ) [the average 〈py〉(j ) and the variance
〈(py − 〈py〉(j ))2〉(j )] of the momentum component px (the
momentum component py) of hard disks in the region Wj

for j = 1,2, . . . ,η. In Fig. 11, we show the graphs of 〈px〉(j )

(red solid line), 〈(px − 〈px〉(j ))2〉(j ) (blue dashed line), 〈py〉(j )

(green dotted line), and 〈(py − 〈py〉(j ))2〉(j ) (purple dashed-
dotted line) as functions of x. {In this paper, any quantity
X(j ) defined in the region Wj for j = 1,2, . . . ,η is plotted
as a function of x so that it takes a constant value X(j ) in
x ∈ [(j − 1)�Lx,j�Lx) for each value of j.} It is shown
in this figure that the average 〈px〉(j ) of the momentum
component px increases as the position goes away from the
boundary with the particle reservoir, while the average 〈py〉(j )

of the momentum component py is zero at any position x.
It may be noted that for the ideal gases consisting of point

particles realized in the limit of r → +0 of the hard-disk
systems, the average px of the momentum component

px of particles inside the tube is given by px = ∫ +∞
0

dpxpx

√
2β/(πm) exp[−βp2

x/(2m)] = √
2mkBT/π , which

takes the value px ≈ 0.798 in the case of m = 1 and kBT = 1.
Figure 11 with this fact shows that the average momentum
〈px〉(j ) in the x direction is smaller than the value px near
the reservoir (for small x), and it is larger than px far
from the reservoir (for large x). This feature suggests that
averagely speaking, disks are accelerated in the x direction
by collisions with other disks injected from the particle
reservoir, although the average momentum 〈px〉(j ) near the
reservoir is smaller than that of the corresponding ideal
gas because there would be more number of disks moving
toward the boundary S by disk-disk collisions in regions
closer to S.

The variances of the momentum components also de-
pend on the x component of position inside the tube.
We discuss this property by using the quantities T

(j )
x and

T
(j )
y defined by T

(j )
x ≡ 〈(px − 〈px〉(j ))2〉(j )/(kBm) and T

(j )
y ≡

〈(py − 〈py〉(j ))2〉(j )/(kBm), for the variances of the momentum
components in the x and y directions, respectively. Here, the
quantity kBT

(j )
x /2 = 〈(px − 〈px〉(j ))2〉(j )/(2m) [kBT

(j )
y /2 =

〈(py − 〈py〉(j ))2〉(j )/(2m)] can be regarded as the average
kinetic energy in the x direction (the y direction) in the frame
moving with the average velocity of the particle current [with
the velocity (〈px〉(j )/m,〈py〉(j )/m) in the region Wj ], so we
call the quantity T

(j )
x (T (j )

y ) the “kinetic temperature” in the
x direction (the y direction) in this paper. With the kinetic
temperatures, the averages 〈p2

x/(2m)〉(j ) and 〈p2
y/(2m)〉(j ) of

the kinetic energy p2
x/(2m) and p2

y/(2m) in the region Wj

are given by 〈p2
x/(2m)〉(j ) = kBT

(j )
x /2 + 〈px〉(j )2/(2m) and

〈p2
y/(2m)〉(j ) = kBT

(j )
y /2 + 〈py〉(j )2/(2m), respectively.

In terms of these kinetic temperatures, Fig. 11 shows that
the kinetic temperature T

(j )
y in the y direction decreases as

the position goes away from the boundary S, and the kinetic
temperature T

(j )
x in the x direction is also a decreasing function

of x for large values of x. (It may be noted in Fig. 11 that
the kinetic temperature T

(j )
x is rather an increasing function

of x for the regions of W1 and W2 in which the average
〈px〉(j ) of the momentum component px is smaller than the
value of px .) These kinetic temperatures, especially T

(j )
x , are

lower than the temperature T of the particle reservoir, even in
the region W1 closest to the reservoir. This gap between the
temperatures T

(j )
x and T occurs even in the ideal-gas cases.

Actually, in the ideal gases realized in the limit of r → +0 of
the hard-disk systems, the corresponding kinetic temperature
Tx in the x direction is given by Tx = ∫ +∞

0 dpx(px − px)2
√

2β/(πm) exp[−βp2
x/(2m)]/(kBm) = [1 − (2/π )]T , which

is lower than the temperature T of the reservoir. In this case,
the inequality Tx < T indicates that the average kinetic energy
by particle movements in the x direction consists not only of
the energy kBTx/2 by the kinetic temperature, but also of
the energy p2

x/(2m) by the average particle current. It is also
important to notice the inequality kBT

(j )
y /2 > kBT

(j )
x /2 shown

in Fig. 11, suggesting violations of the equipartition law and
the local equilibrium hypothesis in the moving frame. This
feature would imply that values of the particle density are at
least not large enough (and there are not enough numbers of
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FIG. 12. The probability Gj (N ) of the number N of particles
in the region Wj for j = 1,2, . . . ,η as a function of N and x, in
the model with hard disks in an open tube connected to a particle
reservoir.

particle-particle collisions per unit time) to thermalize particles
in local regions.

We proceed to discuss local properties related to numbers
of disks in our nonequilibrium model for a particle current
escaping from a particle reservoir. In Fig. 12, we show the
graph of the probability Gj (N ) of the number N of particles
in the region Wj for j = 1,2, . . . ,η as a function of N and x.
This figure shows that the probabilities Gj (0) and Gj (1) are
increasing functions of x, while Gj (3),Gj (4), . . . ,Gj (7) are
decreasing functions of x. The average 〈N 〉(j ) and the variance
〈(N − 〈N 〉(j ))2〉(j ) of the number of particles calculated by
the probability Gj (N ) in the region Wj for j = 1,2, . . . ,η

are shown in Fig. 13 as functions of x. In this figure, we see
that the average and the variance of the number of particles
decrease as the position goes away from the boundary S.
Moreover, the value of 〈(N − 〈N 〉(j ))2〉(j ) is smaller than that
of 〈N 〉(j ) for any region of Wj in this figure, meaning that
the probability Gj (N ) of the number N of particles is not a
Poisson distribution (with the average equal to the variance)
locally in space.

We calculate the pressure P (j ) as the absolute value of the
time-average impulse by particle collisions with a wall of the

FIG. 13. The average 〈N 〉(j ) (red solid line) and the variance
〈(N − 〈N 〉(j ))2〉(j ) (blue dashed line) of the number N of particles in
the region Wj for j = 1,2, . . . ,η as functions of x, in the model with
hard disks in an open tube connected to a particle reservoir.

FIG. 14. The pressure P (j ) on the wall of the region Wj of the
tube for j = 1,2, . . . ,η as a function of x, in the model with hard
disks in an open tube connected to a particle reservoir.

region Wj of the tube per unit time and per unit length of
the wall for j = 1,2, . . . ,η, and show them in Fig. 14 as a
function of x. It is shown in this figure that the pressure on
the wall of the tube decreases as the position goes away from
the boundary S. Especially, the pressure P (η) near the end R
of the tube can be less than half as much as the pressure P (1)

near the end L as the boundary S, and this decrease ratio of
the pressure P (j ) from the left end L to the right end R of the
tube is larger than that of the locally average number 〈N 〉(j )

of particles shown in Fig. 13.
In low-density cases, the average number density of parti-

cles moving to the negative x direction is much smaller than
that of particles moving to the opposite direction inside the tube
because the right end of the tube is open, while particles inside
the particle reservoir should move in these both directions with
the same probability. This implies that the particle number
density inside the tube, as well as the pressure on walls of the
tube, are much smaller than those inside the particle reservoir,
even in a region close to the reservoir. For example, in the limit
of r → +0, i.e., in ideal-gas cases, there is no particle moving
to the negative x direction inside the tube, so that the particle
number density and the pressure by particles inside the tube are
half as much as those inside the reservoir. Moreover, in such
ideal-gas cases, the local momentum probability distributions,
the local particle-number density, and the local pressure, etc.,
are independent of x. In this sense, x dependencies of local
quantities such as F

(j )
x (px), F

(j )
y (py), 〈N 〉(j ), and P (j ) in the

cases of r > 0, as shown in this Sec. IV B, appear by the
particle-particle interactions.

V. CONCLUSIONS AND REMARKS

In this paper, we discussed particle-injecting stochastic
boundary (PISB) conditions for systems coupled to a particle
reservoir with the temperature T and the chemical potential μ.
In order to describe states of particles injected from a particle
reservoir, we imposed the boundary condition that particles
injected from the particle reservoir via the boundary S have
the momentum distribution function (1) produced by particles
with the Maxwell momentum distribution function (15) with
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the temperature T . We also assumed that particle injections
occur on the boundary S stochastically so that the probability
distribution function of time interval between two successive
injections of particles via the boundary S is given by the
exponential function (2). Furthermore, we took into account
that the average momentum transfer on the boundary S by
injected particles or leaving particles via S is given from
the pressure in an equilibrium state with the temperature T

and the chemical potential μ by Eqs. (3) and (4), leading
to the direct connection (5) between the frequency of the
distribution (2) and the pressure of the particle reservoir. Based
on these arguments, we constructed the PISB conditions with
the external parameters T and μ in many-particle systems.

In order to check the accuracy of the PISB method, we
applied it to two different systems whose equilibrium quan-
tities can be calculated analytically based on grand canonical
distributions: two-dimensional ideal gases and low-density
hard-disk systems. We showed that in these equilibrium
systems with the PISB conditions the numerical results for
the momentum distribution functions Fx(px) and Fy(py),
the average number N of particles, the pressure P , and so
on, almost coincide with those calculated analytically from
the corresponding grand canonical distributions. The well-
known equilibrium equations of state PV = NkBT for ideal
gases and P (V − 2πr2N ) ≈ NkBT for low-density hard-disk
systems were also shown numerically by the PISB method.

The PISB method can be used to investigate equilibrium
states described by grand canonical distributions, so it would
be meaningful to mention its relations with other methods
to produce grand canonical ensembles. One of the numer-
ical methods for grand canonical ensembles is the grand
canonical Monte Carlo method, in which creations, motions,
and destructions of particles are imposed inside investigated
systems [7,8,31]. Another example is the grand molecular
dynamics method with extended Lagrangian or Hamiltonian
dynamics, including a variable governing the dynamics of
variation of number of particles [6]. These methods are
proposed to produce grand canonical ensembles in terms of
a temperature and a chemical potential, but physical meanings
of the dynamics themselves appearing in these methods are
unclear. In contrast to these methods, the PISB approach uses
the Hamiltonian dynamics for particles inside investigated
systems, so that it allows to discuss, not only equilibrium states,
but also the dynamical processes such as relaxation processes
to an equilibrium state or an nonequilibrium steady state.

An advantage of using stochastic boundary conditions for
the systems coupled to thermal reservoirs is their applicability
to nonequilibrium steady-state phenomena. To show this
feature in the PISB method, in this paper we applied this
method to a nonequilibrium model with a particle current
escaping from a particle reservoir in an open tube. In this
model, hard disks can leave from the tube, not only via
the boundary S located at an end of the tube, but also via
another end of the tube with an open boundary condition, and
a steady particle current escaping from the particle reservoir
to the open boundary of the tube is sustained after a long
time. We discussed statistical-mechanical properties of various
quantities in this nonequilibrium model, such as the particle
current density as a function of the chemical potential μ, the
probability density functions of momentum components of

particles, and the particle number density and the pressure as
functions of the spatial position in the direction parallel to the
tube. Many local quantities in this model depend on the spatial
position in the tube, differently from equilibrium states, and
this model also shows deviations from properties based on the
local equilibrium hypothesis.

Particle injections have been widely used to investigate
dynamical properties of open systems, known as scattering
theoretical approaches. In condensed matter physics, for ex-
ample, transmission probabilities of injected particles through
systems, calculated by the quantum scattering theory, are
related to conductivities of the systems [25–27]. In another
example, the chaotic systems (e.g., the Lorentz gas model
and the multi-baker map model) with the boundary conditions
by uniform injecting particle fluxes are considered to discuss
nonequilibrium steady states [44]. In such open chaotic
systems, nonequilibrium invariant measures are introduced, so
that some thermodynamical properties, such as Fick’s law and
the entropy production, can be discussed. Generalizations of
these arguments by using the PISB conditions including effects
of particle-particle interactions and thermodynamic external
parameters would be interesting future problems.

Since the PISB method was applied to ideal gases and hard-
disk systems in this paper, now we remark on its applications
to other systems such as the systems with soft potentials. In
contrast to the hard-disk systems in which particle orbits are in-
variant to a scale change of the total kinetic energy, particle sys-
tems with soft potentials do not have such a scale invariance of
energy and would show much variety of statistical-mechanical
properties. Soft potentials also allow us to investigate various
types of particles, for example, point particles interacting by
the Lennard-Jones potentials [15,16,18,19] or molecules [30],
for systems coupled to thermal reservoirs. For applications
of the PISB method to such soft-potential systems, first, we
note that the momentum distribution (1) of injected particles
from a reservoir, as one of the PISB conditions, should be
applicable to soft-potential systems because the equilibrium
momentum distribution in Newtonian mechanical systems
with Hamiltonians represented as the sum of a kinetic energy
and a potential energy [as in Eq. (A1)] is given by the Maxwell
momentum distribution, independent of the form of potential
energy. Actually, the stochastic boundary conditions, in which
particles are reflected on a boundary with a coupled heat reser-
voir by the momentum distribution (1) with the temperature T

of the heat reservoir, were discussed in many-particle systems
with two-body interactions by the Lennard-Jones poten-
tials [15,16,18,19]. Second, the time-interval distribution (2) of
successive particle injections with the injection frequency (5)
would also be applicable to soft-potential systems, as far
as successive injections of particles can be regarded to be
uncorrelated. On the other hand, the PISB approach in soft-
potential systems would require to determine stochastically
positions of injected particles on the boundary with a coupled
reservoir by the equilibrium position distribution based on the
soft potential, so that particles are injected from the reservoir
more likely at positions with lower potential energies.

It is important to note that the chemical potential μ in the
PISB conditions is introduced via the μ dependence of the
pressure of the particle reservoir, as represented in Eq. (5).
For ideal gases, the analytical form of the pressure as a

012128-11



TOORU TANIGUCHI AND SHIN-ICHI SAWADA PHYSICAL REVIEW E 95, 012128 (2017)

function of the temperature T and the chemical potential μ

is given by Eq. (7), and such a pressure for hard-disk systems
is given by Eq. (17) in low-density cases. However, even in
low-density hard-disk cases, there is still a problem to clarify
how wide range of values of the chemical potential μ and
the temperature T the form (7) of the pressure is applicable
to. In the numerical calculations whose results were shown
in this paper, we restricted values of the chemical potential
μ to those satisfying the inequality (A18), but it is only the
restriction of μ in the derivation of Eq. (17) shown in Sec. A 3
of the Appendix. It would also be interesting to investigate
statistical-mechanical properties of many-particle systems in
high-density cases, with the PISB conditions expressed by
their pressures. Although pressures of many-particle systems
in high-density cases have already been discussed by using
canonical distributions [33–36], it may be noted that in order to
use pressures in the PISB conditions they need to be expressed
as functions of T and μ based on grand canonical distributions.

In the PISB method applied to hard-disk systems, we
assumed in this paper that particles are injected randomly via
the boundary S from a particle reservoir, and there is not a
spatial correlation between particles entering to the systems via
the boundary S and other particles inside the systems, except
for the condition in which any injected disk does not overlap
with other disks. However, spatial correlations of particles by
particle-particle interactions would not be negligible in the
cases of high-density particles. These correlations could occur
in many-particle systems, not only with hard-disk interactions,
but also with soft-core interactions. The formulations of PISB
conditions with effects of such spatial correlations in the high-
density cases remain as interesting but unsettled problems.
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APPENDIX: EQUILIBRIUM STATISTICAL MECHANICS
OF MANY-PARTICLE SYSTEMS BASED ON GRAND

CANONICAL DISTRIBUTIONS

In this appendix, we discuss the analytical expressions
of statistical-mechanical quantities of equilibrium systems
coupled to a particle reservoir, which are used in the main
text of this paper, based on grand canonical distributions.

1. Equilibrium systems coupled to a particle reservoir

We consider d-dimensional systems described by the
Hamiltonian

HN (�N ) = |pN |2
2m

+ U (qN ) (A1)

forN identical particles as a function of the phase-space vector
�N = (qN , pN ), where qN and pN are the position vector
and the momentum vector of the N number of particles,
respectively, m is the mass of each particle, and U (qN ) is
the potential energy as a function of qN . The grand partition
function of the systems in an equilibrium state with the
temperature T and the chemical potential μ is represented
as


 =
+∞∑
N=0

�N eβμN (A2)

with the partition function �N of N particles, which is given
by �0 = 1 for N = 0 and

�N =
∫

d�N
hdNN !

e−βHN (�N )

= 1

N !

[(
2πm

βh2

)d/2

Vd

]N(
1 + AN

V N
d

)
(A3)

for N = 1,2, . . . , with the volume Vd of the spatial area for
particles to exist. Here, the quantity AN is defined by A0 ≡ 0
for N = 0 and

AN ≡
∫

dqN [e−βUN (qN ) − 1] (A4)

for N = 1,2, . . . , and includes effects of the potential energy
UN (qN ) in the grand partition function 
. By Eqs. (A1), (A2),
and (A3) we obtain


 =
+∞∑
N=0

1

N !

[(
2πm

βh2

)d/2

Vd eβμ

]N(
1 + AN

V N
d

)
. (A5)

With the grand partition function 
, the grand potential J

is represented as J = −β−1 ln 
, which leads to the entropy
S = −∂J/∂T |Vd ,μ, the pressure P = −∂J/∂Vd |T ,μ, and the
average N = −∂J/∂μ|T ,Vd

of the number N of particles,
based on the first law of thermodynamics dJ = −SdT −
PdVd − Ndμ.

Using the grand partition function 
, the grand canonical
distribution is represented as 
−1 exp{−β[HN (�N ) − μN ]}.
For the following arguments, for any quantity X in the systems
coupled to a particle reservoir we use the notation 〈X〉 for
the average of the quantity X based on this grand canonical
distribution. By using the grand partition function 
 or the
grand potential J = J (T ,Vd,μ) as a function of T , Vd , and μ,
the generation function G̃(z) of the number N of particles is
represented as

G̃(z) ≡ 〈zN 〉 = 〈eN ln z〉

= 
−1
+∞∑
N=0

∫
d�N

hdNN !
exp

{
−β

[
HN (�N ) −

(
μ + ln z

β

)
N
]}

= 
|μ→μ+β−1 ln z



= exp

{
−β

[
J

(
T ,Vd,μ + ln z

β

)
− J (T ,Vd,μ)

]}
. (A6)

012128-12



STOCHASTIC BOUNDARY APPROACHES TO MANY- . . . PHYSICAL REVIEW E 95, 012128 (2017)

We obtain Eq. (9) as Eq. (A6) in the case of d = 2 and
V2 = V . By this generation function G̃(z), the probability
distribution G(N ) of the number N of particles is given from
G(N ) = (1/N !)dN G̃(z)/dzN |z=0 because of the relation
G̃(z) =∑+∞

N=0 G(N )zN . It may be noted that the probability
distribution G(N ) of the number N of particles is also given
by

G(N ) =
+∞∑
K=0

∫
d�N

hdKK!
δKN
−1 exp {−β[HK (�K ) − μK]}

= �N



eβμN (A7)

directly from the grand canonical distribution [35].

2. Ideal gases

We consider the case of ideal gases with no potential energy
UN (qN ) = 0. In this case, we obtain AN = 0 in Eq. (A4),
leading to the grand partition function (A5) as


 = exp

[(
2πm

βh2

)d/2

Vd eβμ

]
. (A8)

By Eq. (A8) we obtain the grand potential (6) in the case of
d = 2 and V2 = V . (See Ref. [45] for the grand potential of
ideal gases in the case of d = 3.)

Noting that by Eqs. (A3) and (A8) the partition function
�N and the grand partition function 
 satisfy the relations
�N exp(βμN ) = λN

d /N ! and 
 = exp(λd ), respectively,

with λd defined by

λd ≡
(

2πm

βh2

)d/2

Vd eβμ (A9)

[so λ = λ2 for λ given in Eq. (11)], Eq. (A7) leads to Eq. (12)
for the two-dimensional ideal gases.

3. Particle systems with weak interactions

Now, we consider systems with weak two-body inter-
actions. We assume that the potential energy UN (qN ) is
represented as UN (qN ) = 0 for N = 0,1 and

UN (qN ) =
N∑

j=1

N∑
k=1

(j>k)

u
(∣∣q(j ) − q(k)

∣∣) (A10)

for N = 2,3, . . . with a function u(x) of a single variable
x, where q(j ) is the d-dimensional position vector of the
j th particle for j = 1,2, . . . ,N so qN = (q(1),q(2), . . . ,q(N )).
Here, the quantity u(|q(j ) − q(k)|) is the potential energy by
the interaction between the j th particle and the kth particle,
depending only on the distance |q(j ) − q(k)| between these two
particles, for j �= k, j = 1,2, . . . ,N and k = 1,2, . . . ,N .

We also assume that particle densities of the systems are
so low that any simultaneous interaction involving more than
three particles is negligible. Under this assumption, and by
using the potential energy UN (qN ) defined by UN (qN ) = 0
for N = 0,1 and Eq. (A10) for N = 2,3, . . . , the quantity AN
defined by A0 = 0 for N = 0 and Eq. (A4) for N = 1,2, . . .

is given by AN = 0 for N = 0,1 and is approximated by

AN =
∫

dqN

⎧⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣

N∏
j=1

N∏
k=1

(j>k)

exp
[−βu

(∣∣q(j ) − q(k)
∣∣)]
⎤
⎥⎥⎦− 1

⎫⎪⎪⎬
⎪⎪⎭

≈ N (N − 1)

2
V N−2

d

∫
dq(j )

∫
dq(k)

{
exp

[−βu
(∣∣q(j ) − q(k)

∣∣)]− 1
}

≈ N (N − 1)

2
V N−1

d

∫
dx(j,k)

{
exp

[−βu
(∣∣x(j,k)

∣∣)]− 1
}

= −N (N − 1)V N−1
d B (A11)

for N = 2,3, . . . , with B defined by

B ≡ 1

2

∫
dx [1 − e−βu(|x)|)] (A12)

as a parameter describing a magnitude of particle-particle
interactions. Here, the factor N (N − 1)/2 is the number
of particle pairs chosen from N particles, and we intro-
duced x(j,k) by x(j,k) ≡ q(j ) − q(k), and approximated

∫
d y as∫

d y ≈ Vd for y ≡ (q(j ) + q(k))/2. The same approximation
as that used to obtain Eq. (A11) is also used to describe
nonideal gases based on the canonical distribution [46,47].
By using the approximation (A11) and λd defined by
Eq. (A9), the grand partition function (A5) is represented

as


 ≈
+∞∑
N=0

λN
d

N !
− B

Vd

+∞∑
N=2

λN
d

(N − 2)!
(A13)

approximately.
We further assume that particle-particle interactions are so

weak that for the quantity defined by

C ≡ Bλd

Vd

= B

(
2πm

βh2

)d/2

eβμ, (A14)

the condition

|C| � 1 (A15)
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is satisfied. Under the condition (A15), the grand partition
function (A13) is given approximately by


 ≈
+∞∑
N=0

λN
d

N !
− B

Vd

+∞∑
N=1

λN+1
d

(N − 1)!

= 1 +
+∞∑
N=1

(1 − NC)
λN

d

N !

≈ 1 +
+∞∑
N=1

(1 − C)N
λN

d

N !

= eλd (1−C), (A16)

where we used the approximation (1 − C)N ≈ 1 − NC for
any integer N under the condition (A15). It may be noted that
Eq. (A13) can also be transformed as


 ≈
+∞∑
N=0

λN
d

N !
− B

Vd

+∞∑
N=0

λN+2
d

N !

=
(

1 − Bλ2
d

Vd

)
eλd , (A17)

suggesting the necessary condition

Bλ2
d

Vd

= VdC
2

B
= λdC

= BVd

(
2πm

βh2

)d

e2βμ < 1 (A18)

for the derivation of Eq. (A17) because of the positivity 
 > 0
of the grand partition function 
.

By the grand partition function (A16) and Eqs. (A9)
and (A14), the grand potential J = −β−1 ln 
 is represented
by

J ≈ −β−1λd (1 − C)

= −
(

2πm

h2

)d/2
Vd eβμ

β1+(d/2)

[
1 − B

(
2πm

βh2

)d/2

eβμ

]
(A19)

approximately.

4. Hard disks with a low density

For two-dimensional systems consisting of hard disks with
the radius r , the potential energy u(x) for two-disk interactions
is expressed as

u(x) =
{+∞ for x < 2r,

0 for x > 2r.
(A20)

For this potential with d = 2, the quantity (A12) is given by

B = 1

2

∫ +∞

0
dR

∫ 2π

0
dθ R[1 − e−βu(R)]

= 2πr2, (A21)

so that the quantity B is twice as large as the area of the disk.
Inserting Eqs. (A21), d = 2, and V2 = V into Eq. (A19) we
obtain the grand potential (16) for the hard-disk systems in
low-density cases.
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