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Characterization of base roughness for granular chute flows
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Base roughness plays an important role in the dynamics of granular flows but is still poorly understood due to
the difficulty of its quantification. For a bumpy base made of spheres, at least two factors should be considered
in order to characterize its geometric roughness, namely, the size ratio of flow to base particles and the packing
arrangement of base particles. In this paper, we propose an alternative definition of base roughness, Ra , as a
function of both the size ratio and the distribution of base particles. This definition is generalized for random
and regular packings of multilayered spheres. The range of possible values of Ra is presented, and optimal
arrangements for maximizing base roughness are studied. Our definition is applied to granular chute flows in
both two- and three-dimensional configurations, and is shown to successfully predict whether slip occurs at the
base. A transition is observed from slip to nonslip conditions as Ra increases. Critical values of Ra are identified
for the construction of a nonslip base at various angles of inclination.
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I. BACKGROUND

The dense flow of granular materials has been studied in
various configurations, including plane shear, annular shear,
chute flows, heap flows, and surface avalanches in rotating
drums [1–3]. These configurations result in either confined
flows with one or more moving boundaries, or free surface
flows supported by at least one substrate or base. Extensive
experimental and numerical studies have illustrated the pro-
found impact of the boundary conditions on the overall flow
behavior in both two-dimensional (2D) and three-dimensional
(3D) situations [2,4–25]. For instance, Pouliquen [12] found
that base roughness is the key to the minimum thickness
necessary to sustain a steady flow at a given inclination, and
proposed a scaling law correlating this thickness with the mean
flow velocity.

Unless otherwise required (e.g., frictionless side walls
in [2,26,27]), nonslip condition is presumed in many stud-
ies [1,3,12,16,28–41]. This imposes zero velocity at the
stationary base in chute flows and prohibits sliding at the
moving walls in plane or annular shear flows. There are several
arguments supporting the imposition of nonslip conditions. In
industries, a sufficiently rough base (e.g., a conveyor belt) can
maximize the transport of materials and facilitate the control
of flow type [14]. By contrast, the failure of persisting nonslip
condition may give rise to poorly developed shear flows,
such as plug flows on frictional but planar bases [14], and
inefficient energy transfer from the rotating apparatus to the
flowing granular materials [24]. From the theoretical point of
view, nonslip is the simplest scenario in solving the boundary
value problem of granular flow modeling. It is also the most
common case in geophysical situations, and is therefore widely
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adopted in the mathematical models of landslides [38,42],
debris flows [43], and the segregation in shallow granular
avalanches [33,44].

To achieve the nonslip base condition in physical experi-
ments, a rough substratum is usually constructed by gluing
a layer of randomly packed particles [1,12,24,31,34]. The
validity of nonslip conditions may be influenced by the packing
density of such particles and the deviations of their size that
may occur during the manufacturing process. In numerical
simulations, a layer of equal-sized spheres can be fixed beneath
the flow to serve as the bumpy base [2,14,28,35,40,45,46].
Several arrangements of base particles have been studied [14]
and it is found that neither quasiordered nor perfect-ordered
bases can ensure nonslip condition. In contrast, a sufficiently
rough base can be obtained with random packing that is
associated with irregular bumps and interparticle spaces. In
some studies of monodisperse flows, the size and distribution
of base particles are set to be identical with a random
layer of the flowing particles [28,45]. Alternatively, one can
increase base roughness by fixing larger particles on the
substrate [15,19–22,24].

Despite these empirical instructions on the construction of a
rough base, the quantitative representation of base roughness
remains rarely discussed [4–10,15]. Inspiring works on the
topic include [7], where a mathematical model is developed
for the 2D motion of a single bead on a rough inclined
line, and [15], which theoretically investigates the angle of
stability of a single particle on a rough plane. In both studies,
different base constructions (i.e., spacing or packing) and
size ratios between base particles and flow particles are
considered. These indicate the possibility of defining base
roughness as a function of size ratio and spacing. Such a
definition would be particularly useful to better understand
boundary effects in granular flows (e.g., [7,8,12,14,15,21,24])
and size segregation in bidisperse chute flows [40,46,47].
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In the latter case, size segregation will lead to variations of
relative base roughness, which affects the flow kinetics [40,46].
Meanwhile, crystallization may occur upon basal sliding, and
the development of segregation may be affected [40].

In this work, basal effects in chute flows are further
illustrated in Sec. II, following a brief description of the
studied scenarios and the adopted numerical scheme for the
current work. To characterize base roughness in a quantitative
manner, an alternatively defined indicator is presented in
Sec. III, including its definition, generalization to multilayer
situations, and range of possible values. Phase diagrams have
been constructed using the new definition for both 2D and
3D configurations. The phase diagrams can predict the slip
and nonslip basal condition at a wide range of inclinations,
according to the size ratio and packing of particles. Section IV
discusses a few practical key points regarding the application
of our indicator, including a simplified definition of base
roughness that considers the packing density of base layers,
and the effect of packing orientation on base roughness.

II. BASAL CONDITION IN CHUTE FLOWS

A. Case setup

Chute flow is an experimental paradigm of natural land-
slides and avalanches (Fig. 1). As a flow of granular material
is continuously fed through a gate with controlled opening, a
steady uniform flow of the desired thickness, H, is developed at
a given inclination, θ . The steady, fully developed (SFD) state
is reached when the flow thickness, mass flow rate, and thus
kinetic energy are not varying in time in the flow direction [2].
In the SFD state, the velocity profile typically obeys Bagnold’s
scaling and shear stress is proportional to the square of shear
rate [12,28]. The side-wall effect is negligible if the chute is
sufficiently wide, in which case the experimental setup can be
simplified to a periodic sample, as adopted in many numerical
simulations [28,35].

The presented numerical simulations are performed using
the discrete element method (DEM). As shown in Fig. 1,
periodic boundaries are imposed in the flow (x) and vorticity
(z) directions, while a rough base is formed normal to the y
direction. The sample is free of constraint at the top. Spherical
particles are randomly poured into the sample box under
gravity, and contact properties are tuned to achieve a close
packing (packing density ∼0.6). After the sample is generated,
gravity is tilted to a designed inclination, θ . The inclination
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FIG. 1. Case setup. (a) Chute flow in experiments; (b) 3D and (c)
2D periodic elements in DEM.

is set close to the upper limit of SFD flows [2]; i.e., θ = 30◦.
In addition, several different inclinations are also presented in
later sections for a more universal characterization of slip and
nonslip conditions.

The flow particles have diameter dp = 0.005 m, with sam-
ple length L = 30dp, width W = 10dp, and height H = 40dp.
The sample dimensions are chosen to strike a balance between
eliminating boundary effects and maximizing computational
efficiency. Mechanical properties of the particles include
ρ = 2500 kg/m3, Young’s modulus E = 5 MPa, and Poisson’s
ratio ν = 0.35. The contact force is calculated using the Hertz
model [24,28], with normal damping given by γn = ln(e)/�t ,
where e is the coefficient of restitution and �t the collision
time. No tangential damping is considered. The tangential
force is calculated following Coulomb friction criterion, with
|Ft | � |μFn|, where μ is the coefficient of friction, and Fn and
Ft are normal and tangential contact forces, respectively. In the
Hertz model, the tangential force is regularized at zero sliding
velocity, i.e., Ft = ktδt , in which δt is tangential overlap;
the tangential stiffness kt is a nonlinear function of normal
overlap (δn) and material properties including E and ν [28].
In the present study, the typical value of �t is 10–5s, which
ensures numerical stability. Since the focus of the current study
is placed on the geometric roughness instead of mechanical
properties, e = 0.5 and μ = 0.5 are consistently adopted in
subsequent analyses.

B. Base generation

A variety of particle sizes and generation strategies are
adopted (Table I). Main controlling variables are defined as
follows: The size ratio between flow particles (dp) and base
particles (d) is denoted by � = dp/d, while the (mean) spacing
measured over a layer is noted as εd [5]. Notations can be found
in the magnified schematics in Fig. 1(a). Some equivalent
expressions of ε are the packing density of a layer, η, and
compactness, c, which is the ratio of the area occupied by the
projection of spheres within a layer to the surface area of the
layer [15]. It can be derived that for a layer with all centroids
coplanar, η = (2/3)c. A base can comprise multiple layers, in
which case the packing density of its surface layer is denoted
by ηs . The total thickness of a base is Hb, which measures the
height of the bounding box of all base particles.

In Sets 1–6, different bases are generated by specifying
Hb/d = 1.0–2.0. If y = 0 is defined as the top surface of a
base, the generation procedure begins by firstly placing a wall
at y = –Hb, then pouring base particles onto the (bottom) wall,
and finally trimming particles beyond y = 0. By varying Hb/d,
surfaces with different distributions of bumps are produced on
top of a dense layer (Fig. 2). In Set 7, a different strategy
is used to generate the base for � = 1.0, in which a layer
of particles with different packing densities, η = 0.2–0.6, is
randomly generated. By either approach (Sets 1–6 or Set 7),
a random interparticle spacing is achieved, which provides
different roughness in subsequent analyses. Figure 2 shows
some typical base constructions for � = 1.0.

Other types of bases, i.e., flat plane (Set 9), and generation
approaches, i.e., ordered packing (Set 8), are also presented
for reference. Only monolayer, ordered bases are considered
for 2D simulations (Set 11).
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TABLE I. Major simulations performed.

Set 2D/3D � θ (deg) Base generation Sketch

1 3D 0.4 30 −
2 3D 0.5 30 −
3 3D 0.67 30 Random: Hb/d = 1.0, 1.2, 1.4, 1.6, 1.7, 1.8, 1.9, 2.0 −
4 3D 1.0 30 Figs. 2(a)–2(c)
5 3D 1.25 30 −
6 3D 2.0 30 −
7 3D 1.0 30 Random: One layer: η = 0.2, 0.3, 0.35, 0.4, 0.5, 0.6; two layers: ηs = 0.2,0.3 Figs. 2(d)–2(f)
8 3D 1.0 30 Ordered: Dense ordered packing, optimal packing Figs. 2(g)–2(i)
9 3D − 30 Frictional flat plane −
10 3D 0.5–2.0 20–28 Random: Hb/d = 1.0, 1.2, 1.4, 1.6, 1.7, 1.8, 1.9, 2.0 −
11 2D 0.5–2.0 25 Ordered: ε = 0.0, 0.2, 0.4, 0.6, 0.8, 0.9, 1.0 Figs. 2(j)–2(l)

C. Basal effect on velocity profile

There are three categories of velocity profile observed in all
simulations. In the following, the results of Sets 2, 4, 6 (� =
0.5, 1.0, 2.0, respectively) are discussed as examples (Fig. 3).
The average velocity in the flow direction, v, is normalized by
the square root of gdp, where g is gravitational acceleration.
The elevation y is normalized by dp. Note that all simulations
are performed with the same monodisperse sample [Fig. 1(b)],
and only base constructions are different (Fig. 2).

For � = 1.0 (Set 4) in Fig. 3(a), the base velocity (thus
velocity profile) is dependent on the base construction,

FIG. 2. Base generation. Random packing in 3D by (a–c) base
thickness and (d–f) packing density; regular packing by spacing in (g–
i) 3D and (j–l) 2D. Note that the regular packing in (g) is streamwise
and in (h) is spanwise. Flow is directed down the incline.

i.e., the random spacing of the base surface. When the
spacing is formed appropriately (e.g., by using Hb/d =
1.8), sufficient roughness is obtained and no slip occurs at
the base. When the spacing is either too large or small,
considerable slip is observed. The snapshot taken near the
base [Fig. 3(d)] shows that when Hb/d = 1.8, some particles
tend to be stopped or decelerated by the bumps. However,
the voids are not so deep as to totally capture the flowing
particles.

For � = 0.5 (Set 2) in Fig. 3(b), where the base particles
are twice the size of the flowing particles, all cases exhibit
an identical nonslip base condition. The result is unaltered
by base constructions. Note that the velocity profiles remain
zero below the surface of base particles (i.e., the dashed line),
which is also seen in [14] when some large and deep voids
exist among bumps. By checking the snapshot near the base
[Fig. 3(e)], it is clear that in this range particles are trapped in
the voids of the base structure. In experimental studies where
the flow velocity is measured based on side-view observation,
the observable base velocity is nonzero as large base particles
enclose the trapped ones. This is referred to as the hole-filling
mechanism in [15], where a critical size ratio for the maximum
roughness is found in experiments. Further enlarging the
base particles beyond the critical size does not promote the
roughness, because the voids among large particles are filled
by small particles.

For � = 2.0 (Set 6) in Fig. 3(c), all cases exhibit similar
behaviors and the flow is sliding significantly on the relatively
small base particles. This observation is essentially unaffected
by base constructions. The velocity profile is steeper, implying
less interlayer shearing. The snapshot [Fig. 3(f)] shows
that the flowing particles can hardly intrude into the base
structures.

D. Necessity to quantify roughness

In order to focus on the basal effect, we plot the velocity at
the bottom of the sample, vb, for different base constructions
associated with Sets 1–7 in Fig. 4. Base velocity, vb, is
normalized by surface velocity, vs , to eliminate the difference
in velocities caused by the different base conditions. The ratio
can also be interpreted as the extent of shear propagation
from the free surface to the base. Base construction, or its
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FIG. 3. Basal effect. (a–c) Typical velocity profiles for �=1.0, 0.5, 2.0, respectively. (d–f) Flow snapshots near base (with Hb/d = 1.8)
for � = 1.0 , 0.5, 2.0, respectively.

surface morphology, can be indicated by the normalized base
thickness, Hb/d, in Fig. 4(a), or the packing density of base
surface, ηs , in Fig. 4(b).

Figure 4 shows that when � is either too large or too small,
the base velocity is insensitive to different base constructions.
In particular, when � = 2.0, considerable slip (vb/vs ≈ 0.7)
occurs regardless of Hb/d and ηs , while � = 0.4,0.5 always
lead to nonslip basal condition. On the other hand, base
construction procedures are influential at intermediate size
ratios. In Fig. 4(a), when � = 0.67,1.0,1.25, vb/vs is generally
a function of Hb/d. A local minimum corresponding to
Hb/d = 1.8 can be identified. This indicates that base velocity
is the lowest (and nonslip) at a thickness of 1.8d when the base

Hb/d
1.0 1.2 1.4 1.6 1.8 2.0

v b
/v

s

0.0

0.2

0.4

0.6

0.8

1.0
(a)

ηs

0.0 0.2 0.4 0.6

(b)

FIG. 4. Base velocity as a function of (a) base thickness
and (b) packing density. Symbols represent size ratio: � =
2.0(�),1.25(◦),1.0 (�), 0.67(�),0.5(+),0.4(×). Cases annotated by
arrow circles in (a) have the same base thickness but different
packing density, and in (b) have similar base surface (ηs) but different
underneath layers.

is generated by the method adopted in Sets 3–5 (Table I).
Similarly, a minimum point appears at ηs ≈ 0.2 in Fig. 4(b).
The nonslip condition associated with the thickness of base
layers or the surface density will be elaborated in Sec. III D.

Despite the clear minima around Hb/d = 1.8 and ηs = 0.2
for � = 0.67, 1.0, 1.25, several issues are revealed by Fig. 4.
Firstly, vb/vs does not depend solely on Hb/d or ηs . Size ratio
� must be specified to complement the description of basal
velocity condition. Similarly, � is also not a sole indicator
for base roughness. Secondly, nonunique base velocities exist
when Hb/d = 1.0 and 2.0, an example being the annotated
cases in Fig. 4(a) for � = 1.0 (the lower case comes from Set
7). When two bases have the same thickness but one is looser
than the other (different ηs), their base roughness can be much
different [see insets in Fig. 4(a)]. On the other hand, bases
with a similar surface density, ηs , can be constructed in many
different ways [see insets in Fig. 4(b)]. The two cases selected
in Fig. 4(b) have similar packing density at the surface, but
one surface is on top of a flat plane while the other is on a
dense layer. As the base surface in both cases is loose enough
(ηs ≈ 0.28) to expose its underneath layer to flowing particles,
and a flat plane is generally smoother than a dense layer, it
is the lower layers that are responsible for the discrepancy
of base velocity (vb/vs) shown in Fig. 4(b). Such a contri-
bution of lower layers has rarely been discussed in previous
studies.

To summarize the above discussion, a unique indica-
tor is required to characterize the roughness of a base
constructed by spheres, which should (i) simultaneously
take into consideration size ratios and base construc-
tions, and (ii) consider bases as an assembly of multiple
layers.
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FIG. 5. Discretization of a surface made of spheres. (a) Original
layer, (b) projection and discretization, (c) a discretized triangle.

III. CHARACTERIZATION OF BASE ROUGHNESS

A. Local roughness

For clarity, we consider a layer of randomly packed spheres
with the same size. The layer is partially filled and the centroids
of all particles are coplanar [Fig. 5(a)]. The layer generates a
projection on the plane accommodating all centroids, and the
circles representing all spheres on the projection plane do not
overlap [Fig. 5(b)]. Next we use the Delaunay triangulation
(DT) scheme to discretize the plane into triangular patches.
The vertices of the triangles are the centers of the circles,
and the DT scheme ensures that no centroid is inside any
discretized triangles. Note that in Fig. 5(b) ghost particles are
placed outside the computational domain due to the use of
periodic boundaries. Now the roughness of the layer refers to
the statistics of the geometric properties of each individual DT
triangle [Fig. 5(c)].

At an arbitrary triangle i, the spacing refers to the shortest
distances, subtracting the diameter of particles, between any
two particles [Fig. 1(a)], and is denoted by εkd with k = 1, 2, 3
for the three sides in Fig. 5(c). Notice that the area occupied
by particles in a triangle is invariant and always equivalent to
half a circle’s area. The area of the triangle, Ai , represents the
size of the ith local void. Both εkd and Ai can be adopted to
describe the interparticle space.

Now we can define a roughness based on the geometric
configuration [Fig. 5(c)] by answering the following question:

If a sphere is placed onto the triangular space Ai , how stable
would it be before it is mobilized by a tangential force in the
flow direction?

The concept of stability is linked to the static angle of
stability discussed in [7,8,15]. In 3D, we consider the flow
particle being simultaneously tangential to the three base
particles composing the triangular space Ai [Fig. 6(a)]. The
most stable situation consists of the void positioned in such a
way that the centroid of the placed particle is exactly coplanar
with the triangle [Fig. 6(b)]. If the void area at this most stable
situation is Am, the local roughness, Rai , is defined by

Rai = Ai

Am

, (1)

where i denotes the ith triangle, and Ra stands for the
roughness defined by area ratio. It is easy to prove that Am is
the area of an equilateral triangle of side length (1 + �)d. For

γmax

(1+Φ)d

)b()a(

)d()c(

Ai

Am

Li = (1+ )d Lm = (1+Φ)d

FLOW

FIG. 6. Definition of local roughness. Larger balls represent
flowing particles and smaller balls the fixed base particles. Dashed
balls are hidden in 3D. Dashed lines link centroids of balls. The arrow
points to the flow direction. (a) An arbitrary void with area Ai in 3D,
(b) an equilateral void with area Am in 3D (most stable with respect
to flow), (c) an arbitrary void with length Li in 2D, (d) a void with
length Lm in 2D (most stable with respect to flow).

an arbitrary triangle, since the spacing is the most accessible
measurement in both numerical and experimental situations,
its area can be formulated in terms of the lengths of the three
sides, (1 + εk)d, according to Hero’s formula. Thus we have

Ai = d2

√∑
k (1 + εk)

2

∏
k

[∑
k (1 + εk)

2
− (1 + εk)

]
, (2a)

Am =
√

3

4
(1 + �)2d2. (2b)

With Eqs. (2a) and (2b), the definition of local roughness
becomes

Rai =
√∑

k (1+εk )
2

∏
k

[∑
k (1+εk )

2 − (1 + εk)
]

√
3

4 (1 + �)2
. (3)

It can be seen that local roughness (Rai) is a function
of spacing (εk) and size ratio (�). Consistent with the
observations in Sec. II, a wider spacing or smaller size ratio
generally enhances roughness.

In 2D, since the area of a triangle is reduced to the length
between two base particles, the local roughness is reduced to

Rai = Li

Lm

= 1 + ε

1 + �
, (4)

where Li = (1 + ε)d is the center-center length of void i
[Fig. 6(c)] and Lm = (1 + �)d is the length at the most
stable situation shown in Fig. 6(d). Note that the subscript
k is dropped in 2D. Interestingly, Eq. (4) is identical to the
maximum contact angle [i.e., γmax in Fig. 6(c)] described
in [7], which extends the physical meaning of our definition.
Dippel et al. [7] found that a single ball (in 2D) down a rough
line can regularly impact with the fixed balls and reach a
steady velocity at some inclinations. The average velocity is
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(1+Φ)d 

(1–Φ)
d
2

(1+Φ)d 

(a)

(b)

1 <Φ1≥Φ

1 <Φ1≥Φ

FIG. 7. Critical void area in (a) 3D and (b) 2D situations.

explicitly dependent on sinγmax [i.e., Rai in Eq. (4)]. When
sinγmax is high, more energy is dissipated at impacts due to
normal damping, and the average velocity is lower. In other
words, the base is rougher.

B. Multilayer composition

Next we consider the situation where a base is constructed
by multiple layers of particles. In this case, flowing particles
can get in contact with lower layers only if the packing density
of the surface layer is not too high. This indicates the existence
of a critical area Acr for the local triangular voids, beyond
which the contribution of lower layers should be considered.
To illustrate the concept of Acr, a reference plane lying beneath
the three base particles is used to represent the lower layer
[Fig. 7(a)]. The reference plane can refer to either a flat wall or
the top edge of the underneath layer. The determination of Acr

is dependent on size ratio. When size ratio � � 1, the critical
area Acr is reached when the flowing particle is simultaneously
tangential to all three fixed particles and the reference plane.
It can be shown that

Acr = 3
√

3

4
�d2. (5a)

When � < 1, the critical area Acr is reached when all
centroids are coplanar,

Acr = Am =
√

3

4
(1 + �)2d2. (5b)

In 2D, the reference plane is reduced to a line [Fig. 7(b)].
The critical length, Lcr, can be written as a function of size
ratio �. For � � 1,

Lcr = 2
√

�d, (6a)

and for � < 1,

Lcr = Lm = (1 + �)d. (6b)

The critical void size constitutes the basis of multilayer
composition. Figure 8 shows a general multilayer situation

FIG. 8. A base of multiple layers (2D for clarity). Replace L by
A in 3D.

where Nl − 1 layer(s) of particles are placed on top of a
flat plane. The flat plane is counted as the first layer, as it
serves as a substrate of the whole system in both experimental
and numerical studies. Typically, Nl = 2 or 3 when the base
consists of one or two layer(s) of particles.

Consider a void i in layer j, with Aij being its area (Fig. 8).
If Aij � Acr, the portion of layer j–1 beneath void i does not
contribute to the roughness. As void size increases, i.e., Aij >

Acr, a portion of (Aij –Acr)/Aij of layer j–1 beneath void i
is opened to provide roughness. An alternative interpretation
is that layer j–1 is shielded by void i at a percentage of area
Acr/Aij , while the exposed portion of layer j–1 is 1–Acr/Aij .
Therefore, a weight function can be assigned to void i at layer
j,

wij = min

(
Acr

Aij

,1

)
. (7a)

Here, the min function ensures wij < 1 if Aij > Acr and
wij = 1 if Aij � Acr. Correspondingly, the weight function for
layer j–1 beneath void i is wi,j–1 = 1–wij . The local roughness,
Rai , can be extended to the multilayer situation as

Raij = min

(
Rai,

Acr

Am

)
, (7b)

where Raij is the local roughness of the ith void at the j th
layer, Rai is calculated independently from Eq. (3), and the
min function indicates that the maximum local roughness,
Acr/Am, is reached at the critical area, Acr.

To calculate the roughness of multiple layers, firstly, the
arithmetic mean of local roughness, Raij , and local weight
function, wij , are obtained over layer j,

Raj = 1

Nj

Nj∑
i=1

Raij , (8a)

wj = 1

Nj

Nj∑
i=1

wij , (8b)
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where Raj and wj are the mean roughness and weight function
at layer j, respectively; Nj is the number of triangles at layer
j; the suffix ij denotes the ith void at the j th layer; and j =
2, . . . ,Nl . When j = 1 (flat plane), Raj = 0 and wj = 1 are
immediately imposed. Next, a weighted average is performed
to every adjacent two layers in sequence from the bottom two
layers (j = 2) to the top (j = Nl),

Raj ← wjRaj + wj−1Ra,j−1, j = 2, . . . ,Nl, (9a)

Ra = Ra,j=Nl
, (9b)

where Ra is the roughness of the whole base. Note that Eq. (9)
represents an algorithm in a loop manner: It is executed Nl–1
times as j increases from 2 to Nl ; at each execution, Raj is
updated by the result of the current execution; the final value
of Ra is equal to the result of the last execution. Equation (9)
considers the combination of size ratio and base construction
[Eqs. (3) and (4)] and the composition of arbitrary multiple
layers [Eqs. (7)–(9)]. Note that the formulation of Eq. (9)
assumes that the layer-averaged roughness is representative of
the entire layer, which is particularly reasonable for a flat plane
or a densely packed layer.

The procedure of multilayer composition, i.e., Eqs. (7)–
(9), remains the same in 2D, except that the void area A is
substituted by the spacing length L in Eq. (7).

C. Range of possible values for Ra

The defined roughness, Ra , is a function of size ratio (�)
and spacing (ε). Figure 9 presents the range of possible values
for Ra . Generally, Ra increases as � decreases, while the
increase of ε would not infinitely enhance Ra for a given
�. As ε increases, an upper bound (UB) for Ra is imposed
when local voids open up to the critical area Acr. Beyond
this point, a nonzero weight is given to the lower, smoother
layers. The upper bound is dependent on size ratio (�). When
� � 1, the upper bound is Ra � Acr/Am, where Acr is given
by Eq. (5). When � < 1, the maximum roughness is reached
as Acr = Am; hence Ra � 1.

Φ
0.0 0.5 1.0 1.5 2.0 2.5

R
a

0.0
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0.4

0.6

0.8
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Φ0

FIG. 9. Values of Ra for different size ratio. Dashed lines with
filled and empty squares are lower bounds in 3D and 2D, respectively.
Solid lines with filled and empty triangles are upper bounds in 3D
and 2D, respectively. Dotted line marks �0 = 0.155.

On the other hand, the lower bound (LB) of Ra corresponds
to the situation of close packing where no space exists at the
center-center lines of base particles; i.e., ε = 0 [Figs. 2(g) and
2(h)]. The lower bound is thus Rai � 1/(1 + �). However, it
is noted that the void cannot be completely closed by spheres
in 3D; the minimum void left is equivalent to a sphere of �0 =
0.155. This indicates that when � � �0, we have Ra ≡ 1; i.e.,
both upper and lower bounds are 1.0 (Fig. 9).

Figure 9 also illustrates the roughness of a (frictionless)
flat plane: As � increases toward infinity, both UB and LB
approach zero asymptotically. It indicates that a flat plane is
the smoothest in terms of geometric roughness (Ra = 0).

The possible range of values for Ra is similar in 2D (Fig. 9).
For UB, applying Eqs. (4) and (6) yields the following: When
� � 1, Rai � 2

√
�/(1 + �); when � < 1,Rai � 1. For LB,

since the void can be totally closed in 2D [Fig. 1(j)], Rai �
1/(1 + �) is the lower bound of Ra .

D. Optimal packing

As discussed above, the upper bound of Ra is reached
before the lower layers are exposed to flow particles, since the
lower layers (either a flat plane or dense packing) are generally
smoother. This indicates the existence of an optimal packing
where the maximum roughness is reached for a given size
ratio, � (i.e., the UB lines in Fig. 9). Theoretically, the optimal
packing is an equally spaced triangular packing [e.g., Fig. 2(i)].
Each triangle from Delaunay triangulation is equilateral with
area Acr [Eq. (5)].

Some equivalent expression of the optimal packing can be
derived. For a base with one layer of particles [e.g., Fig. 10(a)],
the optimal packing density (corresponding to critical area Acr)
is

ηcr = π

9
√

3

1

�
, (10)

which is applicable to arbitrary size ratios. When � = 1,ηcr ≈
0.2. It confirms the observation in Fig. 4(b) that nonslip basal
condition is generally achieved at surface density ηs ≈ 0.2,

FIG. 10. Typical optimal packing (� = 1). Circles with solid and
dashed borders are base and flow particles, respectively. Shadows
distinguish base particles in different layers. (a) Top view of a one-
layer optimal base in 3D. (b) Top view of a two-layer optimal base in
3D, where base thickness is around 1.82d. (c) Side view of a one-layer
optimal base in 2D. (d) Side view of a two-layer optimal base in 2D,
where base thickness is around 1.87d.
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FIG. 11. Transition of slip and nonslip condition in (a) 3D (θ =
30◦) and (b) 2D (θ = 25◦). Symbols represent size ratio � = 2.0(�),
1.25( ◦ ),1.0 (�), 0.67(�),0.5(+),0.4(×), respectively. Error bars
result from a series of different random seeds in simulations.

provided that base particles are large enough (i.e., � � 1.25).
For a base with two layers of particles (� = 1), if the upper
layer follows the optimal packing and the lower layer follows
close packing [Fig. 10(b)], it can be shown that the thickness
of the base is Hb/d ≈ 1.82. This is associated with the
observation in Fig. 4(a), where the lowest base velocity is
achieved when Hb/d = 1.8 is adopted in base generations. In
2D, the optimal packing density (by area) is approximately
0.39 for a layer, while the optimal base thickness is 1.87d
in a two-layer situation (� = 1). Despite the difficulties in
constructing the exact optimal packing in experimental and
numerical practices, these typical values can still be instructive
to the generation of rough bases.

E. Slip and nonslip condition

Our roughness indicator, Ra , can predict the occurrence of
slip and nonslip condition as a single variable. Figure 11(a)
shows the data collected from 3D cases (Sets 1–9), in which
three zones can be identified. In Zone I, where Ra = 0–0.5,
sliding always occur near the base, where the size ratio can
vary from 0.67 to 2.0. The value Ra = 0 represents the flat
plane (Set 9). In Zone III, where Ra � 0.62, nonslip condition
is always held, where the size ratio can range from 0.4 to 0.67,
as long as the spacing is assigned appropriately. Therefore, a
criterion of the imposition of nonslip condition is Ra � 0.62.
Zone II represents a transition between Zone I and Zone III.
A similar Ra in this zone (where � = 0.67–1.25 only) may
result in different basal conditions. A series of random seeds
are adopted for Sets 3–5 to check repeatability. Error bars
indicate more deviations in Zone II, because a looser surface
allows more variations in base generation.

A similar phase diagram can be obtained for 2D cases
(Set 11). Note that θ = 25◦ is used for 2D cases, which is
close to the limit of steady flow in 2D [28,35]. As shown in
Fig. 11(b), the transition is more abrupt in 2D, which means no
moderate basal velocity is observed in Zone II in the presented
cases. Another observation is that the critical Ra beyond which
nonslip condition can be held in 2D (i.e., Ra � 0.75) is higher
than that in 3D (i.e., Ra � 0.62). Two reasons are given, the
first being that 2D voids capture particles less efficiently than
3D voids under the same size ratio, and the second reason is

Ra
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FIG. 12. Slip and nonslip condition at different angles of inclina-
tion. Inset: base velocity as a function of base thickness for � = 1.0
at different inclinations.

the transversal motion of flowing particles near the base in 3D,
which causes more energy dissipation [8].

F. Phase diagram

The angle of inclination is the driving factor for granular
chute flows. It defines the kinetic energy gained from potential
energy at the steady, fully developed state and the effective
friction in the bulk of the flow [1,2,12,28,29,35,48]. It is
anticipated that the nonslip criterion at a higher inclination
should also hold at lower inclinations. A series of different
inclinations (i.e., Set 10: θ = 20◦, 22◦, 25◦, 28◦) is used to
examine the slip and nonslip base condition (Fig. 12). In cases
with θ = 20◦ and Ra > 0.54, no flow is observed due to the
high roughness and low inclination. Therefore, the collected
data at 20° are excluded from this discussion. For the other
values of slope angle, the overall trends of base velocity with
increasing Ra are all similar to that in Fig. 11(a), which is
plotted for θ = 30◦. In the zone where nonslip condition is
achieved (Ra > 0.62), the influence of θ is negligible. This
proves the robustness of the criterion for nonslip rough base.
In the zone where basal velocities are nonzero, the normalized
base velocity, vb/vs , is randomly influenced by θ . Indeed, the
actual magnitude of base velocity, vb, is a monotonic function
of θ , as shown in the inset of Fig. 12.

The optimal base thickness [Fig. 10(b)] for nonslip con-
dition is also examined for different inclinations. The inset
diagram of Fig. 12 presents the basal velocity as a function of
base thickness for � = 1.0 at different angles of inclination.
The base velocity, vb, attains a minimum value of zero at
Hb/d = 1.8, which is independent of the angle of inclination.
The optimal thickness, Hb/d = 1.8, is consistent with the
theoretical treatment shown in Fig. 10(b). This once again
proves that the imposition of nonslip condition is robust as
long as an appropriate combination of size ratio and spacing
is designated.

Now we further investigate the transition of slip and nonslip
condition for different inclinations. An intermediate range of
Ra is found connecting the regime of sliding (Ra < 0.51)
and nonslip (Ra > 0.62). Two boundaries can be identified
to distinguish the three zones similar to Fig. 11(a), which
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FIG. 13. Phase diagram for different values of slope angle and
base roughness. Symbols represent regimes of sliding (circle),
transition (triangle), and nonslip (square), respectively. Color map
indicates the value of vb/vs .

are not influenced by the angle of inclination. A phase
diagram can be established taking both inclination and base
roughness into consideration (Fig. 13). For all inclinations
under consideration, the boundary between the slip and
transition regime (Zone I–Zone II) is consistently 0.51, while
the critical roughness defining the nonslip regime (Zone III) is
0.62. Within Zone II, the color map indicates a trend that the
nonslip condition can be obtained at smaller values of Ra if
the angle of inclination is smaller (Fig. 13).

IV. DISCUSSION

A. Simplified definition

The definition of roughness is established step by step from
a single triangle that composes a small piece of the base.
This is mathematically rigorous, but may not be convenient
in its implementation. The same concept can be applied in a
simpler way, that is, to consider one layer at a time instead of
considering the assembly of discretized triangles. The packing
density of each layer, which is easier to estimate in practice,
can be used to derive a simplified roughness indicator. Let Rp

be the roughness defined by packing density. The equivalent
void area at each layer, Aj , is derived from packing density,
ηj , assuming equilateral triangulation,

Aj = π

12ηj

d2, (11)

where j is the layer index. The weight function at layer
j is determined by wj = min(Acr/Aj , 1), while the layer
roughness, Rpj , becomes Rpj = Aj/Am. The multilayer com-
position remains the same as Eq. (9). The simplified definition
may lead to lower resolution in extreme cases where some
local areas of the base surface are much denser than other
areas. Nevertheless, for a randomly generated base, or a
carefully designed ordered base, the simplification is generally
acceptable, as examined in Fig. 14.

Figure 14 shows the comparison between the roughness
obtained by considering all individual local triangles (Ra) and
the roughness obtained by considering only the layers (Rp), for
Sets 1–6. It can be seen that, in general, the data points are lying
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FIG. 14. Simplified definition vs rigorous definition. Horizontal
bars represent the range of local roughness, Rai , obtained when layer
averaging is performed.

near the identity function, which goes through most horizontal
bars. The width of horizontal bars indicates the standard
deviation of local roughness, Raj , obtained when averaging
[Eq. (8a)] is performed for layer j. It represents the range
of deviations rather than errors. In fact, this is the advantage
of Ra that by considering each individual local triangle, a
more rigorous description of the layer can be achieved. Note
that in Fig. 14, more data points appear above the 1:1 line,
meaning Rp tends to overestimate the base roughness. This is
attributed to the equilateral assumption made in Eq. (11), as an
equilateral triangle has the greatest area in all triangles with the
same perimeter. Nonetheless, for the purpose of practical use,
evaluation of Rp is still recommended as the agreement with
Ra is generally good. Based on a phase diagram constructed
by Rp (not shown for brevity) that is similar to Fig. 11, the
criterion for nonslip condition is Rp > 0.8.

B. Packing orientation

The orientation of the packing of base particles may
also affect the roughness if a certain packing pattern is
followed. For instance, Silbert et al. [14] present two different
perfectly ordered bases (denoted as POB1 and POB2) where
� = 1.0,ε = 0. The packing orientation is in streamwise
(POB1) or spanwise (POB2) direction. It is found that POB1
is generally smoother than POB2, although both cases have
Ra = 0.58 according to Eq. (3). We reproduce the two cases
as Figs. 2(g) and 2(h), respectively. For a variety of slope
angles (θ = 20◦–30◦), the flows on the streamwise-ordered
base are generally faster than those on the spanwise-ordered
base (Fig. 15). Although the difference of base velocities
is less than 10%, the orientation of local triangles indeed
gives rise to a variation of basal condition. This difference
caused by packing orientation is omitted in our definition
when layer average [Eq. (8)] is performed. As a result, the
same Ra may refer to different situations distinguished by
the flow direction. This indicates that for an ordered surface
made of spheres of triangular packing, the surface roughness
is anisotropic. Flows in one direction may be easier than in
other directions. However, in the current context, the difference
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FIG. 15. Effect of packing orientation (� = 1.0,ε = 0; Ra =
0.58). Streamwise order [also Fig. 2(g)] is made of triangles at π/6
and π/2, while spanwise order [also Fig. 2(h)] is made of triangles at
0 and π/3, with respect to the flow direction.

is subtle (Fig. 15). For most randomly generated bases in
the current study, the packing orientation follows no specific
pattern.

To factorize the effect of packing orientation is nontrivial.
One way to do so is to consider the channels (CH1 and CH2
in Fig. 15) that connect the voids in the flow direction. Let β

be the packing orientation with respect to the flow direction.
When β = 0 and π/3, which corresponds to spanwise order,
a flowing particle needs to climb up to the top of the fixed
particles in order to move from one void to the adjacent void
following the channel. The potential of the inherent roughness
is fully invoked, thus a factor of 1.0. On the other hand, when
β = π/6 and π/2, the minimal elevation a ball needs to escape
from one void is characterized by a factor cos(π/6) = 0.866.
However, the factor of 0.866 is less than the difference found

in Fig. 15 (∼0.95). More discussion is needed if packing
orientation is the major concern in some context.

V. CONCLUSION

In this paper, typical basal conditions encountered in
granular chute flows are presented. It is found that the size
ratio of flow to base particles and the construction of a bumpy
base both determine whether basal slip occurs or not. An
alternatively defined indicator of base roughness, Ra , can
quantitatively consider both size ratio and base construction
to predict the slip and nonslip condition. It is generalized for
random and regular packings of multilayered spheres, in both
two- and three-dimensional configurations. The transition of
slip and nonslip conditions is well indicated by changes in
the value of Ra . For different inclinations, a phase diagram
is established showing the critical value of Ra , beyond which
nonslip condition is respected. Some typical values of Ra ,
including its optimization, are provided for practical use. The
characterization of base roughness presented in this work can
be of great value to future investigations of basal effect in
granular flows. For instance, it can be applied to bidisperse
flows where the occurrence of size segregation may lead to a
wide variety of base roughness.
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