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Inverse stochastic resonance in electroconvection by multiplicative colored noise

Jong-Hoon Huh
Department of Mechanical Information Science and Technology, Faculty of Computer Science and Systems Engineering,

Kyushu Institute of Technology, Fukuoka 820-8502, Japan
(Received 5 July 2016; published 8 November 2016)

A kind of inverse stochastic resonance (ISR) observed in ac-driven electroconvection (EC) in a nematic liquid
crystal is presented. In successive pattern evolutions by increasing noise intensity VN, a typical EC (with a
normalized amplitude A0 = 1 at VN = 0) disappears (A0 → 0), and then the rest state (A0 = 0) reenters into the
EC (A0 = 1); eventually, it develops into complicated EC(A0 > 1). The reversed bell-shaped behavior of A0(VN)
is evidence of ISR. The present ISR may be explained by taking into account colored noise characterized by its
intensity and correlation time.
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I. INTRODUCTION

Noise-related phenomena have been extensively inves-
tigated in various fields [1–3]. Generally, considering the
fluctuations of material and/or control parameters in natural
and artificial systems, noise (as the origin of the fluctuations)
should be minimized for desirable treatments. Therefore,
numerous efforts have been made for the minimization of
noise so that great success could have been achieved in
many cases [4,5]. Contrary to such a negative aspect of
noise, however, constructive and productive noise has been
appreciated in diverse systems for the last three decades
[1–3,6,7]. In particular, stochastic resonance (SR) [8–10] must
be one of the most important phenomena to trigger studies
on noise in which it plays a crucial role in order control,
phase transition, and output enhancement, etc. [9,10]. Most
importantly, SR shows a maximal response with respect to
an optimal noise level (with an intensity not too small and
not too large). Therefore, the signal-noise rate (SNR) shows
typical bell-shaped behavior in the function of noise intensity.
Hence, it has been emphasized in many papers [8–10] that
SR contributes to enhancement of the output of systems. For
instance, an order parameter of a system shows the largest
value at the optimal noise level.

Surprisingly, noise-intensity-dependent SNR showing a
minimal response was recently found in nervous systems
[11–15]. By analogy with SR, it has been called inverse
stochastic resonance (ISR) [12–15]. In those central nervous
systems, the rhythmic firing activity of neurons decreases
with increasing noise intensity, and then shows reversed
bell-shaped behavior; even noise-induced on-off switching
between the repetitive firing and quiescence of neurons was
found. To the best of our knowledge, ISR was experimentally
observed only in those systems, and has been analyzed in
the Hodgkin-Huxley model considering noise [11–15]; the
original model describes the time evolution of the membrane
potential in terms of ionic currents [16].

On the other hand, particular attention has been paid to
the noise impact on spatially extended dynamical systems
out of equilibrium such as Belousov-Zhabotinsky reaction
systems and Rayleigh-Bénard convection systems [17–22]. In
those systems threshold problems and pattern formations are
markedly changed by noise; also, SR-like behavior was often
found [17–19,22].

In this study, we address ac-driven electroconvection (EC)
in nematic liquid crystals (NLCs) which have also been inten-
sively studied for understanding the noise impact on spatially
extended nonequilibrium systems [23–25]. The EC system has
a rest state and a convection state below and above a threshold
voltage, respectively; they may correspond to the quiescence
and repetitive firing in nervous systems, respectively. Namely,
it is an attractive system for investigating ISR in non-nervous
systems. Our purpose is to present a kind of ISR discovered in
the EC system by using multiplicative colored noise. Carefully
controlling the intensity and correlation time of the noise, the
EC system gives rise to ISR that has been overlooked in past
research performed in unsuitable colored noise [23–25].

II. EXPERIMENT

First, to induce EC in the system, a sinusoidal ac field
E(t) = E [0, 0,E(t)] was applied across a thin slab [with
a thickness d = 50 μm and a lateral (active) size Lx ×
Ly = 1 × 1 cm2] of an NLC [p-methoxybenzylidene-p′ −
n-butylaniline (MBBA)] sandwiched between two parallel,
transparent electrodes (indium tin oxide). The MBBA used
in this study had the conductivity anisotropy σa = 6.21 ×
10−8

�−1 m−1 and dielectric anisotropy εa = −0.35. Next,
to investigate the noise impact on EC, a Gaussian-type
electric noise ξ (t) = ξ [0,0,ξ (t)] was additionally superposed
on E(t)(ξ//E); thus, a fluctuating sinusoidal field was applied
across the NLC sample cells. We used colored noise character-
ized by its intensity VN and correlation time τN[= 1/(2πfc)];
fc indicates a cutoff frequency of noise that is determined
by the low-pass filters of a synthesizer (7075, Hioki), at which
the power output becomes half the passband power P (f < fc).
Three typical kinds of cells were prepared for this study [26]: a
planar alignment cell [PL, n0 = (1,0,0) for the initial director
of NLCs], a homeotropic alignment cell [HO,n0 = (0, 0, 1)],
and a π /2-twisted alignment cell (TW,n0 = [nx(z),ny(z),0],
n2

x + n2
y = 1). In this paper, the results obtained in TW are

mainly presented except for Fig. 6. The (deterministic) ac
voltage V = d

√
〈E2(t)〉 and its frequency f (for driving

EC), and the (stochastic) noise intensity VN = d
√

〈ξ 2(t)〉 and
its cutoff frequency fc (i.e., the correlation time τN) were
used as the main control parameters. All measurements were
carried out at a stable temperature (T = 28 ± 0.2 ◦C) using
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an electrothermal control system (TH-99, Japan Hightech).
The details of our experiments were explained in our previous
papers [25].

III. RESULTS AND DISCUSSION

A. Noise-intensity-dependent pattern
evolution and threshold shift

First, to understand better the noise impact that can stabilize
or destabilize EC [23–25], let us see an actual pattern evolution
in the course of increasing noise intensity VN. A typical
EC pattern, the so-called Williams domain [WD, Fig. 1(a)],
occurred slightly above a threshold ac voltage Vc(VN = 0) [26].
Applying noise and increasing its intensity VN to the WD (at a
fixed V = 7.1 V > Vc = 6.6 V), an unusual successive pattern
evolution was observed (Fig. 1). The noise (VN = 7.8 V)
suppresses the preexisting ac-driven EC (WD); consequently,
the EC disappears because of the stabilization effect of noise
[Fig. 1(b)]. Inexplicably, the EC reappears at VN = 12.7 V
because of the destabilization effect of noise [Fig. 1(c)];
moreover, appearance of defects [Fig. 1(d)] and fluctuating
WD (FWD) [Fig. 1(e)] follows with increasing VN. The
important point is that a rest state [Fig. 1(b), amplitude A∼ 0,
see below] appears at a certain appropriate noise intensity
(V ∗

N), at a level not too small and not too large. In other words,
an ISR-like phenomenon exists in the present EC system. In
the usual pattern evolutions in the course of increasing ac
voltage V [27] or noise intensity VN [28], the reentrance of
the WD after the rest state has never been found above Vc. To
understand the phenomenon more clearly, we need to consider
the characteristic of noise, that is to say, colored noise and
white noise. In fact, the unusual pattern evolution (Fig. 1) was
able to be obtained only by using appropriate colored noises
(e.g., fc = 500 Hz in this experiment) [13].

Next, by taking into account the cutoff frequency fc

of noise, the threshold ac voltage Vc was measured with
increasing VN; namely, the pattern evolution (Fig. 1) was
examined in the variation of Vc. Figure 2 shows VN-dependent
Vc with respect to fc. The low-fc colored noises (fc =
200,500 Hz) give rise to a completely different function Vc(VN)
in comparison with that at fc = 1 kHz (and white noise). In
particular, Vc(VN) shows a bell-shaped curve for fc = 500 Hz,
whereas it monotonically decreases (fc = 200 Hz) or increases
(fc = 1 kHz) with increasing VN. A maximal voltage Vc(fc =
500 Hz) appears to be realized around a certain intensity
V ∗

N ∼ 9.0 V, at which the rest state can occur even if a
fixed V [> Vc(VN = 0)] is applied [Fig. 1(b)]. Namely, for
appropriate colored noises (e.g., fc = 500 Hz), a peak of the
response of the system (i.e., a maximal stabilization effect
of noise) is found at an optimal noise intensity V ∗

N. Above
VN ∼ 12.5 V, the stabilization effect of noise is switched into
a destabilization effect [Vc < Vc(VN = 0) = 6.6 V]; Vc(VN >

12.5 V) monotonically decreases as it does for fc = 200 Hz,
and the reentrance of WD is realized above VN = 12.5 V if
a fixed V is applied [Fig. 1(c)]. Similar threshold behaviors
[such as Vc(VN,fc = 500 Hz)] have occasionally been reported
in past studies [25,29]. However, they should be differentiated
from the present result showing the reentrance of WD for ISR,
because noise-dominated patterns [25] or complicated patterns
[29] were found instead of the WD reentered.

FIG. 1. Pattern evolution with increasing noise intensity VN(fc =
500 Hz) = 0 (a); 7.8 V (b); 12.7 V (c); 13.5 V (d); 17.4 V (e). The
amplitude A of Williams domain (WD, at a fixed V = 7.1 V and
f = 30 Hz) is varied by VN; A first decreases to zero [A ∼ 0 at (b)],
and then recovers (c) with increasing VN. The size of each frame is
X × Y = 640 pixels × 480 pixels (= 0.421 mm × 0.316 mm).
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FIG. 2. Noise intensity VN-dependent threshold voltage Vc for
WD with respect to the cutoff frequency fc of noise. The solid lines
were calculated by the typical relationship between Vc and VN: V 2

c =
V 2

c0 + b(fc)V 2
N [24,25]. Here, Vc0 and b indicate a threshold voltage

for WD (VN = 0) and a sensitivity of WD to noise, respectively. In
the case of fc = 500 Hz, the linear relationship is inapplicable to the
complicated behavior. See also Fig. 1.

Moreover, the result is qualitatively different from conven-
tional SR expecting enhancement of the WD in Fig. 1(b) [i.e.,
the increase of A and a decrease of the intensity of the periodic
signal (showing a minimal Vc at V ∗

N in Fig. 2)]. Accordingly,
this phenomenon can be considered as a kind of ISR that is first
found in the EC system [12–15]. It is important that moderately
colored noises (e.g., fc = 500 Hz in this experiment) can
induce such an ISR. On the other hand, the behavior of Vc(VN)
for the noise (fc = 1 kHz) is similar to that for white noise
(fc → ∞ : ∼ 500 kHz in our experimental limitation) [i.e.,
b > 0 in the relationship V 2

c = V 2
c0 + b(fc)V 2

N], but, b < 0
for the extremely colored noise (fc = 200 Hz) [24,25]. In a
case sufficiently above or below a certain characteristic f

†
c

(∼500 Hz in this experiment), the noises simply serve as
stabilization (b > 0 for fc > f

†
c ) or destabilization (b < 0 for

fc < f
†
c ) effects on the EC. The noise with moderate cutoff

frequency (around f
†
c ) inducing ISR has been overlooked in the

past studies because of experimental limitation (e.g., limited
variations of fc) [25]. In this study, f

†
c was able to be found

at an appropriate temperature of the system (i.e., for the NLC)
which delicately influences Vc(fc); the dependence of material
constants (e.g., conductivity or permittivity) on f

†
c will be

examined in future studies.

B. Spatiotemporal plots and amplitude variations
of electroconvection

To show more clearly the appearance of the rest state (i.e.,
the evidence of ISR) [Fig. 1(b)], we measured spatiotemporal
variations of EC in the course of increasing VN. In Fig. 3,
an arbitrarily selected one-dimensional image (X) in an EC
pattern (at a fixed V = 7.1 V) was successively placed in order
of time T (with step increase of VN); at a value of VN, the
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FIG. 3. Spatiotemporal plot for the pattern evolution (i.e., the
amplitude A of one-dimensional images of patterns) with increasing
or decreasing noise intensity VN(fc = 500 Hz). An arbitrarily selected
one-dimensional line (X) in WD [at a fixed V = 7.1 V and f =
30 Hz, Fig. 1(a)] was successively placed in order of time T (with step
increase of VN). As seen in Fig. 1, WD (A 
= 0) disappears (A ∼ 0
around VN = 7.8 V) and reappears (A 
= 0) near VN = 12.0 V) with
increasing VN (0 → 17.4V); the reverse variation of A is also
obtained with decreasing VN(17.4 V → 0). For each value of VN, the
measurement time is 150 s (i.e., X × T = 640 pixels × 30 pixels);
total X × T = 640 pixels × 600 pixels(= 0.421 mm × 3000 s).

amplitude A(VN) of the EC was successively measured for
150 s (with an identical time interval �t = 1s). For T = 0
to 1500 s (increasing VN from 0 to 17.4 V), the amplitude
A (the maximal brightness difference in the pattern) of the
EC smoothly decreases to zero (A → 0) and then smoothly
recovers (A > 0); after this, it fluctuates spatially and tem-
porally owing to moving defects around VN = 16.0 V. Also,
decreasing VN from 17.4 to 0 V, the reverse variation of A is
found. This result is well consistent with the pattern evolution
(Fig. 1). In addition, the spatiotemporal plot for each VN

depicted in a much longer time shows more detailed behaviors
of A, as shown in Fig. 4. Spatially and temporally stable plots
[Figs. 4(a) and 4(b)] can be realized, whereas spatially or tem-
porally unstable ones [Figs. 4(c) and 4(d)] have also appeared;
the rest state [Fig. 1(b)] was also observed for longer time (i.e.,
it is not a transient state), although its plot is not given in Fig. 4.

If the rest state and the reentrance of the WD are not found,
the noise plays a role as a pure additional increment of voltage
(i.e., an average power effect) rather than its irregular field
effect because the similar plots (Fig. 4) can be also obtained
by increasing pure ac voltage [28]. In this study, however, the
rest state (A= 0) always appears at optimal noise levels with
moderate cutoff frequencies (i.e., around V ∗

N and f
†
c ).

Moreover, by changing fc, the brightness intensity I(Xi)
of the WD was directly measured at a fixed point Xi (in
a one-dimensional image (X); see Figs. 3 and 4) which
indicates the peak intensity Imax [see Fig. 7(a)]. A normalized
intensity I0 [i.e.,I0 = 1 at VN = 0 and I0 = 0 at VN = V ∗

N]
after averaging [(1/m)

∑
i I (Xi)] is given in Fig. 5 (m is
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FIG. 4. Spatiotemporal plots for the pattern evolution (i.e., XT

plots) at a fixed V = 7.1 V,f = 30 Hz, and VN(fc = 500 Hz) = 0
(a); 13.5 V (b); 15.5 V (c); 17.4 V (d). The size of each plot is
X × T = 640 pixels × 900 pixels(= 0.421 mm × 900 s).

FIG. 5. A normalized brightness-intensity (I0) variation with
increasing noise intensity VN with respect to the cutoff frequency
fc (at a fixed V = 7.1 V > Vc = 6.6 V, and f = 30 Hz). I0 was
measured at fixed points on X (a one-dimensional image; see Figs. 3
and 4) which indicate the peak intensity Imax [see Fig. 7(a)]; it
was measured for 30 s at each fixed VN [with steplike increase
(0 → 10.6 V)]. Notice that there exists I0 ∼ 0 in the reversed
bell-shaped variation for fc = 500 Hz; it corresponds to Fig. 1(b). For
fc = 200 Hz,I0(T > 120 s) should be neglected because it behaves
like that because of appearance of defects [i.e., change of the points
X(Imax)] at larger VN.
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FIG. 6. (a) A normalized brightness-intensity (I0) variation with
steplike increase of VN with respect to the cutoff frequency fc at a PL
cell and (b) its comparison for three different cells (TW: twist cell,
HO: homeotropic cell, PL: planar cell) at an identical fc = 500 Hz.
Notice that there exists I0 ∼ 0 at a certain V ∗

N for each different cell.

the number of Imax in X). In the course of the steplike
increase of VN, I0 shows different behavior with respect
to fc (see also Fig. 2). Obviously, a reversed bell-shaped
I0(T ) [i.e., I0(VN)] appears for fc = 500 Hz, whereas I0

monotonically decreases to zero for fc = 1 kHz and white
noise. On the other hand, I0(fc = 200 Hz) increases with
increasing VN (< 4 V for T < 120 s); above 4 V(T > 120 s), it
decreases owing to appearance of defects or fluctuating rolls,
which is not related to the noise effect for the ISR. Such
I0(T ,fc) was reproduced in a PL cell, as shown in Fig. 6(a);
notice that I0(fc = 500 Hz) shows the discriminable behavior
in comparison with other I0(fc 
= 500 Hz). Furthermore, we
can compare such I0(fc = 500 Hz) in terms of the types of
cells (HO, TW, and PL) in Fig. 6(b). The rest state (I0 = 0)
appears in the course of increasing VN, although the values V ∗

N
(for I0 = 0) are dependent on the types of cells. This reversed
bell-shaped I0(VN) is crucial evidence of ISR.
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FIG. 7. (a) Brightness intensity I(X) in a one-dimensional image
(X = 640 pixels) at various noise intensities VN(fc = 500 Hz).
(b) Amplitude variation with increasing and decreasing VN. A
normalized amplitude A0 was calculated for some peaks after
averaging the intensity difference (Imax − Imin) at each peak point.
I (X) for VN = 3.9 and 5.8 V corresponds to the rest state (i.e., no EC).
A0 shows a reversed bell-shaped variation in VN (with a background
error A0 = 0.06); this coincides with the pattern evolution (Fig. 1)
and the spatiotemporal plot (Fig. 3).

C. Noise-intensity-dependent amplitude of electroconvection

Finally, we directly examined the dependence of a
normalized amplitude A0 of EC on VN [after enough
waiting time (120 s) at each VN]. From the profile of
the brightness intensity I(X) in a one-dimensional image
[Fig. 7(a)],A0(VN)[= {A(VN)−A(V ∗

N)}/{A(VN =0)−A(V ∗
N)]

was calculated at various noise intensities (VN) [Fig. 7(b)].
For example, as I(X,VN = 11.7 V) has nine peaks (Imax),
A(VN) = (1/9)

∑
i I

i
max(VN) − I i

min(VN). In Fig. 7(a), I (X)
for VN = 3.9 and 5.8 V corresponds to the rest state [i.e.,
A0 = 0 for no EC in Fig. 1(b)]. In Fig. 7(b), A0 (= 1 at
VN = 0) monotonically decreases to A0 ∼ 0 (i.e., the rest state)
with increasing VN, and then it increases with VN after no

variation A0(2 V < VN < 8 V) ∼ 0. Namely, A0(VN) shows
again the reversed bell-shaped behavior. However, beyond
10 V, A0 violently fluctuates because of the motion of defects.
Moreover, the reverse variation of A0 was also found (with
a small hysteresis) by decreasing VN [30]. These results are
consistent with the pattern evolutions described above (Figs. 1
and 3) as evidence of ISR. More importantly, the present ISR
strongly depends on the correlation time τN of noise (i.e., the
cutoff frequency fc of noise) [13].

From the experimental results, let us speculate about a
possible explanation of the ISR appearing in the EC system.
Considering a relationship between the charge relaxation
time τσ of the EC and τN (or fc) of the noise that plays a
crucial role in the stability [25], the ISR seems to be induced
by colored noises with appropriate τN[= τN(τσ )] and VN.
Thus, appropriately colored noises (fc ∼ f

†
c ; b ∼ 0) crossing

between extremely colored (fc < f
†
c ; b < 0) and whitelike

(fc > f
†
c ; b > 0) noises can give rise to the ISR. Moreover,

the noise appears to simply serve as an extremely colored one

FIG. 8. Schematic diagram for the inverse stochastic resonance
(ISR). If noise-induced amplitude can be supposed in a linear relation
A(V + VN) = AS(V ) + AN(VN), the present ISR is possible (top
panel). In the region of noise intensity VN indicating |AN(VN)| >

AS(V ), the rest state [i.e., no EC, Fig. 1(b)] can be realized. The ♦
symbols (a)–(e) mean A for Figs. 1(a)–1(e), respectively; AS(V1)
represents a constant A for a fixed V1 (e.g., = 7.1 V in Fig. 1).
Compare AN(VN) with respect to fc (bottom panel). No ISR is
expected for extremely colored noises (fc < f †

c ) and whitelike noises
(fc > f †

c ); it will be found that A(V + VN) monotonically decreases
(fc > f †

c ) or increases (fc < f †
c ) with increasing VN.
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(b < 0: decreasing Vc) in small noise intensity VN (< V ∗
N),

whereas it serves as a whitelike one (b > 0: increasing Vc) in
large noise intensity VN (� V ∗

N).
To better understand the above-mentioned facts on fc and

VN, our speculation is schematized in Fig. 8. Considering pure
ac- and noise-induced amplitudes [AS(V ) and AN(VN)] in our
previous results [31], the ISR is possible in the assumption that
appropriately colored noises (fc ∼ f

†
c ) behave like AN(VN) in

Fig. 8, satisfying a linear relation [A(V + VN) = AS(V ) +
AN(VN)]; A(V + VN) < 0 for the rest state (A = 0). For
example, for A(V1 + V ∗

N) = AS(V1) − AN(V ∗
N) < 0, the rest

state arises [A = 0 near (b) in Fig. 8]. However, the ISR
cannot be expected for extremely colored noises (fc < f

†
c )

and whitelike noises (fc > f
†
c ). In the region for (imaginary)

AN(f †
c ) < 0 (implying oppression intensity to EC), it seems

that the noise interacts more delicately with the details of EC
(e.g., viscoelastic properties or other relaxation times [32]) for
the occurrence of the ISR. The reason why AN(f †

c ) behaves in
this way still remains as open problems. Under these specific
conditions of the system (V , VN, fc, and f ), the ISR may be
observed and controlled. Intuitively, such an ISR may not be
explained by the conventional assumption for SR for which a
double minimum potential function exists in the systems [2].

IV. SUMMARY AND CONCLUSION

We have discovered a kind of inverse stochastic resonance
(ISR) in a spatially extended system for which ac-driven EC
in an NLC is employed. To elucidate the ISR, the pattern
evolution and threshold variation have been examined in
the course of increasing noise intensity VN. Moreover, by
measuring the amplitude of EC in a one-dimensional image
(X) and the brightness intensity at one point (Xi), the ISR

has been investigated. For appropriate colored noises with
moderate cutoff frequency fc (or the correlation time τN

of noise) and optimal intensity VN, a maximal threshold ac
voltage Vc(VN) and a minimal amplitude A(VN) have been
found. Therefore, continuously increasing VN, a typical EC
(Williams domain with a normalized amplitude A0 = 1 at
VN = 0) evolves into the rest state (A0 = 0), and then reenters
into the EC (A0 = 1); eventually, it develops into secondary
EC(A0 > 1) such as defect chaos and fluctuating Williams
domains. Until now such a successive pattern evolution in
the EC system could not be found, since the characteristic
of colored noise (i.e., fc or τN) has been overlooked. Under
specific conditions of the system such as the correlation time
and intensity of the external noise and the intrinsic times
(e.g., charge relaxation time τσ ) of EC, the ISR has been
discovered. Like the well-known stochastic resonance (SR),
ISR may be a universal characteristic of nonlinear systems
[30]. For noise-controlled applications, ISR has a different
possibility in comparison with the normal SR achieving output
enhancement. If the output of systems includes a kind of side
effect (e.g., in drug or radiation therapy), one may consider ISR
rather than SR. In the case of affective disorders addressed in
neuropsychiatry, noise stimuli can minimize the probability
of the sensitization of the disease [33]; in that case, ISR may
be required for practical treatments. By using both phenomena
which can enhance (SR) or inhibit (ISR) the output of systems,
noise-controlled applications are expected in a wider variety
of fields and in more different ways.
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