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Types and concentrations of metal ions affect local structure and dynamics of RNA
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The roles that metal ions play in the structure and dynamics of RNA molecules are long-standing problems
that have been studied extensively but are still not well understood. Here we show that metal ions have
distributions around RNA molecules that strongly depend on the types and concentrations of the metal ions
and also the electrostatic surface of the molecule. In particular, the ion distributions may not balance all the
local electronegativity of the molecule. These ion distributions do not only greatly affect local structures but also
lead to different local dynamics of RNA. We studied the effects of different ion solutions on the structure and
dynamics of RNA by taking the preQ1 riboswitch aptamer domain as an illustrative example and using molecular
dynamics simulations. Since the local structures and dynamics of RNAs are important to their functions, our
results also indicate that the selection of proper ion conditions is necessary to model them correctly, in contrast
to the use of diverse ion solutions in current molecular dynamics simulations.
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Metal ions play crucial roles in the structure and dynamics
of RNAs, besides net neutralizing their strong electronegativ-
ity [1]. These roles are long-standing problems that have been
discussed extensively but they are still not well understood
[2–7]. For example, some studies reported that the types of ions
did not affect the dynamics significantly while some showed
the opposite [2]. It was also shown that the local conformations
of RNA samples depend on the types and concentrations of
the metal ions [8]. Therefore, metal ions do not just balance
the electronegativity of RNAs but may play other rules in their
structures and dynamics and need to be investigated further.

To understand the roles of metal ions, both experimental and
theoretical (or computational) approaches are needed [2,9–11].
However, these two approaches usually use different ion
solutions. For example, experimental studies frequently used
buffers containing KCl and/or MgCl2 to prepare the RNA
samples [8,12–17], which is close to an intracellular envi-
ronment since K+ is the dominant cation in the cell. On the
other hand, computational studies used different ion solutions
containing net-neutralizing Na+,K+, or Mg2+ ions with or
without excess salts, even for the same molecule [2,10,18–27].
The molecular dynamics simulations using these different ion
solutions have captured some aspects of the structures and
dynamics of RNA, but whether they can give a consistent and
complete description of the structures and dynamics of RNA
also needs to be addressed further.

Here we take a preQ1 riboswitch aptamer domain (simply,
PRAD) from Bacillus subtilis as an illustrative example to
investigate the effects of different ion solutions by using
molecular dynamics (MD) simulations. The reason for study-
ing PRAD is that it is a small, natural aptamer domain
consisting of 36 nucleotides but also containing the most basic
structural units, including hairpins, duplexes, junctions, and
pseudoknots [8,13,15]. In particular, for the PRAD, the crystal
and NMR solution structures as well as the dynamics have been
measured [8,28]. We show that in different ion solutions the
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global stabilities of PRAD are similar but the local structures
and dynamics are different.

We have performed ten sets of molecular dynamics simula-
tions on a type-I preQ1-bound riboswitch aptamer domain (Ta-
ble I). For each set, three independent 600 ns trajectories were
simulated using the pmemd.cuda [29–31] program in the as-
sisted model building with energy refinement (AMBER14) soft-
ware package and the ff14SB force field [32] for RNA, denoted
as ff99 + bsc0 +χOL3, which is a refined force field parameters
99 with a correction for α/γ backbone torsion (bsc0) [33] and a
correction for the glycosidic torsion (χOL3) [34]. The starting
structure was the first of 20 NMR structures of the preQ1

-bound riboswitch aptamer domain [Protein Data Bank (PDB)
ID: 2L1V [13], Fig. 1]. ANTECHAMBER [35,36] and the
general AMBER force field (GAFF) [36] were used to model
the preQ1 ligand. The partial charges for the ligand atoms were
calculated using the Austin Model 1 bond charge correction
(AM1-bcc) model [37]. tLEaP [38] was used to generate an ex-
plicitly solvated RNA structure with a TIP3P water model and
the periodic boundary condition by adding an octahedral box
with a 9.0 Å pad distance. Here tLEaP and ANTECHAMBER
are programs of AMBER14 for preparation of the parameter
and coordinate files for proteins and nucleic acids and the
parameter sets for small molecules, respectively.

The parameters for Na+,K+, and Cl− ions are those
provided by Joung and Cheatham et al. with Lennard-Jones
(LJ) potential well depths of 0.0874393, 0.1936829, and
0.0355910 kcal/mol and with radii of 1.369, 1.705, and
2.513 Å, respectively [39]. The parameters for magnesium
ions are the one provided by Li and Merz et al. [40] with a LJ
potential well depth of 0.00396 kcal/mol and an ion radius of
1.284 Å, respectively.

Before the simulations, all the systems were minimized
by the use of 3000 steps of the descent method and 3000
steps of conjugate gradient optimization. During the first 3000
steps of minimization, the entire riboswitch and ligand were

restrained by a harmonic potential (500 kcal/mol/Å
2
) to their

initial positions to let the water molecules and ions diffuse. In
the second 3000 steps of minimization, all atoms were free to
move. Then, the systems were heated from 0 to 300 K in 200 ps
with the NV T ensemble to avoid the formation of a vacuum
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TABLE I. Summary of simulations.

Set ID Ion solution

1 No ions
2 Neutralizing Na+

3 Neutralizing K+

4 Neutralizing Mg2+

5 Neutralizing Na+, extra 0.3M NaCl
6 Neutralizing Na+, extra 0.3M KCl
7 Neutralizing Na+, extra 0.15M MgCl2

8 Neutralizing K+, extra 0.3M NaCl
9 Neutralizing K+, extra 0.3M KCl
10 Neutralizing K+, extra 0.15M MgCl2

bubble in the NPT ensemble. After that, the systems were
equilibrated in 1 ns before a production run. In the production
run, we used a 2 fs time step with the help of the SHAKE

algorithm [41]. The Langevin thermostat was used to control
the temperature using a collision frequency of 1.0/ps [42],
and the particle mesh Ewald (PME) [43] method was used
to calculate the long-range electrostatic potential. The cutoff
distance for the van der Waals potential is 10.0 Å.

After the simulations, all trajectories were analyzed by the
CPPTRAJ program [44] in the AMBER14 software package. The
root mean square deviation (RMSD) was calculated with all

FIG. 1. Structures and electrostatic surface of the bound preQ1

riboswitch aptamer domain (PDB ID: 2L1V). (a) Secondary and (b)
tertiary structures; (c) and (d) different views of the electrostatic
surface. In (a) and (b) different components (P1, P2, L1, L2, and
L3) are coded in color and the ligand preQ1 is represented by a stick
model. In (c) and (d) the electrostatic potential increases from red
(dark) to blue (light).

heavy atoms in the riboswitch aptamer relative to the first NMR
structure. We wrote a program to analyze the ion distribution
in space. Our procedure is as follows: (a) Strip the water
molecules and align all the RNA structures in trajectories to the
native structure; (b) find the maximum and minimum in three
directions with three independent trajectories in all atoms; (c)
grid the space with a grid size of 0.5 Å; (d) treat each ion atom
as a sphere and then count the times that the atomic spheres
occur in each grid; and (e) divide the number of times by the
total frames in all structures and we get an open visualization
data explorer (openDX) file to denote the distribution of metal
ions. After that, PYMOL [28] was used to color the volume space
and ray of our structures. All the data graphs were plotted by
the Python package called MATPLOTLIB [45] and R [46] inner
graph systems. The electrostatic potential of the PRAD was
calculated by Delphi [47].

Figure 1 shows the secondary and tertiary structures and
electrostatic surface of the bound PRAD (PDB ID: 2L1V) [13].
The structure of the aptamer is an H-type pseudoknot with
two stems (P1 and P2) and three loops (L1, L2, and L3).
An NMR experiment [8,13] shows that the entire molecule is
very stable in the bound state. However, the conformational
flexibilities or dynamics of different parts of the molecule are
different. The lower part (LP) P1-L3 and its components (P1
and L3) are very stable, even without the ligand, while the
upper part (UP) L1-L2-P2 is relatively flexible. In particular,
NMR relaxation measurements revealed the following [8]:
(1) L2 is the highly dynamic region of the preQ1 -bound
aptamer on a ps–ns time scale but it has no motions on the
longer μs–ms time scale; (2) L1 are remarkably stable on a
ps–ns time scale but they (including U12 from P2 but not U8
from L1) undergo concerted motions on the μs–ms time scale.
P2 is also flexible due to the weak interaction of the terminal
base pairing. In the following we will study the ps–ns time-
scale dynamics of the bound PRAD in different ion solutions.

The ion distributions in nine different ion solutions are
shown in Fig. 2. We find that metal ions behave in a
completely different way, although they mainly stay in the
groove between the LP and UP parts (ligand-binding pocket)
because this region has strong electronegativity given by the
backbone of the RNA molecule (Fig. 1). Na+ ions do not
diffuse around the entire molecule but tend to go deep into
the binding-pocket groove and distribute in its bottom. On
the other hand, K+ ions mainly distribute in the upper part of
the binding-pocket groove and around the molecule and have a
larger diffusion rate than Na+ ions. Mg2+ ions distribute within
the whole binding-pocket groove but bind some sites with
higher probability, such as the results of previous studies [11].
They are almost localized and strongly interact with the
backbone phosphate groups where they stay (Fig. 3). These
different behaviors of the metal ions clearly depend on the
types (radius and charge) and concentrations of the ions and
are in agreement with previous results [48]. Furthermore, the
ion distributions become smoother as the ion concentrations
increase [Figs. 2(d)–2(i)].

The different distributions of metal ions affect the local
structures of the molecule. For example, in the cases where the
ions are just neutralizing the RNA molecule [Figs. 2(a)–2(c)],
the binding-pocket groove becomes narrower and narrower
from Na+ to K+ to Mg2+. Na+ ions mainly distribute at the
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FIG. 2. The distribution of metal ions in different ion conditions.
The distribution of sodium ions, potassium ions, and magnesium
ions are colored in blue, red, and green, respectively. The dark color
in the figure shows the positions where the ions remain for a long
time. (a)–(c) are solutions with neutralizing Na+,K+, and Mg2+ ions,
respectively; (d)–(f) are solutions with neutralizing Na+ ions and extra
0.3M NaCl, 0.3M KCl, and 0.15M MgCl2, respectively; (g)–(i) are
solutions with neutralizing K+ ions and extra 0.3M NaCl, 0.3M KCl,
and 0.15M MgCl2, respectively.

bottom of the groove [Fig. 2(a)] and interact strongly with P1.
This makes P1 and L3 very stable while P2, L1, and L2 are
flexible and so have no significant influence on the native shape
of the groove [Fig. 4(a)]. On the other hand, since K+ ions
distribute around the opening of the binding-pocket groove
[Fig. 2(b)], K+ ions have stronger interactions with L1, L2,
and P1. These interactions not only reduce the flexibility of L1
and L2 but also attract P1 and L2 to become closer. It is noted
that this probably weakened the interaction between P1 and
L3 and made L3 more flexible [Fig. 4(b)]. In the case of Mg2+
ions [Fig. 2(c)], due to their smooth but discrete distribution in
the binding-pocket groove and large charges, they have much
stronger interactions with L1, L2, and P1 than the K+ ions and
not only further reduce the flexibility of L1 and L2 but also
greatly compress the groove [Fig. 2(c)]. This also weakens the
interactions between P1 and L3 and between L2 and one of
the chains of P2, and leads to L3 and one of the chains of P2
becoming very flexible [Fig. 4(c)].

In the cases of excess salts with 0.3M NaCl, 0.3M KCl,
or 0.15M MgCl2 in addition to the net-neutralizing ions, the
cations now also have a chance to distribute around other
parts of the molecules besides the binding-pocket groove.

FIG. 3. The distribution of Mg2+ ions around the preQ1 ri-
boswitch aptamer domain in a solution with only neutralizing Mg2+

ions and their interactions with the backbone phosphate groups.
(a) The distribution of Mg2+ ions around the preQ1 riboswitch ap-
tamer domain; (b) one Mg2+ ion interacts with two phosphate groups;
(c) two Mg2+ ions interact with one phosphate group. Mg2+ ions are
represented by the green balls, the entire molecule is in blue, and the
oxygen and phosphate atoms of the phosphate groups are in red and
cyan, respectively.

Among the six cases only in the solution with neutralizing
K+ and excess 0.3M KCl [denoted as K+-KCl, Fig. 2(h)],
the ions now can almost smoothly distribute around the whole
molecule and thus balance the effect of the K+ ions in the
binding-pocket groove and keep the native conformations of
the groove [Fig. 4(h)]. The case of K+-NaCl is similar to
K+-KCl [Fig. 2(g)]. In all other cases the metal ions mainly
stay in the binding-pocket groove, too, and their effects cannot
be balanced by the ions around other parts of the molecule.
Therefore, the native conformation of the groove is still
compressed (Fig. 2).

The different ion distributions not only affect local struc-
tures but also lead to different dynamical behaviors or flexibil-
ities of the molecule. This can be seen from Fig. 4, the RMSD
boxplots of the simulated results for the nine ion solutions
discussed above, which gives the RMSD distributions of the
simulated trajectories of the entire molecule (W), the lower and
upper parts (LP and UP), and their components (P1, P2, L1,
L2, L3) relative to the first of the NMR structures. In different
ion solutions the global structure and flexibility (dynamics) of
the molecule are similar but the local dynamics is different. For
example, in the solutions with just neutralizing Na+,K+, and
Mg2+ ions [Figs. 4(a)–4(c)], the structures and flexibilities
are similar, having RMSD medians of about 3.2, 3.4, and
3.9 Å and RMSD distributions from 2.7 to 4 Å, 2 to 5 Å,
and 2.5 to 5.2 Å, respectively; However, their local behaviors
are different. In the solution with just neutralizing Na+ ions
[Fig. 4(a)], the LP part as well as P1 and L3 are very stable and
L2 and P2 are flexible, as observed experimentally; However,
L1 is very flexible and behaves differently from their observed
ps–ns time-scale behaviors. In the K+ ion solution [Fig. 4(b)],
the local behaviors of the molecule are different from the case
of Na+ ions: The LP part and also its components P1 and L3
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FIG. 4. Boxplot of RMSD of different regions in MD simulations. (a)–(c) are solutions with neutralizing Na+,K+, and Mg2+ ions,
respectively; (d)–(f) are solutions with neutralizing Na+ ions and extra 0.3M NaCl, 0.3M KCl. and 0.15M MgCl2, respectively; (g)–(i) are
solutions with neutralizing K+ ions and extra 0.3M NaCl, 0.3M KCl, and 0.15M MgCl2, respectively; (j) is the solution without any ions. The
lower and upper horizontal line is the minimum and maximum value, respectively. The lower and upper edge of the box is the first and third
quantile, respectively. The middle line in the box is the median. “W” denotes the entire molecule.

become more flexible while the UP part and its components
P2 and L2 become more stable, which are inconsistent with
the observed behaviors of this molecule. For the case of Mg2+
ions [Fig. 4(c)], in comparison with the case of K+ ions, the
flexibilities of LP and L3 further increase but those of L1 and
L2 decrease. Furthermore, P2 and UP become more flexible,
even larger than the case of Na+ ions.

For excess salt solutions [Figs. 4(d)–4(i)], the situations
are similar. In most cases the structures and dynamics of the
structures are also similar to the three cases above, but those
of some components are different from each other and also

from experimental observations. For example, in the cases
of Na+-NaCl and K+-NaCl, L1 become flexible [Figs. 4(d)
and 4(g)]; in the case of Na+-MgCl2, P2 becomes too stable
[Fig. 4(f)]; in the case of K+-MgCl2, LP and L1 become
more flexible [Fig. 4(i)]. However, it is found that in the case
of K+-KCl [Fig. 4(h)], both global and local behaviors of
the molecule are in good agreement with the experimental
observations on the ps–ns time scale. In this case the part
LP and its components P1 and L3 are very stable and the
same for L1, while the part UP and its components L2 and
P2 are flexible, as observed experimentally. In the solution
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FIG. 5. Hydrogen bond occupancies in three trajectories of
molecular dynamics (MD) simulations without any added ions. The
blue color represents the unbroken base pair; the purple and red color
denotes a G-C base pair with one or two broken hydrogen bonds
(H-bond), respectively; the cyan color stands for an A-U base pair
with one broken H bond; the white color represents the entirely broken
base pairs.

with Na+-KCl the behavior of the molecule is very similar
to the case of K+-KCl, except that the flexibility of L3 is a
little larger [Fig. 4(e)]. Therefore, in all cases the behaviors
of the molecule are globally similar but locally different. In
most cases the local behaviors are not completely consistent
with the observed behaviors of this molecule on a ps–ns time
scale.

For comparison, the behaviors of the molecule in the
solution without any metal ions are also investigated. In
this case [Fig. 4(j)] the entire molecule and all parts have
large RMSD values and wide RMSD distributions and the
whole system tends to unfold, as expected. For example, the
RMSD median of the entire molecule is larger than 5 Å
and the RMSD distribution is from 2.8 to 7.5 Å. P2 loses
its native conformation and the base pairs break (Fig. 5).
The P1 and also LP are also destabilized. These behaviors
are in agreement with Draper’s results [49,50]. This is the
well-known fact that RNA needs cations to balance the strong
electronegativity of their backbones in order to keep their
structures.

It is interesting to compare the differences in the ion
distributions around RNA and DNA. Since the ion distributions
depend on the sequences and conformations of nucleic acids,
the comparisons were made usually for simple helical confor-
mations and sequences [51]. The conformation of the PRAD

is much more complex than pure helical conformations of
DNA, and it is also interesting to see the differences in the ion
distributions around a complex structure and a pure helical one.
In a previous paper the authors studied the ion distributions
around B-DNA and A-RNA with the same sequence by using
molecular dynamics simulations in an explicit solvent [51].
They found that monovalent ions Na+ and K+ were distributed
in both major and minor grooves for B-DNA at excess salt but
mainly in the major groove A-RNA in this case. Moreover,
in B-DNA, the metal ions are more evenly distributed while
in RNA they are more localized. They also found that for
B-DNA the bivalent ion Mg++ was mainly bound to certain
oxygens or nitrogens of base pairs but for A-RNA to the
backbone phosphate oxygens. For the PRAD, we obtained
similar results. These can be seen clearly in Figs. 2(a)–2(f). As
discussed above, the monovalent ions Na+ and K+ are mainly
distributed in the binding-pocket region that contains parts of
the major grooves of P1 and P2. Their localization features are
shown by the spots of the ion distribution plots. The binding
sites of the bivalent ion Mg++ can be clearly seen in Fig. 3.
Of course, these features of the ion distributions around the
PRAD are also determined by its electrostatic surface, which
has a large negative charge distribution within the binding
pocket (Fig. 1). So, the ions can also distribute in the other part
(around L2) of the binding pocket besides the major groove
of P1. This phenomenon is due to the complex structure of
the PRAD and cannot be seen in the case of pure helical
conformation. These features of the ion distributions around
the PRAD can significantly affect the local structures as the ion
types and concentrations change, even at low ion concentration
(Fig. 2). In a previous work [51] the authors also found the
structure of A-RNA was affected by the ion concentration,
such as helical and step rise and helical inclination, but for the
complex structure of the PRAD, we can see that the ion types
and concentrations can have strong effects on the structures of
larger scales, e.g., the binding pocket. At all, these effects are
different from B-DNA whose structure was found to be not
very sensitive to the ion concentration.

In summary, we have shown for PRAD that metal ions
usually do not distribute uniformly around a RNA molecule
with a complex structure, and the distributions depend on
ion types and concentrations and the molecular electrostatic
surface and lead to different local structures and dynamics of
the molecule. For PRAD, in the K+−KCl solution, similar to
the experimental buffers, the molecule captures both global
and local behaviors observed experimentally on the ps–ns
time scale. Our results also show that the features of ion
distributions around complex RNA structures and their effects
on the structures are different from those for B-DNA. It is noted
that some features of Mg2+ ions are not accurately described
by the current force fields, e.g., the polarization. Therefore, the
effect of Mg2+ ions needs further study. Our results may be
helpful to understand and correctly model the roles of metal
ions on the structure and dynamics of RNA.

This work is supported by the NSFC under Grants
No. 11374113 and No. 31570722 and the National High
Technology Research and Development Program of China
(2012AA020402).
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