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Microscopic modeling of confined crystal growth and dissolution
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We extend the (1+1)-dimensional fluid solid-on-solid (SOS) model to include a confining flat surface opposite
to the SOS surface subject to a constant load. This load is balanced by a repulsive surface-surface interaction
given by an ansatz which agrees with known analytical solutions in the limit of two separated flat surfaces.
Mechanical equilibrium is imposed at all times by repositioning the confining surface. By the use of kinetic
Monte Carlo (KMC) we calculate how the equilibrium concentration (deposition rate) depends on the applied
load, and find it to reproduce analytical thermodynamics independent of the parameters of the interaction ansatz.
We also study the dependency between the surface roughness and the saturation level as we vary the surface
tension, and expand on previous analyses of the asymmetry between growth and dissolution by parametrizing
the linear growth rate constant for growth and dissolution separately. We find the presence of a confining surface
to affect the speed of growth and dissolution equally.
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I. INTRODUCTION

Both confinement and elastic stress alter phase equilibria
of liquids and solids [1,2]. The fundamental thermodynamics
and out of equilibrium processes of stressed solids [3,4],
confined systems [1], and combined effects of confinement
and elastic stresses are interesting in their own right and they
have important applications in metal alloying [2], growth
of semiconductor heterostructures [5,6], frost heave [7],
weathering of rocks and concrete [8–12], and metamorphism,
diagenesis, and weathering in the Earth’s crust [13,14].

Elastic strain energy in the solid is known to cause insta-
bilities during freezing and growth or melting and dissolution,
such as the Asaro Tiller Grinfeld (ATG) instability [15–18],
precipitate growth instabilities in binary alloys [2], or Stranski-
Krastanof growth in epitaxial growth of semiconductor het-
erostructures [4]. Another mode of stress transmission to the
solid—normal to the solid-liquid interface—requires that the
liquid layer confined between two solid surfaces transmits
stress, a remarkable effect of confinement predicted by the
Derjaguin Landau Vervey Overbeek (DLVO) theory [19,20]
that has been amply demonstrated experimentally [1,7,21]
and in molecular simulation [22]. The thermodynamics and
out of equilibrium processes involving the coupling of phase
transitions and normal stress from one solid through a confined
liquid to another solid—from now on abbreviated confined and
stressed liquid-solid processes—have been studied experimen-
tally [11,14,23–25], thermodynamically [14,26,27], and by
molecular simulation [28–30]. We have shown experimentally
that confinement and stress cause instabilities during dissolu-
tion [31] and growth [32], phenomena that are yet to be studied
by simulation or explained theoretically.

Recent studies show that the level of confinement is crucial
when it comes to deciding the properties of the confined fluid
such as the slip length, velocity field [33], and the dielectric
constant [34]. Moreover, simulations indicate that the nature
of the surface-solution interaction is very important when it
comes to nucleation within small channels [30]. It is also
known that entropic effects in confinement, i.e., the finite-size
effects, are very important when deciding the properties of

growing surfaces [35–37]. However, little attention has been
given to the normal stress induced by the surface-surface
interactions in these confined environments. One reason for
this is that due to their detailed description of the fluid
and the fine temporal resolution required to resolve atomic
vibrations, typical molecular simulation techniques such as
molecular dynamics are not well suited for modeling growth
or dissolution on crystal surfaces, which occurs over larger
times [38].

In order to get a better understanding of the role of such
surface-surface interactions on the growth and dissolution of
surfaces, and the effects of normal stress, we have therefore
performed extensive kinetic Monte Carlo (KMC) simulations
of a (1+1)-dimensional crystal surface in a confined geometry
induced by surface forces. By using KMC we limit the
dynamics to transitions between stable states [38], hence there
is no need to resolve atomic vibrations explicitly, making
simulations on experimental time scales possible. The basic
idea is that the crystal surface is in contact with an ideal
solution at a constant concentration, and limited by a flat
inert surface subject to a constant load. A surface-surface
interaction induced in narrow confinement keeps the two
surfaces separated. This model is inspired by how confined
surfaces in an electrolyte solution repel each other due to the
formation of electric double layers [39].

The outline of our model is similar to that of previ-
ous models of strained epitaxial and heteroepitaxial growth
modeling the ATG instability [40–43]. In these models, a
surface subject to the SOS condition not only has a free
energy associated with nearest-neighbor bonds, but also a free
energy contribution associated with the elastic interactions.
Our model of confinement works in a similar manner, except
that the elastic interactions are replaced by the surface-surface
interaction, the surface diffusion with dissolution, and the
calculation of the mechanical equilibrium of springs with
the calculation of the mechanical equilibrium of the confining
surface. This effectively interchanges the parallel stress with
a normal stress, and neglects elastic interactions within the
crystal, which we assume are small compared to the surface
pressure.
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The paper is structured as follows: First we introduce the
model, before we compare equilibrium simulations to analyti-
cal calculations and thermodynamics. We then investigate how
the surface roughness depends on the level of supersaturation,
and present a parametrization of the growth and dissolution
rates including comparisons with experimental data. We end
the paper with discussions and conclusions.

II. MODEL DESCRIPTION

The surface of the crystal at a given time t is described
by an array of heights h(t) with elements hi(t) ∈ Z , where
i ∈ [1,L] denotes the surface site. This is equivalent to a
two-dimensional lattice with no overhangs, and is referred
to as an unrestricted solid-on-solid (SOS) model in 1 + 1
dimensions. All position variables are scaled with the lattice
unit l0 representing the physical spacing between two adjacent
lattice units. We use periodic boundary conditions, so that
i = 1 and i = L are considered neighboring sites.

The surface is in contact with an ideal fluid at a constant
concentration c of the same particles making up the crystal.
Particles can be deposited from the solution to the surface, and
dissolved from the surface into the solution. This means that
we will not be able to model transport limited scenarios in the
current model, but expansion to a general concentration field
is possible as long as diffusion within the concentration field
is treated properly.

To include the effects of confinement, a flat surface subject
to a total force F0 is placed at a height hl(t) above the crystal
surface. The force is balanced by a repulsive surface-surface
interaction given by an ansatz which agrees with DLVO theory
for double layer interactions [39] in the limit of two flat
surfaces.

Mechanical equilibrium is ensured at all times by reposi-
tioning the confining surface [changing hl(t)] such that the net
force is zero. An illustration of the system is given in Fig. 1.

In order to properly motivate our ansatz for the surface-
surface interaction, we first need to describe how the transitions
between surface configurations are modelled, as it puts a
localization constraint on the properties of the interaction
potential. This will be done in Sec. II A. The ansatz and the
localization constraint will be covered in detail in Sec. II B,
and the method used to obtain the equilibrium value of hl(t)
will be explained in Sec. II C. In Sec. II D we introduce the
simulation parameters, and summarize the simulation steps.

A. State transitions and rates

A state in the model is represented by a unique configu-
ration of heights h with the confining surface placed at its
corresponding equilibrium height hl . The zero point of the
heights is arbitrary, such that a constant shift in all heights
(including the confining surface height) will not change the
state.

Allowed transitions in the system are deposition and
dissolution at all L sites, leading to a unit increase or decrease
in the height at this site, respectively. To keep the model as
basic as possible, we will not include surface diffusion in any
form.

FIG. 1. The confinement model illustrated. A periodic array of
L heights hi(t) makes up the crystal surface. All heights are relative
to a fixed arbitrary point (here a zero point below the surface) along
the vertical axis. A flat surface, subject to a constant applied force
F0, is located above the crystal surface at a height hl(t) at which
the repulsive surface-surface force Fψ cancels out F0 (mechanical
equilibrium for all times t). We here skip some function arguments to
increase the readability. The free energy Gψ depends on the surface
configuration and hl , and is generally unknown. In this work we
describe this term by an ansatz (introduced in Sec. II B) which
depends only on the local separations di . The two open arrows denoted
by 1 and 2 describe the two types of allowed transitions from a current
surface configuration, that is, dissolution and deposition, respectively.
Filled arrows represents forces.

This means that we for each such state have 2L possible
transitions, namely deposition and dissolution at every site.
The movement of the confining surface to the new equilibrium
height is done instantly after a surface transition has occurred.
For large systems, consecutive equilibrium positions are very
close in value, so this is believed to be a fair approximation.

In order to couple state transitions to time evolution, we
need the transition rates. In this work we use that the rate of a
particle moving from its current position at the surface site i

(dissolution) is

R(i) = ν exp{−[niEb + �Gψ (i)]/kT }, (1)

where ν is a frequency factor, ni is the number of nearest
neighbors at site i, Eb is the energy of a nearest-neighbor
bond, �Gψ (i) is the surface-surface free energy gained by
removing the surface particle at site i from the system, k

is the Boltzmann constant, and T is the temperature. This
expression is practically identical to the ones used for SOS
models of strained epitaxial and heteroepitaxial growth in
earlier works, with the exception that the term added to the
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nearest-neighbor bond energy represents the change in the
surface-surface potential instead of the elastic energy [40–43].

Since the solution is ideal and kept at a constant concen-
tration, there is no change in the free energy when a particle
transitions from solution to the surface (deposition). Inserting
this into Eq. (1) yields the deposition rate

R+(i) = νc, (2)

where the concentration c is introduced as the probability of a
particle being present around site i (average occupancy), since
we do not model particles in the solution explicitly.

It should be mentioned that, in practice, the dissolution
and deposition rates should have different frequency factors
ν, since these processes are mediated by different physical
mechanisms (solution effects and thermal fluctuations). The
deposition rate calculated here is a result of using Eq. (1) for
the solute transitions as well, which is an approximation used
to enable ν to set the time scale for the model. However, if we
defined c̃ ≡ cν/νs , with νs being the deposition frequency, we
see that the effect of having a separate deposition frequency
would simply be to multiply the concentration by the frequency
ratio.

We use the rejection free kinetic Monte Carlo (KMC)
algorithm [38,44] to evolve the system in time.

B. Confinement free energy ansatz

In the limit of two flat surfaces, we know that the
confinement free energy due to the interaction of the electric
double layers on each surface is of the form [39]

Gflat
ψ (D) = Z0 exp(−D/λD), (3)

where D is the surface-surface separation, and λD is the Debye
length. In this model λD and Z0 are free parameters.

Since our crystal surface is rough, we choose an ansatz of
the form

G
(A)
ψ (h,hl) = 〈Z0 exp(−di/λD)〉, (4)

where di = hl − hi is the local separation at site i. This
expression agrees with Eq. (3) in the limit where di = D for
all i (flat surface).

The change in free energy when removing a particle from
surface site i, which is what is used in the rate expression in
Eq. (1), becomes

�G
(A)
ψ (di) = Z0

L
exp

(
−di + 1

λD

)
− Z0

L
exp

(
− di

λD

)

= −
[

1 − exp

(
− 1

λD

)]
Z0

L
exp

(
− di

λD

)
. (5)

Note that this change is local, that is, it depends only on the
local separation di , which is required by Eq. (1).

One could argue that this local ansatz which effectively
separates a surface-surface potential into L single particle
interactions is not very physical, since a surface-surface
interaction generally differs from particle-particle interactions.

A candidate which is not separable is obtained simply by
replacing the separation D in Eq. (3) with the average surface-
surface separation 〈di〉, that is, Gflat

ψ (〈di〉). However, by looking

at the change in free energy when removing a particle at site i,

�Gflat
ψ (i,h) =Z0 exp(−[〈di〉 + 1/L]/λD)

− Z0 exp(−〈di〉/λD)

= − Gflat
ψ (〈di〉){1 − exp[−1/(LλD)]}, (6)

it is clear that this expression is not local, since 〈di〉 correlates
every height, and consequently it is not of the form of Eq. (1).
A nonlinear dependency on 1/L is also not ideal. It is therefore
clear that the separation of the interaction is necessary to obtain
local rates.

Both the nonlocal expression from Eq. (6) and our local
expression from Eq. (5) are very crude models of what the exact
expression for a rough surface would look like. Effectively,
what the local variant does is to ignore higher moments, i.e.,
neglect (〈di〉n − 〈dn

i 〉)/λn
D for n � 2. In the limit where the

roughness of the surface is small (compared to 〈di/λD〉), which
always is the case for the parameters used in this work, these
higher moments should also be small, and consequently the
difference between these two models should be small as well.

C. Maintaining mechanical equilibrium

The system is said to be in mechanical equilibrium when
the magnitude of the repulsive force between the surfaces
Fψ (h,hl), where hl is the position of the confining surface,
equals the applied force F0:

Fψ (h,hl) = F0. (7)

In order to obtain an expression for Fψ (h,hl), we calculate the
change in the surface-surface free energy Gψ (h,hl) as we vary
the position of the confining surface hl :

Fψ (h,hl) = − ∂

∂hl

Gψ (h,hl). (8)

Inserting the derivative of our ansatz from Eq. (4) with respect
to hl into the above equation, the expression for the force
becomes

F
(A)
ψ (h,hl) = 1

λD

G
(A)
ψ (h,hl). (9)

The force balance in Eq. (7) now reads

F0 = Z0

λD

〈
exp

(
−hl(t) − hi(t)

λD

)〉

= Z0

λD

exp

(
−hl(t)

λD

)〈
exp

(
hi(t)

λD

)〉
, (10)

which when solved for hl(t) yields

hl(t) = λD ln

(
Z0�(t)

λDF0

)
, (11)

where �(t) ≡ 〈exp (hi(t)/λD)〉.
This means that when a change occurs at the surface, �(t)

will in general change its value, and consequently so will
hl(t). Repositioning of the confining surface must therefore
occur every time the surface changes in order to maintain
mechanical equilibrium.

In other words, growing the crystal surface will induce a
change in the position of the opposing surface. On the other
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hand, we should be able to limit growth (or start dissolving)
by increasing the confining pressure F0. These phenomena
are commonly referred to as the force of crystallization and
pressure solution, respectively [26].

Since the free energy of removing a particle from Eq. (5)
depends on the value of hl(t), and the rates of dissolution
from Eq. (1) in turn depend on this free energy, all rates of
dissolution change their value once hl(t) is changed. It is
therefore necessary to update these rates to reflect the new
value of hl(t) every time step. An efficient way to update the
rates to the new value hl(t + δt) is presented in Appendix A.

D. Simulation parameters and setup

Instead of treating the bond energy Eb and temperature T

separately, we define and use

α ≡ Eb

kT
. (12)

This also means that the confining free energy �Gψ (i) from
Eq. (1) will be measured in units of Eb. Introducing the
parameter

σ0 ≡
[

1 − exp

(
− 1

λD

)]
Z0

EbL
, (13)

simplifies the expression for �G
(A)
ψ (di) from Eq. (5):

�G
(A)
ψ (di)/Eb = −σ0 exp

(
− di

λD

)
, (14)

where σ0 � 0.
This parameter is easier to use in analyses since it acts

as an independent linear factor describing the strength of the
surface-surface interaction relative to the binding energy term.

When introducing σ0, it is convenient to define

Pλ ≡ λD

σ0

Z0
F0 = λD

[
1 − exp

(
− 1

λD

)]
F0/Eb

L
, (15)

as a measure proportional to the applied pressure F0/L, such
that Eq. (11) now reads

hl(t) = λD ln

(
σ0�(t)

Pλ

)
. (16)

In order to better understand the role of σ0, we can use the
average surface-surface separation 〈di〉 = hl − 〈hi〉 to write

σ0 = Pλξ (h) exp
〈di〉
λD

, (17)

where

ξ (h) = 1 +
(

σ (h)

λD

)2

+ O
( 〈(hi − 〈hi〉)4〉

λ4
D

)
, (18)

is typically close to 1 with

σ (h)2 = 1

L

L∑
i=1

(hi − 〈hi〉)2, (19)

being a measure of the surface roughness. In practice we find
that the change in σ (h)2 due to a change in σ0 is small compared
to the corresponding change in 〈di〉. This means that we can

interpret σ0 as the parameter controlling the average surface-
surface separation for a given pressure Pλ and decay length
λD .

We also define and use

γ ≡ ln
c

c0
, (20)

instead of using the concentration c directly, where c0 =
exp(−2α) is the equilibrium concentration for the unconfined
system [45].

The saturation level 
 ≡ c/ceq − 1, where ceq is the
equilibrium concentration of the confined system, is the
main driving force for crystal growth (supersaturated 
 > 0)
and dissolution (undersaturated 
 < 0). By rewriting the
expression for γ from Eq. (20) as

γ = ln

(
c

ceq

ceq

c0

)
= ln(1 + 
) + γeq, (21)

where γeq ≡ ln ceq/c0 is the value of γ in equilibrium, we see
that the saturation level can be controlled directly if we first
obtain γeq. Equilibration is thus an essential first step to all
simulations, even if we are to simulate out of equilibrium (see
Appendix B).

Once the value of γeq is obtained, we shift the value of γ

by ln(1 + 
), where 
 is the sought saturation level, and start
the main simulation.

The single simulation for a given value of γ can be
summarized in the following steps:

(1) Input γ , α, Pλ, λD , σ0, and set h(0).
(2) Calculate hl(0) by Eq. (16).
(3) Calculate all rates (dissolution and deposition).
(4) Use KMC to select and perform a transition.
(5) Calculate new value of hl(t).
(6) Sample values for averages.
(7) If not done, update rates and go to step (5).
(8) Finalize averages.
A complete simulation at a given level of supersaturation


 can be summarized in the following steps:
(1) Input α, Pλ, λD , σ0, and set h(0).
(2) Calculate γeq (see Appendix B).
(3) Set γ = γeq + ln(1 + 
) and do the simulation steps.
Since the average time step in KMC is proportional to

1/L, an unnecessarily large system should be avoided. In
order to select an appropriate system size L, we calculated
the value of system size independent quantities such as
the surface roughness and energy density for simulations
with L = 64,128,256,512, and L = 1024. We found that,
in practice, the boundary effects are negligible at L = 128,
where the results are indistinguishable from the L = 1024
case. However, in order to be sure that the simulations do not
suffer from boundary effects we have chosen to use L = 256
in this work.

III. RESULTS

From the force balance criteria in Eq. (10) it is clear that
increasing the pressure will decrease the average surface-
surface separation 〈di〉 in roughly a exponentially decaying
manner. The assumption that 〈di〉/λD is small introduced in
Sec. II B, thus translates into an upper limit to the pressure
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Pλ for a given σ0 and λD . For σ0 = 1 and λD = 4, we get
an average surface separation of 〈di〉 = 3 when Pλ = 0.5. We
therefore use values of Pλ ∈ [0,0.5). In some plots, a value of
Pλ = 1 is used to make the high pressure limit very prominent.

Due to large surface fluctuations and slow convergence to
steady state, satisfactory measurements become increasingly
demanding to produce as α becomes smaller. Hence we have
chosen to study α ∈ [0.5,3], where α = 0.5 produces rough
surfaces with large steps and σ (h) ∼ 17, and α = 3 produces
flat surfaces with typical step sizes of 1 or 2. The limit where
α → 0 is studied for equilibrium simulations.

A. Equilibrium simulations

1. Thermodynamical validations in the unconfined limit

Since the joining of two particles without confinement
increases the total free energy by Eb, each available site
along the surface, both vertically and horizontally, carries a
potential energy of Eb/2. It is therefore convenient to write
the Hamiltonian of the unconfined system as H (s) = Ebs/2,
where s is a count of the number of surface sites exposed to
the solution.

Because of the periodic boundary conditions and the no
overhang criteria, we may write s = 2s↑↓ + L, where s↑↓ is
the total number of upward steps, which necessarily have to
equal the corresponding downward value, hence the use of
both arrows. Since Eb and L are system constants, we can
simplify the Hamiltonian to H̃ (s↑↓) = Ebs↑↓, by introducing
an energy shift of EbL/2. This yields the following partition
function:

Z(L,α) =
∞∑

s↑↓=0

Mtot(s↑↓,L) exp(−αs↑↓), (22)

where Mtot(s↑↓,L) is the multiplicity of surfaces with the given
value of s↑↓. The calculation of the multiplicity is given in
Appendix C. At which value of s↑↓ the sum can be truncated
without loss of numerical precision depends on the value of
α, but we found s � 20 000 to be sufficient for the results
presented here.

From the partition function we can calculate thermody-
namic variables in the canonical ensemble as follows:

〈E〉/Eb = 〈s↑↓〉, (23)

σ (E)/Eb = σ (s↑↓) =
√

〈s2
↑↓〉 − 〈s↑↓〉2, (24)

CV /k = α2σ (s↑↓)2, (25)

where σ (s↑↓) is the square root of the vertical surface size
variance, E is the energy, σ (E) is the square root of the energy
variance, and CV is the specific heat capacity.

By using Eq. (22) we can calculate all these quantities by
evaluating closed form expressions.

When we add the confining surface, these thermodynamic
relations are no longer valid. This is because the free energy
of the system no longer is given in terms of the surface size s

alone.
However, regardless of their thermodynamical interpreta-

tion, the right-hand side of Eqs. (23)–(25) can be estimated
numerically and compared to the unconfined system. This also
allows us to validate the model by ensuring convergence to

FIG. 2. Simulations done in equilibrium for a system with size
L = 256 for different values of Pλ ∝ F0/L, where F0/L is the applied
pressure. For these simulations, we used σ0 = 1 and λD = 2. The solid
lines represent the closed form solutions to the unconfined system.
The statistical errors are increasing with 1/α, but overall small enough
to not impact the trends shown here. The left axis label represents
the calculated quantity, and for Pλ → 0 (no confinement), the right
axis label represents the respective thermodynamic quantity. From
the top and middle panels we see that for low pressures, the average
vertical crystal surface size 〈s↑↓〉 and its fluctuation appear linear in
the logarithmic scale of 1/α with slopes close to 1, indicating that
they are proportional to 1/α. This ultimately results in a constant
heat capacity CV /k in the limit of no confinement, seen in the bottom
panel. It is clear from these results that the effects of increasing
the pressure F0/L is to flatten the surface and dampen the surface
fluctuations.

closed form solutions in the unconfined limit. The results of
these simulations are given in Fig. 2, where it is clear that the
model indeed converges to the known solutions in the zero
applied force limit. Moreover, we observe that an increase in
the applied force flattens the surface and suppresses surface
fluctuations.

2. Thermodynamical validations with confinement

Growing a layer of thickness dN consisting of N particles
under a constant force F0 carries a free energy cost of GN =
F0dN − 2EbN , where the last term comes from the fact that
on average, each deposition creates two new bonds of energy
Eb. This translates into a solid chemical potential of �μs =
GN/N = F0/L − 2Eb. In equilibrium, this equals the solution
chemical potential given by kT ln ceq, which yields

F0/L = kT ln ceq + 2Eb,

= kT ln(ceq/c0), (26)

where we used that the unconfined equilibrium concentration
c0 = exp(−2Eb/kT ). This identity is equal to that derived
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in Refs. [25,27,46] for a surface consisting of monoatomic
particles growing under a constant “crystallization pressure”
(here given by F0/L).

Introducing the parameters α = Eb/kT and γeq =
ln(ceq/c0), we get

F0/Eb

L
= γeq

α
. (27)

In our simulations we use Pλ from Eq. (15) instead of
(F0/Eb)/L. To convert between these two is a matter of
multiplying by a single factor which depends on the decay
length λD of the surface-surface interaction. In terms of the
simulation parameters, Eq. (27) reads

αPλ

γeq
= λD

[
1 − exp

(
− 1

λD

)]
. (28)

We can in other words compare our model with basic
thermodynamics in confinement by checking if the parameters
of our model are related by Eq. (28).

This is done in a three-step process which is presented in
Fig. 3. From Fig. 3(a) we see that there is a linear relationship
between γeq and α. We can thus measure γeq/α as the slope of
these lines. This is done in Fig. 3(b), where we find that there
is a linear dependence between the measured value of γeq/α

and Pλ. The second step then naturally involves measuring the
slope of this line as γeq/αPλ. Finally, we compare the inverse
of this measurement to the right-hand side of Eq. (28). This
is shown in Fig. 3(c). The relationship in Eq. (28) was found
to hold for all choices of σ0 (17 values of σ0 ∈ [0.1,5) were
checked).

From the figure, we see that there is a very good match for
λD > 0.5, which means that our model for confinement agrees
well with the thermodynamics in Eq. (28) for a reasonable
choice of parameters.

The discrepancy for low values of λD is believed to be
present partially due to low sampling ergodicity for low λD .
Moreover, the movement of the confining surface is very
violent in the sense that the distance at which it is moved
becomes very large. Therefore, we violate the assumption that
this movement is small.

Additionally, in KMC we do not necessarily increase the
surface height by growing single layers at the time (as is
assumed in the analytical derivation). In the extreme limits
of the parameters, such that λD < 0.5, it makes sense for the
consequence of this difference to become more prominent.

In other words, the model obeys the thermodynamical
relation in Eq. (27) very well for all reasonable choices of
parameters.

B. Out-of-equilibrium simulations

1. Steady state convergence and roughness calculations

In steady state, we expect measured quantities to converge
to and fluctuate around characteristic values which, in general,
will depend on the saturation level. An example of convergence
to steady state is given in Fig. 4, where we clearly see the
calculated quantities, such as the surface roughness, reaching
a plateau value after a given time.

FIG. 3. Results of parametrization of the thermodynamic relation
from Eqs. (27) and (28). In (a) and (b) we used σ0 = 1.0 and λD =
1.61. The dashed lines represent the result of the linear fitting of
the data, whose slope are used to estimate the ratio between the
quantities along the vertical and horizontal axes. In (c), the result
of averaging the ratio of the axes in (b) for several σ0 ∈ [0.1,5) is
shown together with the analytical solution given by Eq. (28). We
observe a good fit for λD > 0.5, indicating that the model reproduce
basic thermodynamics very well. A total of ∼3 × 105 equilibration
simulations were done to generate the bottom plot.

The surface roughness is a standard measure of the
surface geometry, and is a commonly measured quantity in
experiments [47].

In Fig. 5 we see how the surface roughness depends on the
saturation level and confinement pressure for different values
of α. As expected from Fig. 2, the overall roughness decrease
with increasing α and confinement pressure. The overall trend
for growth (
 > 0) is that the roughness increases as we
increase the supersaturation. This can be explained by the
fact that as the random deposition becomes more and more
dominant, the ability of the geometry dependent dissolution
reactions to dissolve particles deposited at unfavorable loca-
tions is suppressed.
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FIG. 4. Steady state convergence of the σ (h) from Eq. (19), the
square root of the temporal surface length variance σ (s), and the
average distance between the crystal and the confining surface 〈di〉.
The time unit of 1/ν comes from the rate expression in Eq. (1).
The smooth nature of the graphs are a result of combining 1000
simulations of the same system. For these simulations we used L =
256, 
 = −3/4, α = Eb/kT = 3.0, Pλ = 0.01, λD = 4.0, and σ0 =
1.0. We clearly see that the values converge to a plateau value, which
is what we refer to as the steady state value. The steady state value of
the calculated quantities are placed in the plots.

This trend extends to dissolution (
 < 0) only for low
values of α. In the case for high values of α, further lowering
the saturation level for dissolving systems has the same effect
as further increasing the supersaturation had for growth, and
we approach a system that is symmetric around equilibrium
(
 = 0) with respect to the saturation level.

One might suggest that this sudden increase in roughness
for dissolving systems arise due to sampling errors and bad
convergence, however, looking at Fig. 4(a), which represents
the lowest supersaturation for the highest α in Fig. 5(d), we
clearly see that this is not the case.

These results are in perfect agreement with experiments,
where it is reported that an increasing supersaturation leads to
an increasing surface roughness, whereas a low supersaturation
will increase the roughness only for high surface energy
crystals (high α) [47].

An explanation for this phenomenon could be that as we
approach high values of α, the surface roughness becomes so
small that the free energy cost of creating an even flatter surface
becomes dominated by the large decrease in entropy in this flat
limit. In other words, as the surface becomes very flat, kink
sites are still more energetically favorable to remove than a flat
site, however, due to the large number of flat sites as compared
to kink sites, dissolving a flat site, and thus increasing the
roughness, will become more likely.

FIG. 5. Steady state surface roughness σ (h) from Eq. (19) as a
function of the saturation level 
 for different values of α = Eb/kT .
The simulations were performed using L = 256, Pλ = 0.01, λD =
4.0, and σ0 = 1.0. We see that as we increase α, the overall magnitude
of the surface roughness is decreasing. For growth (
 > 0), the
roughness tends to increase with supersaturation. For dissolution
(
 < 0), we can either have a decrease or an increase in the roughness
by increasing 
, depending on the value of α.

2. Calculating the linear growth rate constant

Another commonly measured quantity in experiments is the
linear growth speed Ḣ = δ〈h〉/δt as the change in size (height
or mass) over a given time period δt [48–54].

In these experiments, the linear growth (or dissolution)
speed Ḣ is typically found to be related to the saturation level

 as follows:

Ḣ = kg

n, (29)

where kg is a proportionality constant referred to as the linear
growth rate constant, and the exponent n is measured to be in
the range between 1 and 2 [48]. It is suggested that n = 1 far
from equilibrium, and n = 2 close to equilibrium [49,50].

Using Eq. (29), we may interpret kg as the ability of the
system to respond to changes in the saturation level. For high
kg , a small change in the saturation level will result in a large
change in the growth velocity, whereas the opposite is true for
low kg . The linear growth rate constant kg generally depends on
all the state parameters of the system. By studying the growth
rate constant, we can in other words gain insight into how
different state parameters influence how the system responds
to changes in the saturation level.

In order to study kg , we measured the growth speed for
saturations levels 
 ∈ (−1,2] for various combinations of
parameters using λD ∈ [1,5] and σ0 ∈ [0.1,2].

By looking closely at Fig. 6(a), we see that there are
separate linear trends for 
 > 0 and 
 < 0 with different

023005-7



HØGBERGET, RØYNE, DYSTHE, AND JETTESTUEN PHYSICAL REVIEW E 94, 023005 (2016)

FIG. 6. Results showing the linear growth rate Ḣ vs the saturation
level 
 = c/ceq − 1. Analyses of (a) indicate the existence of two
separate linear relationships for growth (
 > 0) and dissolution (
 <

0). The slope represents the linear growth rate constant kg . Without
confinement (Pλ = 0), the trends presented here are identical to those
found for α < 0.75 in Ref. [56]. In (b), the results of the dependency
of kg on α and Pλ are shown for 
 > 0. The plot suggests the existence
of a common point P ′ along the Pλ axis where ln kg is independent
of α, and a linear dependency of α outside this. This point has been
estimated to be 0.14 for growth and 0.53 for dissolution. For values
of α < 1, the corresponding lines start to deviate from this common
point in a nontrivial manner. The slopes of the lines from (b) vs
α are shown in (c). This shows the slope to be very close to α,
indicating that ln kg ∼ α(Pλ − P ′). This is general for all values of σ0

and for λD > 2. These simulations were performed using L = 256,
σ0 = 1.05 and λD = 7/3. In (a), we used α = 4/3.

slopes (different kg). This effect is more prominent the higher
the confining pressure Pλ is.

This asymmetry is in agreement with observations made in
crystal growth and dissolution experiments [51,52], as well as
earlier work using the basic model without confinement [55].

The transition between two linear regimes around 
 = 0
also agrees with the fact that exponents n > 1 in Eq. (29) are
observed close to equilibrium [49,50].

Looking at Fig. 6(b), we find that there is a linear rela-
tionship between ln(kg) and Pλ, starting from the unconfined
solution ln k0 in Pλ = 0. It seems like the lines for all α intersect
at a common point. These trends were present for both growth
and dissolution, and the common intersections were found at
Pλ � 0.14 and Pλ � 0.53, respectively. The location of the
point was found to be independent of σ0 and λD , however,
for α < 1.0 the lines start shifting away from the common
intersection in a nontrivial manner. An explanation to this
behavior could be that the assumption that the roughness is
small compared to the average surface-surface separation is
violated.

Figure 6(c) shows ln(kg/k0)/Pλ as a function of α, and
reveals yet again a linear relationship, this time going through
the origin with a slope very close to 1. The final parametrization
reads

ln kg/ν �
{
α(Pλ − 0.14), 
 > 0,λD � 2,α > 1
α(Pλ − 0.53), 
 < 0,λD � 3,α > 1 . (30)

The exponential dependency on α ∝ 1/T is in agreement
with experiments [49,53,54] and earlier work on the uncon-
fined system for α < 0.75 without separate analyses of growth
and dissolution [56].

The linear trends which our analysis relies on are present
for all values of σ0, but breaks down for λD < 3 for dissolution
and λD < 2 for growth. It seems feasible that the cause of this
breakdown is similar to the cause of the discrepancy between
the thermodynamics and the model for low λD in Fig. 3(c).

A problem with lattice KMC is that we do not know
the proper time unit, as we use an idealized rate expression
which does not involve calculating the activation energy
barrier. The growth rate is therefore not directly comparable
to experiments. However, if we look at the ratio between the
linear growth rate constant for growth and dissolution, we find

ln(k+
g /k−

g ) � 0.39α, (31)

which should to a certain degree cancel out the unknown time
scale, making Eq. (31) a potential candidate for comparison
with experiments. More specifically, it would be interesting to
see if the ratio in Eq. (31) would depend on the applied force
or not in an experimental environment.

These results indicate that the effect of confinement on the
rate constant is independent of whether the system is growing
or dissolving. This means that the asymmetry between growth
and dissolution is neither a result of, nor enhanced by, the
pressure. It is hard to compare our results directly to the
earlier work done without confinement in 2 + 1 dimensions
for α < 0.75 in Ref. [56], since our parametrization does
not extend into this high-temperature range. What is in
agreement, however, is that the rate of growth is higher than
that of dissolution, with a difference which decreases with
higher α.

IV. DISCUSSIONS AND CONCLUSIONS

The aim of this work was to study the effect of normal
stress on a (1 + 1)-dimensional unrestricted solid-on-solid
(SOS) surface generated by a surface-surface interaction with
a confining flat surface. We achieved this by including a local
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energy which agreed with DLVO theory in the limit of two flat
surfaces.

The model produces phenomena like the force of crys-
tallization and pressure solution simply due to an interplay
between a chemical instability in the form of a supersaturation
and a mechanical instability in the form of a balance between
an external confining force F0 and the generated repulsive
force. This demonstrated that the model, despite its simplicity,
is able to produce nontrivial physics. This in turn enables us to
study nontrivial processes in terms of simple parameters, such
as the supersaturation.

Replacing the exponential ansatz for the surface-surface re-
pulsion by another monotonically decreasing function should
produce the same overall behavior, since the important
property of this interaction is that there exists one unique
equilibrium point for any given surface configuration, and that
an increased confinement produces an increased repulsion.
Nevertheless, using an expression which is derived from DLVO
theory enables us to see the interaction parameters in light of
existing theories, which makes the results easier to interpret.

The equilibrium concentration as a function of applied
external pressure was found to be independent of the inter-
action parameters for λD > 0.5 and agreed perfectly with
known thermodynamics. We also found a smooth transition to
thermodynamics calculated without confinement as we let the
confining force tend to zero. This demonstrates that the model
produces the correct macroscopic limit, that the microscopic
equilibrium is well defined, and that the state parameters
used (force, pressure, temperature, etc.) are comparable to
macroscopic quantities.

A strength of the model is that all the parameters can
be easily linked to well-defined physical quantities such as
saturation level, applied force, Debye length, temperature,
surface tension, average surface-surface separation, etc., which
makes it easy to relate to physical systems, and then in turn
easy to analyze.

Limitations of the model, besides those of the SOS model,
are the simple description of the solution and the limitation to
moderate pressures. Since we do not calculate energy barriers,
we do not possess information about the real time scale, which
renders it difficult to properly measure dynamic variables such
as, e.g., the surface speed, as well as to measure anything
outside steady state in a manner which is comparable to other
models or experiments.

The fact that we can produce highly nontrivial processes
with such a high level of agreement with the macroscopic limit
makes the model very convincing. We therefore believe that the
model accomplishes very well what it is designed to do, that
is, model the effect of normal stress on a confined surface.
Hence we believe this work will aid with understanding
the behavior of crystals in highly confined media such as
nanoporous structures, microfractures, etc., which are systems
with important practical applications.

Due to the extreme finite-size effects limiting the motion of
ions in solution, transport is a crucial limiting factor in confined
systems. Hence if we want to properly model highly saturated
systems, we need a model of the solution which takes into
account the transport of material from a bulk reservoir into
the cavity and to the surface. Simply expanding the crystal
lattice into solution would not be optimal as this dramatically

underestimates the degrees of freedom in solution, which is
crucial to include in their completeness due to the confining
nature of the system. Coupling a time integration type of free
diffusion model to the current master equation is part of our
ongoing work, and when successful, it will allow us to model
environments in which the confined system is coupled to a
reservoir in a more physically correct manner. An example
of a process in such an environment is the rim formation
on confined growing crystals surrounded by a supersaturated
solution [23,24,32], which would be the extension of the model
presented in this work to three dimensions.
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APPENDIX A: EFFICIENTLY UPDATING
DISSOLUTION RATES

Since we use absolute heights, using the value of �(t) in
Eq. (16) directly will lead to floating point errors. This is
circumvented by using the change in the equilibrium height
of the confining surface hl(t) between two steps instead of
explicitly recalculating it every step:

δhl(t + δt) = hl(t + δt) − hl(t)

= λD ln

(
�(t + δt)

�(t)

)
, (A1)

because the ratio of two consequent �(t) will be close to 1.
The ratio is calculated as

�(t + δt)

�(t)
=

L∑
i=1

exp{[hi(t + δt) − λD ln �(t)]/λD},
(A2)

which, when inserting Eqs. (14) and (16) yields

�(t + δt)

�(t)
= 1

Pλ

L∑
i=1

�Ga[hl(t) − hi(t + δt)]/Eb. (A3)

Since every dissolution rate depends on hl(t), these need
to be updated for all sites after every step, which is very
expensive compared to the rest of the simulation. However, we
can optimize these calculations by using that every site except
three preserves its number of neighbors ni and their heights
hi every step. The only change in their rates comes from the
fact that the load height changes from hl(t) to hl(t + δt) =
hl(t) + δhl(t).

Defining Gi(t) ≡ �G
(A)
ψ (δhi(t)) and Ri ≡ R̂−(i), we can

rewrite these unaffected dissolution rates for the next time
step as

Ri(t + δt) = Ri(t)
Ri(t + δt)

Ri(t)

= Ri(t) exp ( − α[Gi(t + δt) − Gi(t)])

≡ Ri(t) exp ( − αδGi(t)), (A4)

023005-9



HØGBERGET, RØYNE, DYSTHE, AND JETTESTUEN PHYSICAL REVIEW E 94, 023005 (2016)

where

δGi(t) = Gi(t)

(
Gi(t + δt)

Gi(t)
− 1

)

= Gi(t)

[
exp

(
−δhl(t)

λD

)
− 1

]
. (A5)

These expressions involve evaluating the exponential func-
tion of a very small number, which can be approximated by
a (preferably odd leading powered) series expansion T (x) �
exp(x) around x = 0.

This leads us to the following algorithm for updating the
load height and rates:

(1) Calculate δhl(t) from Eq. (A1).
(2) Set hl(t + δt) = hl(t) + δhl(t).
(3) Calculate κ(t) ≡ T ( − δhl(t)/λD).
(4) Update Ri → Ri × T ( − αGi(t)[κ(t) − 1]), unless the

number of neighbors or height at site i changed the previous
time step, then do a full recalculation.

(5) Update Gi → Gi × κ(t), unless the height at site i

changed the previous time step, then recalculate.

APPENDIX B: EQUILIBRATION

The equilibrium condition written in terms of rates is

〈R−〉t,L = 〈R+〉t,L, (B1)

where 〈〉t,L denotes an average in both time and space, and R−
and R+ are the rates of dissolution and deposition, respectively.

Inserting the expressions for the dissolution and deposition
from Eqs. (1) and (2) yields

〈
exp{−α[ni − 2 + �Gψ (i)/Eb] − γeq}

〉
t,L

= 1, (B2)

where γeq is the equilibrium value of γ , defined in Eq. (20).
At first glance it may seem like the solution is trivial since

γeq can be taken outside the averages and be isolated, however,
since the average itself generally depends on the concentration
(through the number of neighbors, etc.), this leads to a self-
consistent equation.

Instead, assume that we are simulating at some given γk =
γeq + δγk , where δγk is the shift necessary to bring the system
to equilibrium. Then inserting γeq = γk − δγk in Eq. (B2) and
isolating δγk gives us

δγk = ln〈R−/R+〉t,L, (B3)

where the time average is done with γ = γk . If we now update
the value of γ according to the recurrence relation

γk+1 = γk + δγk, (B4)

we expect to converge to the equilibrium value of γ in the
following manner:

lim
k→∞

γk = γeq. (B5)

This is equivalent to solving Eq. (B2) by fix point iteration.
In practice, because of statistical fluctuations in the calcu-

lation of the new step δγk , we stop after N iterations and do
an averaging over all the calculated γk from the point k = k0

FIG. 7. The ten first iterations of γk (squares) with iteration steps k

for a L = 256 and α = 1 basic model without confinement. For this
run we used 104 cycles per iteration and N = 100 total iterations.
In practice, a good enough estimate is obtained after around ten
iterations, however, in order to get a fair estimate of the spread,
additional iterations are performed. The initial value is γ0 = 1, and
the exact solution is γeq = 0. The final result gave γeq = 0.00(6).

where the shift first changed sign:

γeq � 1

N − k0

N∑
k=k0

γk. (B6)

An estimate of the error is obtained by calculating the
standard deviation of the γk used to estimate γeq. A more
intuitive method would be to stop when the shift has reached
some threshold value, however, this is not very practical due
to statistical fluctuations.

Figure 7 shows the iteration to equilibrium for an uncon-
fined system starting away from equilibrium, and ending up
very close to the exact solution of γeq = 0.

APPENDIX C: ANALYTICAL CALCULATIONS

We want to calculate the number of ways we can construct
a surface of size s on a system of size L � 3.

The surface size s can be decoupled into three parts as
follows:

s = s↑ + s↓ + s→, (C1)

where the arrows indicate the direction of the surface.
Since we do not allow overhangs, we must have that s→ =

L. Moreover, since we use periodic boundary conditions, we
must go equal parts up and down to arrive back where we
started. In other words, we have that s↑ = s↓ ≡ s↑↓, which
yields s = 2s↑↓ + L.

We can group configurations by the number of sites that
contains n↑ number of steps up, n↓ number of steps down and
n→ number of flat steps (neighbors of equal height). Using
the restrictions n↑ + n↓ + n→ = L, that is, a step has to be
either up, down, or flat, we can effectively reduce the degrees
of freedom by one by imposing n→ = L − n↑ − n↓.
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For a given set of n↓ and n↑, the number of ways to combine
these on L sites is

Mn(n) = L!

n↑! n↓! n→!
, (C2)

where n represents n↓, n↑, and n→.
From here we need to know the number of ways to distribute

a given value of s↑↓ among n↓ and n↑. We have that each site
must contain at least one step up or down, hence n↑ and n↓
must be less than or equal to s↑↓.

Let n denote either n↑ or n↓, then the number of ways to
do this is

m(n,s↑↓) = (s↑↓ − 1)!

(s↑↓ − n)! (n − 1)!
. (C3)

Hence for given values of n↑, n↓, and n→ the total number of
different surfaces is

M(n,s↑↓) = Mn(n)m(n↑,s↑↓)m(n↓,s↑↓), (C4)

and the total number of configurations with a given s↑↓ and L,
Mtot(s↑↓,L), is given by summing M(n,s↑) over all allowed
configurations of n↑,n↓ and n→,

Mtot(s↑↓,L) =
∑

n↑+n↓+n→=L

M(n,s↑↓). (C5)

A closed form solution exists for the restricted model where
n↑↓ = s↑↓, that is, we allow only steps of unit length. Applying
the multinomial theorem yields M̃tot(L) = 3L. Since the model
is restricted, there is an upper limit to s for a given L, which
results in the number of configurations with size s being
independent of s. This enables us to calculate the restricted
partition function Z̃ easily as the sum of an infinite geometric
series, and for a Hamiltonian of the form H (s)/kT ∼ αs, it
yields simply Z̃ = 3L/[1 − exp(−α)].

[1] C. Alba-Simionesco, B. Coasne, G. Dosseh, G. Dudziak, K. E.
Gubbins, R. Radhakrishnan, and M. Sliwinska-Bartkowiak, J.
Phys.: Condens. Matter 18, R15 (2006).

[2] W. C. Voorhees and P. W. Johnson, Advances In Research And
Applications, Solid State Physics Vol. 59 (Elsevier, Amsterdam,
2004), p. 1.

[3] J. Gibbs, The Scientific Papers of J. Willard Gibbs, Vol. 1:
Thermodynamics (Ox Bow, Woodbridge, CT, 1993).
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