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Glass susceptibility: Growth kinetics and saturation under shear
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We study the growth kinetics of glassy correlations in a structural glass by monitoring the evolution, within
mode-coupling theory, of a suitably defined three-point function x(z,,) with time 7 and waiting time #,,. From
the complete wave-vector-dependent equations of motion for domain growth, we pass to a schematic limit to
obtain a numerically tractable form. We find that the peak value xé’ of xc(t,t,), which can be viewed as a
correlation volume, grows as t2, and the relaxation time as %%, following a quench to a point deep in the glassy
state. These results constitute a theoretical explanation of the simulation findings of Parisi [J. Phys. Chem. B 103,
4128 (1999)] and Kob and Barrat [Phys. Rev. Lett. 78, 4581 (1997)], and they are also in qualitative agreement
with Parsaeian and Castillo [Phys. Rev. E 78, 060105(R) (2008)]. On the other hand, if the quench is to a point
on the liquid side, the correlation volume grows to saturation. We present a similar calculation for the growth
kinetics in a p-spin spin glass mean-field model where we find a slower growth, x5 ~ %13, Further, we show
that a shear rate y cuts off the growth of glassy correlations when #,, ~ 1/y for quench in the glassy regime and
t, = min(z,,1/y) in the liquid, where ¢, is the relaxation time of the unsheared liquid. The relaxation time of the

steady-state fluid in this case is o<y 08,
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I. INTRODUCTION

A. Background

In systems in which the formation of the equilibrium
crystalline phase is easily evaded, and a glass forms without
rapid cooling, the liquid-glass transition can usefully be viewed
as a thermodynamic transition. The order parameter that
distinguishes a glass from a liquid, as established many years
ago [1-3] by analogy with the case of a spin glass, is the
time-persistent part of the density autocorrelation function.
The corresponding susceptibility, which measures correlations
of glassiness, must involve four densities [4]. An intense search
using such higher-order correlators has established in theories
[5-9], “equilibrium” experiments [10,11], and simulations
[12,13] the existence of a dynamic length scale that grows
upon approaching the glass transition. In conventional critical
phenomena, a single diverging correlation length governs
the critical-point singularities in various quantities such as
order parameter, susceptibility, and specific heat [14,15]. For
glass, several length scales have been defined [4,7,13,16-24]
whose interrelations or independence are a subject of active
discussion [25]. Our analysis in this paper concerns the
extension of the dynamic length scale, extracted from three- or
four-density correlators, to the nonstationary regime following
quench. By equilibrium in this paper, we mean without a
quench. We shall assume we are working with good glass
formers that display a glass transition independent of cooling
rate.

If we treat glass as a phase, with an order parameter, we
can then ask how glassiness grows following a quench. The
theory of the domain growth of an ordered phase after sudden
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quench from the disordered phase is one of the landmark
achievements of nonequilibrium statistical mechanics [26].
Analogously, if there exists a length scale describing the spatial
extent of glassy correlations, it too must grow as one waits
longer in the final quenched state. The issue for glass was first
explored by Parisi in the context of a Monte Carlo simulation
of a binary mixture of soft spheres [27]. Such growth of a
length scale was also found by Parsaeian et al. [28] in their
study of the domain growth dynamics of glassy order within
the molecular-dynamics simulation of a binary Lennard-Jones
system. Aging has also been observed in a simulation study
of polymer dynamics [29]. However, a detailed theoretical
understanding of these findings, that is, a theory of the growth
kinetics of a glass, emerged only recently [30] in an MCT
framework.

Aging in structural glasses has been investigated through
the study of the two-point correlator in experiments [31-33],
simulations [28,34,35], within mode-coupling theories
[36—41], and within random first-order transition (RFOT)
theory [42,43]. Related studies for spin glasses include
Refs. [20,44-48]. Franz and Hertz [49] showed that the
out-of-equilibrium dynamics of the Amit-Roginsky ¢ model
[50] contains the aging dynamics observed in structural glasses
and in many spin glasses.

Mode-coupling theory (MCT) has been remarkably suc-
cessful in describing glassy dynamics, notwithstanding the
fact that the “MCT glass transition” to a nonergodic state
is ultimately avoided in real systems as a result of activated
processes. Taking the input of the static structure factor alone,
MCT offers parameter-free predictions of the dynamics and
growth of the relaxation time of dense liquids at equilibrium.
Therefore, it becomes imperative to extend MCT to the case
of an aging system as the first step toward a theory of the
coarsening of glassiness. However, obtaining the equations
of motion for the aging regime poses challenges, as time
translation invariance is lost. Most conventional approaches

©2016 American Physical Society
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[36,51-54] to derive MCT use the fluctuation-dissipation
relation (FDR) at some point, explicitly or implicitly. The
field-theoretical technique [36-38,55,56] is especially well
suited for this purpose as it does not assume the FDR. We use
this technique to obtain the final equations for correlation and
response functions starting with the hydrodynamic equations
of motion. The problem of satisfying the equilibrium FDR
within this approach at one-loop order has been extensively
discussed [57-60]. However, we are interested in the schematic
version of the theory, within which there is no problem.
Moreover, if we replace the response function in the final
equation by the correlation function using the FDR, the
equilibrium results are reproduced.

As the theoretical system size is infinite, the dynamics
following a quench in our theory will be characterized by
a correlation length and total susceptibility that will grow
forever, as is familiar from the domain growth of a conventional
ordered phase [26]. Within our calculation, of course, the phase
in question is the “MCT glass.” However, if we apply a small
shear on the system, it will reach a steady state as the waiting
time becomes of the order of the inverse shear rate. Thus
the dynamic length scale in a glassy system under shear is
restricted by the imposed shear rate. Shear enters MCT through
two important ways:

(1) In the the input quantity of the theory as shear reduces the
height of the static structure factor, which becomes anisotropic
under shear [61-63].

(i1) In the memory kernel due to advection of the wave
vector as the strength of the memory kernel diminishes when
the time scale becomes of the order of the waiting time
[55,63-65].

In principle, both contributions should be taken into
account. However, the first contribution makes a numerical
solution of the final equations exceedingly difficult, since
anisotropy increases the number of variables to be evaluated,
and the solution becomes hugely time consuming. We render
the problem tractable by making an isotropic approximation
[63,64,66] within which only the reduction in the memory
kernel enters.

The natural quantity to look at in order to obtain information
about a length scale is a certain four-point correlation function
[4] because, as we remarked, the order parameter is a two-point
quantity; however, it has been demonstrated for the equilibrium
case [7] that certain three-point correlation functions contain
similar information [7], and they are tractable to evaluate. In
practice, as was done in [7], we obtain the desired quantity
through a suitably defined susceptibility.

B. Results

The main results of this work are as follows:

(i) If the quench is from the liquid state to deep in the
glassy regime, the peak value Xé) (tw) of xc(t,t,), which has the
interpretation of a correlation volume, grows without bound as
we wait longer in the final state (Fig. 3), whereas this growth
saturates when the quench is to the liquid side (Fig. 4).

(ii) The correlation volume xé’ (t,) grows as tg's, and
the relaxation time #peax, defined as the time when xc(z,%,)
attains its peak, goes as 10 when the quench is to the glassy
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FIG. 1. The correlation function C(z,t,) is shown as a function
of t —1t, for various waiting times #, shown in the legend. The
decay with (¢ — ¢,,) becomes progressively slower with increasing #,,.
The final parameter values are 7 = 1.0 and A = 2.01. Inset: Scaling
t — t, by 1, (see the text for the definition) yields a data collapse in the
a-relaxation regime; we have defined this as “bare aging.” The waiting
times for various curves are same as in the main figure. However, no
such data collapse is seen in the behavior of the three-point function,
Fig. 6.

regime (Figs. 6 and 2). These results rationalize the numerical
experiments on domain growth [27] and aging [34].

(iii) If the quench is to a temperature still on the liquid side,
the growth saturates for ¢, beyond the equilibrium relaxation
time fpea. The resulting finite value XCP of the correlation
volume goes as e~ !, where € is the distance from the critical
point, and as £:>0 (Fig. 5) when expressed in terms of the
relaxation time.

(iv) From the two-point function C(¢,t,,) we can extract a
relaxation time ¢z, where C(t,t,,) becomes 1/e. If we scale time
by ¢., C(¢,t,) shows data collapse, which we define as “bare
aging” (inset of Fig. 1) [67]. However, no such data collapse
is seen when xc(t,t,) is scaled with Xé’ and time with fpeq
(Fig. 6). This suggests that describing an aging system in terms
of an evolving effective temperature misses some essential
physics.

(v) The mean-field model of the p-spin spherical spin glass
is amenable to a similar treatment, and it displays a much
slower growth of the correlation volume, x £ ~ %13

(vi) Imposing a nonzero shear rate y cuts off the growth
of the correlation volume when ¢, ~ 1/y for quench to the
glassy regime and #,, = min(¢,,1/y) for quench in the liquid
side (Figs. 8 and 9). The relaxation time ¢, is independent of y
when yt, < 1, and that of the steady-state fluid goes as y ~°3.

A short account, presenting some of these results, appeared
in [30]. The rest of the paper is organized as follows: In Sec. II
we show the calculation for the two- and three-point correlation
functions for an aging system through the field-theoretic
method starting from the hydrodynamic equations of motion.
In Sec. III we show how to obtain the aging equations for
the two-point correlator, and the corresponding susceptibilities
within a completely schematic treatment that can also be
viewed as the MCT equations for a toy Hamiltonian. Some
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details of the numerical method to solve these equations
are presented in Sec. IV. We present the resulting detailed
predictions of the theory in Sec. V. In Sec. VI we outline the
calculation and the corresponding results for the three-point
correlator for the mean-field p-spin spherical spin glass model.
Next, in Sec. VII, we incorporate shear into the theory of
coarsening of structural glasses to see its effect on an aging
system and how shear cuts off the growth of the glassy
length scale. Finally, we conclude the paper by discussing
achievements and prospects in Sec. VIIIL.

II. THE EQUATIONS OF MOTION
FOR AN AGING SYSTEM

To obtain the equations of motion governing the growth
kinetics of a glassy system upon quench past the transition
point, we first need to extend mode-coupling theory for the
description of the two-point correlator of an aging system. We
accomplish this using the field-theoretic method through the
hydrodynamic approach [53]. Let us start with the equations of
hydrodynamics for a fluid with velocity field v(r,¢) and density
field p(r,t) = po + 8p(r,t), where py is the uniform average
density and 8p(r,t) is the fluctuating part of the density. The
continuity equation for the density field is given by

00+ V- -(pv)=0, (D

and the generalised Navier-Stokes equation is
sF
P +V-VIV="nVV+ (& +n/3)VV V- PV,

2

where 7 and ¢ are the shear and bulk viscosities, F is a suitably
chosen density-wave free-energy functional, and the thermal
fluctuation is taken into the theory through the Gaussian white
noise with the statistics

(£0,0)f(r,1)) = =2k T [NIV? + (¢ + 1/3)VVIS(1)3(2),
3)

where 1 is the unit tensor, k3 is the Boltzmann constant, and T’
is the temperature. It has been shown in the literature [68] that
the Ramakrishnan-Yussouff (RY) free-energy functional [69]

ﬂ]-":/dr(,o £ —8,0)—1fdrdr’c(r—r’)(Sp(r)é,o(r’)
£o 2
“4)

gives a good description of ordered as well as amorphous local
minima, and the corresponding dynamics in simple liquids. In
Eq. (4), B =1/kgT, and c(r) is the direct pair correlation
function that encodes the information of the intermolecular
interactions in a coarse-grained fashion.

We linearize Egs. (1) and (2), take the divergence of (2),
and replace the divergence of the velocity field by using
Eq. (1). The resulting equation, after neglecting the convective
nonlinearity as appropriate for a highly viscous system, will
read in Fourier space as

9% (1) 2 9i(0) [ ( af)] L
+ D = |V [ pV ) | — ik EE(),
912 ot 8o ), k

(&)
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where D; = (¢ +4n/3)/po, ka(t) is the longitudinal part of
the noise, and [---]; means that the term is evaluated at
wave vector k. Ignoring the acceleration term, as we are
interested in the glassy regime, and using the explicit form
of the free-energy functional from Eq. (4), we find that the
density fluctuation 50 (¢) obeys

A8 (1)
at

K ~
+Kidpn = 22 / ViS00 O80c—a () + fi0),
q

(6)

with Vk,q =k- [qc,, +(k — q)Ck_,,], Ky =kgT/SDy, and
K> = kgT/Dk* Sy and c; are the equilibrium structure
factor and the direcAt correlation function, respectively, and
the modified noise f(¢) obeys

2kgT

L

(fe@® fr@) = o)k + KNS —1). (D)

Equation (6) is our starting equation. We will use the
diagrammatic perturbation theory technique to obtain the
equations of motion for the correlation function, Cy(t,t,) =
(6pk(t)8p—(ty)), and the response function, Ry(t,t,) =
(000x(t)/dn—_i(ty)), through the field-theoretic derivation of
mode-coupling theory starting from Eq. (6). The derivation
is quite standard [36-38], and as we stated earlier, we skip
the details. After a straightforward but tedious calculation,
it is possible to write down the equations of motion for the
correlation and response functions as

8Rk(tatw)
3— = S(t - tw) - Kl Rk(t’tw)
t
t
+ / ds T4(t,5)Ris,1), (2)
I
AC (1,1 fu
% = —KCi(2,ty) +/ ds Di(t,8)R(ty,s)
0
t
T / ds S4(1,5)Ci(s.1) (8b)
0
with the expressions of Dy and X:
2kpgT
Dk(t7tw) - Pk(t)5(f - tw)
L
K3 [
+ 7 a Vk,q Cq(t»tw)cqu(t’tw)v (93.)
Se(t.ty) = K3 / Vi g Ry(1.00)Crg (1.1). (9b)
q

The contribution from the first term in D vanishes due to
causality.

Defining the input quantities K and V; , in Egs. (8a) and
(8b) for the case of a quench is nontrivial. To gain some insight
about these parameters, it is useful to compare the derivation
with the treatment of Zaccarelli et al. [51]. The vertex term
Viq in (6) and (8) involves the “residual interactions” in
[51]. Our definition of quench is an abrupt increase in the
interaction strength, implying that Vy , should be evaluated
at the final parameter value. The variable K, contains the
equal-time density correlator. For an aging system, this must
be evaluated at each instant of time since we are dealing with
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a nonstationary state due to the evolution of the system toward
the equilibrium state at final parameter values. To determine
K, we insist, as in [44], that for T = (t — t,,) < t,, Eq. (8)
obeys time-translation invariance and the FDR. This leads,
after some algebra, to

t
K1(1)S, = T Ry(0) + K§[ /v,iqck,q(t,s)
0 Jq

X I:%Cq(t,s)Rk(t,s) + Rq(t,s)Ck(t,s)i|ds. (10)

Having derived the equations of motion for the two-point
correlators, we now proceed to calculate the corresponding
susceptibilities for an aging structural glass. These suscep-
tibilities are not exactly the same as, but are related to, the
three-point density correlators. Instead of attempting a direct
calculation of the three-point correlators, the calculation of the
susceptibilities is much easier and gives similar information.
Let us impose an external potential #*'(r) that couples to one
density; let the free-energy functional in the presence of the
potential be denoted by F“. The equations of hydrodynamics
for the density and the momenta are

9
—p+V-(pV)=0

ot (n
and
88ﬂ SV €DV ) — PV ).
t ép
(12)

As before, we combine these two equations and write down
the equation of motion for the density fluctuation alone,

3%80(t) , 38p SF" .
=D, v — +V-(pV t
a2 LV oot (p 5 ) + f(r.0),

(13)
where Dy = (¢ +4/3n)/po.

() + 8001 L = p(r,t)V[ln (p(r,f)>
dp(r,t) %

J

r
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The modified RY free-energy functional in the presence of
the external potential will be [70]

BF" = /[p(r,t)ln (p(r’t)> - 8p(r,t)}
r o

1
—5/ elr— r’)5p(r,t)5,0(r/,t)+ﬂ/ue“(l‘)5p(r,t),

(14)

where Sp(r,t) = p(r,t) — po. Let us define the equilibrium
static density m(r), satisfying

SF"
3p(r)

=0 (15)

p(r)=m(r)

and using Eq. (14) in (15), we will have

In m®) _ / c(r —r)sp(’) + Bu™(r) =0, (16a)
£0 r
m(r) / / ext
In 0 / ot — )m(x') — pol + fu™(r) = 0. (16b)

Taking the gradient of Eq. (16b), remembering that V | p o —
r')po is zero, since [, ¢(r —r')py is independent of r because
of the translational invariance of c(r — r’), will yield

Vm(r)
m(r)

-V / o(r — ¥)m@) + VU™ = 0. (17)

The static density in the presence of the external potential
becomes m(r), and, therefore, the fluctuating part of the density

becomes [71]
Sp(r,1) = p(r,r) — m(r) (18)

and the force density is given as

- / c(r —r)p(',1) — pol + ﬂVueXt}

= Vo(r,1) = [m(r) + ép(r.0)]V / c(r = ¥)[m(r') + 8p(r',0)] + [m(r) + 8p(r, 1BV u™(r)

r

= Vm(r) + Vép(r,t) — m(r)V / c(x —r)m@) — m@)V / c(r —r)sp(r',t) — Sp(r,H)V

r

X / c(r —rYym(x") — Sp(r,r)V /

r

o(r — ¥)8p(r 1) + Bm(r)Vu™(r) + Bsp(r,))Vu(r). (19)

Now, using Eq. (17), the first, third, and seventh terms in the final expression of Eq. (19) will get canceled. Also, from Eq. (17),

, , . Vm(r)
—38p(r,1)V / c(r —r)m(’) + Sp(r,))BVu™ = =8p(r,1) . (20)
3 m(r)
Using the above expression in Eq. (19), we obtain the force density as
;’if:) =V / [8(r — ') — poc(r — r')]p(r',1) — V/ Sm(r)c(r — rép(r',t) — (Sp(r,t)V/ c(r —r')sp(r',t)
P(r, r r r
Vm(r) , , ,
- /[3(r — 1) —m(r)c(r —r)lsp(r,1), (2D
m(r) r
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where we have written the static inhomogeneous density m(r) as the sum of two terms: pg, the homogeneous density in the absence
of the external potential, and §m(r,t), the inhomogeneous density due to the external potential. We consider the case of weak
perturbation by the external field: ém(r,?) is small. Then we can linearize the force density equation by neglecting higher-order
terms in 8m(r,t). The fourth term on the right-hand side of Eq. (21) will be modified as ——~ V‘sm(r) 8 — 1) — poc(r — r)]ép(x',1).

Next we evaluate V - pV ai;ﬂ(f 5 in k space as
SBF" 5 2 kgT [k-(k—q)
V. pV = —k“kgT (1 — pocr)dpx(t) + k“kpT 8mk qCq0pq(t) + — | ———8my_q6pq(?)
sp(r,1) |, po Jg S
kgT
+ = | e lagg + (k= @i 1900 (0). (22)
q

In the notation of Ref. [7], we are interested in the ¢ — 0 limit [30]. Let us consider the limit of a constant external potential
that will produce a constant background density. Thus, ém; will be sharply localized at k = 0 with a strength émg. Therefore,
for this particular choice of the external perturbing field, we will have

SBF" Kk T ) ksT
V. pV =- 8p(t) + K2k TSmocdpi(t) + —— | K- [qcy + (k — Qg 18pg(dpu—q().  (23)
sp(r,0) |, Sk 2 Jq

Ignoring inertia and using the above expression in Eq. (13), the equation of motion for the density fluctuation in Fourier space is

000k (1 kg Tk?
DLk2 k() i B
dt Sk

kgT -
Sok(t) — K2k T SmockSpilt) = BT [ K- [qc, + (K — q)ck—g180q(1)80k—q() + filt).  (24)
q

Let us divide the whole equation by D; k> and write k3T /Dy S, as K| and kzT /D k* as K. For capturing the aging dynamics,
however, we need to evaluate K| at each time step, as we have explained in the calculation of the two-point correlator above
[72]. Therefore, we will have from the above equation
88pk(t) kgT dmocy K>
+ K1(080k(1) — ————8p(t) = = [ Vig80q(1)8pr—q(t) + fi(0). (25)
S Dy 2 Jq
where we have written the vertex as Vi ; = kK - [qcg + (K — q)ck—q]. The noise statistics of the bare noise fi(z) is as before in
Eq. (3). Once we reach Eq. (25), we use the diagrammatic perturbation calculation to obtain the equations of motion for the
two-point correlators in the presence of the external field.
In this case, the bare propagator Ry is modified to
_ 0 k B T8mock
Ry = — +Ki(t) - ———, 26
o = o 1(1) D, (26)
and the rest of the calculation is the same, leading to the equations of motion for the two-point correlators denoted with a tilde
on them to emphasize that they are evaluated in the presence of the external potential:

dR(t,1,) - kT dmocy . ~
T = _Kl(t)Rk(tatw) + D—Rk(t tw) + 5(t - tw) + ds Ek([,S)Rk(S,[w),
i ' . @7)
AC(t,ty) ~ kT émocy ~ tw ~ - ! ~ ~
- .. = _Kl(t)ck(tatw) + —Ck(tatw) + ds Dk(t»S)Rk(tw’S) + ds Ek(l‘,S)Ck(S,tw),
at Dy 0 0
where the expressions of Dy and ¥ are given as
S = (LY VE, R, (t,1)C / 28
k(tvt ) - D k2 a k,q q([,t) qu(tst )7 ( )
_ . 2kgT 1 kT \* [ ~ ., o~ . 2kgT o
Dy(1,1') = pk(t)3(t —t) t3loe Vk,qu(t,t )Ci—q(1,1) = pk(t)5(t — 1)+ M(,1). (29)
L

The equations of motion for the susceptibilities, x, C(t, tw) = 3C(¢, ty)/08mo|smy—0 and XkR(t ty) = R (¢, tw)/08m0|smy—0-
are given as

Ix(t,1y)

t t
S~ KOt + / ds Te(t )X (s.1) + / ds £/, Re(5,t0) + SR(t.10), (30)
by 1,

w

t

X (t.tw) c o R oo c
N Kl(t)Xk (t»tw) + ds Mk(taS)Xk (tw,S) + ds Mk([vs)Rk(twaS) + ds z:k(taS)Xk (Svtw)
0 0 0

at

t
+ / ds E(t,5)Ci(s.1w) + S (1.1y), €1V
0
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where f),’{(t,s) = aflk(t,s)/88m0|,;mo_>0 and M,Q(t,s) = 8]\7Ik(t,s)/88m0|5m0_>0. The expressions for the source terms S,f(t,tu,)
and Skc(t,tw) are
kgT

C
- £ Chlt,1) — r(DCilt 1), (32)
L

kBTCk

SK(t,1,) = Ri(t,ty) — o (OR(t 1),  SE(t,ty) =

where
2

KZ ! 2 C 1
onl) = / / vk,q[xk_q<r,s>{Ecq(r,smk(z,s)+Rq(r,s)cka,s)}
0 Jq

k
1 1
+ qu(t,s){zxqc(t,s)Rk(t,s) + ECq(t,s)x,j’*(t,s) + X (t,5)Cilt,5) + Rq(t,s)xkc(t,s)”ds. (33)

Now we need to solve these equations numerically to extract the predictions of the theory. However, a detailed solution
of the full k-dependent equations requires huge computer time. Hence, we need to “schematicize” these equations to obtain
a numerically tractable form. Simplified integral equations, keeping track of the time dependence alone, have been extremely
useful in extracting meaningful results from mode-coupling theory [73—-75] within a numerically manageable calculation. The
schematic forms of the two-point correlators in Egs. (8) will be

oR(t,t,)
ot

dC(t,ty,)
ot

=68(t — ty,) — w(HR(t,1,) + 4Af R(t,5)C(t,s)R(s,t,)ds,

(34)

ty t
= —u®)C(t,t,) + 2)»/ C%(t,5)R(ty,s)ds + 4)L/ C(t,s)R(t,5)C(s,t,)ds,
0 0

where A is the interaction strength, C(¢,t,) and R(¢,t,,) are the schematic forms of Cy(¢,t,) and Ry (,t,), respectively, and wu(¢)

is the schematic version of K(¢):

wit) =T + 6A/ C?(t,5)R(t,s)ds. (35)
0

The schematic versions of XkC (t,t,) and XkR(t,tw) are written as x¢(¢,t,) and xg(t,t,), respectively. The final schematic forms

of Egs. (30) and (31) will be

dxr(,tw)

) (i) =4 /

ty

R(t,s)C(t,s)xr(s,ty)ds +4A/ R(t,8)xc(t,s)R(s,t,)ds

w

+ 4A/ xr(t,8)C(t,5)R(s,t,)ds + Sg(t,ty), (36)

w

aXC(tatw)
ot

+ w()xc(t,ty) =41 / ’ C(t,s)xc(t,s)R(ty,s)ds + ZA/
0 0

1,

w t
Cz(t,s)XR(tw,s)ds +4k/ C(t,s)R(t,s)xc(s,ty)ds
0

t

+ 4)»/ xC(t,s)R(t,s)C(s,tw)ds+4A/ C(t,s)xr(t,5)C(s,t,)ds + Sc(t,t,) (37)
0 0

with the source terms given as Sg(t,t,,) = [1 — w(¢)]R(¢,t,,) and Sc(z,t,) = [1 — w(1)]C(t,t,,), where w(t), the schematic form

of wy(?), is given as

w(t) = 12%/ C(t,s)XC(t,s)R(t,s)ds+6A/ C?(t,5)xr(t,s)ds. (38)
0 0

It is also possible to obtain these wave-vector-free equations
of motion from a different approach, starting from a fully
schematic version of the Langevin equation for the density
fluctuation. We will outline the details of that calculation
below.

III. THE SCHEMATIC CALCULATION FOR THE
GROWTH KINETICS IN STRUCTURAL GLASSES

In a schematic description, one can throw away all the wave
vectors and write Eq. (6) as

B (1) + (D)p(t) = —§¢2<z> + f), (39)

(

where the information of the interaction strength goes into g
and we allow the frequency term w(¢) to be time-dependent,
which is appropriate for an aging system [72]. Such an
equation can also be obtained from a toy Hamiltonian
H= %’%2(!) + %¢3(t). f(¢) is a Gaussian white noise:
(f@®)f(@)) =2T8(t — t'). Once we have the Langevin equa-
tion for the density fluctuation, Eq. (39), we can write down
its perturbation expansion and obtain the equation of motion
for the correlation function C(t,t,) = (¢(t)¢(t,)) and the
response function R(t,t,) = (d¢(t)/df (t,)) in the same way
as we did for the k-dependent case. Writing g> = 44, we will
have the equations of motion for the response and correlation
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functions as

OR( 1) _
— a. M(I)R(t lw) + 8(t - tw)
Jat
+4A/ R(t,s)C(t,s)R(s,t,)ds,
% — —W(OC(tt) + 2T Rty )

tw
+22 f C%(t,5)R(ty,s)ds
0

+4)»/ R(t,5)C(t,5)C(s,ty)ds.  (40)
0

In the equations of motion for C(z,t,), the second term on
the right-hand side, 27 R(¢,,,t), will drop out because of the
boundary condition on the response function. Note that these
equations are exactly the same as the schematic form of the full
k-dependent equations for the two-point correlator Eqs. (34).
u(t) can be obtained through a similar condition as was used
for the k-dependent case,

,Lmzumf ca, )aF“ 5 s 1)

These equations were also obtained by Franz and Hertz [49]
for the Amit-Roginsky model [50].

For a derivation of the three-point correlation functions
through the schematic MCT approach, we need to impose an
external field that couples to rwo fields at the same time. In
the full k-dependent calculation of the equations, the presence
of the external field that couples to one field will contribute
a term f €(r)ép(r) in the free-energy functional F. The force
density is given by —pV[§F /8p] and that will bring in a term

J

aXR(t’tw)
at

w

PHYSICAL REVIEW E 94, 012607 (2016)

that is linear in the field, such as €;dp for a constant field. To
imitate this equation in the schematic approach, we must add
a term that is quadratic in ¢ in the Hamiltonian:

M(t)

——¢*(1) +3 ¢3(r> ¢>2(r). (42)

The € term has the form of a shift in the frequency term
u(t): the Hamiltonian retains its form, but u — u — €. Then
the calculation of the two-point correlation functions becomes
the same as before, and the equations for the correlation and
response functions can be readily obtained from Egs. (40),
with p(t) being replaced by 1(t) — €. We denote the response
and correlation functions with a tilde to emphasize that they
are evaluated in the presence of external field:

OR(1) _

—8(t — 1,
a7 ( )—

I’L(t)R(t7tw) + ER(t7tll))

t
+ 4)\/ R(t,5)C(t,5)R(s,t,,)ds,
1

w

aC(t tw)

8t M(I)C(I tw)+EC(t tw)

ty
+ ZA/ C?(t,5)R(ty,s)ds
0

+ 4)\/ C(t,5)R(t,5)C(s,t,,)ds. (43)
0

As before, we define the susceptibilities for the schematic case
as

dC(t,ty,)
XC(th) =—r" s
de e=0
OR(1,1)
Xr(t,by) = ——— (44)
de =0

Then the equations of motion for the susceptibilities will
be readily obtained from Eq. (43):

+ u@)xr(t,ty) = 4A/ R(t,s)C(t,s)xr(s,ty)ds +4A/ R(t,8)xc(t,s)R(s,t,)ds

w

t
+4)“/ XR(t,S)C(l,S)R(S,tw)dS +SR(tvtw)’
Ty

8XC(t7tw)
dt

+ u()xc(t,ty) = 4A/ ' Ct,s)xc(t,8)R(ty,s)ds + 2A/
0 0

(45)
C2(t,5) xr(ty,s)ds +4A/ C(t,)R(t,s)xc(s,ty)ds

ty

t t
+4?»/ Xc(t,S)R(l,S)C(S,lw)dS+4)»/ C(t,8)xr(t,5)C(s,1w)ds + Sc(t,tw),
0 0

with

Sr(t.tw) = [1 — w()]R(1,1y) and Sc(t,1y) = [1 — o(D]C(, 1),

wit) =T + 6)\/ C*(t,5)R(t,s)ds,
0

w(t) = IZA/ C(t,s)XC(t,s)R(t,s)ds+6)L/ Cz(t,s)XR(t,s)ds. (46)
0 0

These equations are the same as the schematic version of the full k-dependent equations of motion for the susceptibilities derived
earlier. We solve these schematic equations (40) and (45) along with the definitions (46) to obtain the growth kinetics of glassy

correlations, as we will discuss below.
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IV. METHOD FOR NUMERICAL SOLUTION OF THE EQUATIONS

The complicated algebraic details of the numerical solution of the equations governing the growth kinetics of glassy correlations
can be found in [55]. The numerical algorithm that we use here was first developed by Kim and Latz [46,76] for the solution of
the aging equations of the p-spin spherical spin-glass model. Here we briefly describe the basic steps of this numerical algorithm,
and the interested reader is referred to [55,76] for the details.

The first step toward this solution is to write down the equations in terms of the correlation function and the integrated response
function F(t,t,), defined as

t
F(t,t,) = —/ R(t,s)ds. (47)
ty
This transformation is advantageous since variation of F is much smoother than that of the response function itself. Next we
parametrize the equations in terms of (f,7 = t — t,,) instead of (¢,7,,) as in the original equations. This transformation is necessary
because the decay of the correlation function is fast when the time difference t = (¢ — #,,) is small and the decay is quite slow
when 7 is large. Thus, we need to use the method of adaptive integration with a very small grid size at short 7 and a large grid
size at large 7 to resolve the full dynamics. If we use the (¢,t, ) parametrization, we will have a large time grid for large ¢,, even

when t = ¢ — 1,, is small, and hence we cannot resolve the short-time dynamics. The equations of motion for F(¢,7) and C(z,7)
will be

3 + 3)F(t,7) = — 1 — p()F(t,7) — 4A /Td oFe, S)C(t S)F(t — 5,7 — 5),

ACt.5) )
(0 + 0)C(t,t) = — u(@®)C(t,7) + 2A/ —F( — 1,5 —1)ds —2AC“(t,)) F(t — 7,t — T)
_ 4x/ i, )aF(’ S)C(t—rs—t)ds—4k/ . )BF“ Dt — st — s)ds. (48)
with
W =T —6x/ . )aF(t ) 45 (49)
S

The three-point correlators or the susceptibilities are also parametrized in a similar way. We define yp(z,t,) =
dF(t,t,)/08mo|sm,—0. Then the equations of motion for the susceptibilities corresponding to the integrated response function
and the correlation function in (#,7) parametrization will be

Bxp(t s) 0F(t,s)

O + 0)xr(t,T) = — (@) xp(t,t) — 4k/ Cit,)F(t —s,t —s)ds — 4kf xc(t,)F(t —s,Tt — s)ds
0

_4A/ aFa(t Dttt — 5,7 — $)ds +[1 — oOVF (@, 7), °v
0

Ft—t,s—7
as

oxr(t—1,5 — 1)
as

@ +0)xct,t) =1 — u@)xc(t,t) — 4A/ C(t,s))(c(t,s)a )ds — ZX/ Cz(t,s) ds

- 4A/ xcl(t, )8F(l )C(t—ts—t)ds—4A/ C(t,s)WC(t—r,s—t)ds
T T N

—4A/ C(t, )BF(t )XC(I_TS_T)dS_4)L/TXC(t s) F(t )C(t— ,T —58)ds
T 0

_ 4A/ e )aXF_(S”) - s,r—s)ds—4k/TC(t i (; S volt — 5.7 — $)ds + (1 — w()C(.T)
0 0

(51
with ©(¢) and w(t) being
w(t) = T—6,\f c, )aF(Z ) 4.
S
w(;)z_m/ C(t,8)xc(t.s) F( S)d —6)\f A, )w . (52)
0
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1 2
log10 tw

FIG. 2. The relaxation time ¢,, defined as the time when the
correlation function becomes 1/e, as a function of waiting time.
Inset: ¢, for large ¢, can be fitted with a power-law form ¢, ~ t;; with
a ~ (.8.

V. RESULTS

We set temperature 7' to unity and start with the initial con-
ditions corresponding to a low-density (or high-temperature)
liquid, quench the system into the glassy regime by setting
the value of A to a large value, and solve the equations in
time. We see in Fig. 1 that the two-point correlation function
shows aging. The final value of A in this case is 2.01. We can
define a relaxation time ¢, from the decay of the two-point
functions as the time when the function decays to 1/e. The
behavior of 7, with 7, as shown in Fig. 2, agrees well with
the numerical experiment of Kob and Barrat [34]. The waiting
time dependence of the relaxation time 7, deviates significantly
from a power law, which is quite clear in a log-log plot as in
Fig. 2 (a power law would give a straight line). The data in
Ref. [34] also show similar curvature. However, as was done
in [34], if we fit the data with a power law ¢, ~ ¢, we obtain
o ~ (0.8, which is similar to what was obtained in [34]. The
quality of the fit is shown in the inset of Fig. 2. The actual
functional dependence of #,(z,,) will require a scaling analysis
that we did not carry out here. If we scale time by ¢, and the
two-point correlation function shows data collapse, we define
the aging of the system as “bare.” Such a data collapse is
indeed found (inset of Fig. 1). This collapse of data suggests
that we can associate the dynamics of the system with an
evolving effective temperature. However, as we will see from
the behavior of the three-point correlation function [Fig. 6(a)],
such an association is more nontrivial than suggested by the
decay of the two-point correlation function.

The characteristic nonmonotonic behavior of the three-
point correlator and its dependence on #,, is shown in Fig. 3. For
a fixed initial condition that corresponds to high-temperature
liquid with negligible interactions, we examine how the three-
point correlator evolves when the quench is to the liquid state
or to the glassy state. The quench is defined by the value of
A. Let us call X({f (ty) the peak value of xc(z,t,) and fyeax the
time at which ¢ (t,1,) attains the peak. If X is still in the liquid
phase, both xg and fpeqx increase and then saturate to a certain
value depending on the quench (Fig. 4).

PHYSICAL REVIEW E 94, 012607 (2016)

t =1.6384
w

- --6.5536 PN
- -26.2144 , D
3[ | ——104.8576 ) ]
- - -419.4304 / )

2
log . 0(tftw)

FIG. 3. The characteristic nonmonotonic decay of the three-point
correlation function in an aging structural glassy system, within
schematic mode-coupling theory. x £ (#,), the peak value of xc(t,1,),
grows and shifts to higher #,.q with increasing waiting time #,,. The
final quenched parameter values are 7 = 1.0 and A = 2.01.

If we take the value of X that corresponds to a liquid state
and the limit of waiting time #,, to infinity, the system will reach
equilibrium, and time-translational invariance will be restored.
Let us take Egs. (34)—(38), take the limit of ¢, — oo, and
impose FDR. The resulting equations of motion, describing an
equilibrium system, are

aC(t ! aC(s
J+TC(1‘)+2)»/ C(t—ys) ( )ds=0, (53a)
ot 0 as
Axc(t ! aC(s
X | TxC(t)+f i — 925y
at 0
! dxc(s
+/ m(t — 22 45 e, (53b)
0 as
1 5 ‘ ‘
—— 08192
e 32768 Eﬁ%
6 —.— 13107 ;8
0.8F % 52.428 ~ .8 H
S a4f---20071 R
Ny N «  838.86 A
0O 33554
0.6 H
=
O . -.0.0512
041 - - —0.2048 AN ]
——0.8192 B
e 3.2768
- -13.107 , N
0.2f| ——52.428 S\t .
- - -209.71 SO\
« 838.86
O 3355.4 N
0 ! ==
-1 0 1 2 3 4

FIG. 4. When the quench is to the liquid side, both the two- and
three-point correlators saturate. The two-point correlator C(¢,t,) is
shown as a function of (¢ — t,,) for various t,, for A = 1.70. Inset:
xc(t,t,) grows to saturation after a certain waiting time ¢, for a
quench in the liquid side (A = 1.70 as in the main figure).
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FIG. 5. The three-point correlation function and correlation
volume in equilibrium. € = |A — A.| defines the control parameter.
(a) The characteristic nonmonotonic behavior of xc () as a function
of ¢ for various €. (b) Data collapse is obtained in the o regime when
Xc(t) is scaled with Xg and time with fye,. (c) Correlation volume

xE ~e 0@ xf ~ tr?e'ilf. (Taken from Fig. 4 of Ref. [30].)

with the memory kernels X(¢) = 41C(t)xc(t) and m(t) =
21C?(#). In obtaining these equations, we have neglected
C(t — 00), but this is fine since we are in the liquid state.
The behavior of the equilibrium xc(f) as a function of ¢ is
shown in Fig. 5(a). One obtains data collapse if time is scaled
by #peak and xc(t) by xg. This should not be surprising since
the system is in equilibrium in this case. The peak value x/[,
which is a measure of correlation volume, grows as (A — o)t
and x/ ~ 100 [Figs. 5(c) and 5(d)]. The equilibrium limit of
our theory corresponds to the q — 0 limit of Ref. [7], and the
results in these two limits of the corresponding theories do
agree precisely [30]. Our theory can also be compared in a
crude sense with [13], and the predictions of our theory match
with their findings. However, a more detailed comparison with
[7], or for that matter with [13], will require calculating the
susceptibilities with respect to a spatially varying potential, a
task we did not attempt in this work.

A completely different scenario arises for a quench into the
glassy regime, i.e., the aging continues uninterrupted. In our
notation, the mode-coupling transition occurs at A, = 2.0. Let
us now discuss two important characteristics of the dynamics.
First, is there any difference in the aging scenario if we quench
from two different high-temperature states, say A; and A, with
A1 < Ag, to the same low-temperature state? After a certain
waiting time, the system loses the information of the initial
conditions and settles to steady aging. The aging dynamics
that started with the initial condition A; will start following
the aging dynamics that started with the initial condition
Ay after a waiting time that depends on A; [34,35]. Thus,
although the initial aging dynamics depends on the initial
condition, after a suitable lapse of waiting time the dynamics
is characterized by the final quenched parameter. However,
the dynamics has a more complicated dependence on various
parameters, and it cannot be characterized by an evolving

PHYSICAL REVIEW E 94, 012607 (2016)

effective temperature, as will be shown below. Second, within
MCT, is there any difference between two different quenches
characterized by Ay and Az, when both are greater than A.?
The answer is nontrivial. The final quench parameter acts
as the driving force of aging. Let us say A r» > A y; then after
the same waiting time, the second system will become more
sluggish than the first one. In Fig. 2 of [30] we presented
the growth dynamics for quench to A =2.00, and here we
present the growth dynamics for quench to A = 2.01 in Fig. 3;
the initial conditions are the same in both cases. A careful
examination of these two figures reveals that for the same
tws xE (0 = 2.00) > x£(2.01). It is important to note that the
system at various waiting times cannot be characterized by
an evolving effective temperature. If this had been so, the
system would not have been able to distinguish between A ¢
and A s, since the relaxation time becomes infinite once the
system reaches the states corresponding to A.. But during
the aging (or coarsening), the system seems to already have
the information of its final quench parameter value.

In Fig. 3 we show the behavior of x¢(t,t,) as a function
of ¢ for various f, for a quench corresponding to A = 2.01.
In this case, x/ (t,) grows without bound as the waiting time
increases with the growth law x/ ~ ¢ with the exponent
a ~ 0.5 [Fig. 6(b)], in agreement with numerical experiments
[27]. Since xé’ is the measure of an effective correlation
volume, our theory quantifies the idea of domain growth of
glassy correlations starting from a liquid background. #ye,i is a
measure of the relaxation time of the system, and #,.,\ increases
with the waiting time as fpeak ™~ t@ with b >~ 0.8. This relation
seems consistent with some simulations [28,34]; however, our
own results (see the last paragraph in Sec. VI) show that the
exponent b will depend on the regime of phase space where
the quench takes place. We have discussed another relaxation
time #,, extracted from the two-point correlation function. It is
found that these two relaxation times are related as fpeax = 4tlS
with 8 ~ 1.0. In this case, the exponent b is equivalent to the
“Struik shift factor,” which is nonuniversal [77-79]. Although
our MCT calculation is in a sense an analytical theory of the
growth laws, it leaves open the question of whether MCT
growth lies within the domain growth theory of Bray [26]. It is
important to note here that regardless of the detailed values of
the various parameters, it is significant that our theory and
also the simulations of [27,28] obtained a very sublinear
growth of the “domain size.”

As we have discussed in [30] and also shown in Fig. 6(a), we
do not see any data collapse when we scale x¢(¢,t,) by xé’ (ty)
and time by fpe.x. We have also shown in [30] that we did not
find any data collapse following the scaling relations suggested
in [28]. As shown in Fig. 6(c), if we scale x¢(t,t,) by x£ and
plot them as a function of 1 — C(%,t,,), we obtain data collapse
in the a-relaxation regime only and not the entire range, as is
also observed in [80]. Neither the scaling relation suggested in
[28] nor the one used in Fig. 6(c) emerges from our theory. The
simulation data presented in Ref. [§1] seem closer to our results
on the scaling of the susceptibilities. The lack of scaling for
the three-point correlator as shown in Fig. 6(a) implies that we
cannot describe the dynamics in terms of an evolving effective
temperature, and the t,,-dependent properties we extract do not
correspond to those of an equilibrium system at an evolving
A or temperature. To understand this point, it helps to look at
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FIG. 6. (a) No data collapse is observed when xc(¢,t,) is scaled by Xg (t,,) and time by £y, this implies that the behavior of the three-point
correlator at various t,, cannot be seen as the equilibrium dynamics at an evolving effective temperature. The behavior of x¢ does not agree with
the expectation of “bare aging” that was suggested by the data collapse obtained for the two-point function in Fig. 1. (b) The peak height x/ (z,,)
that is a measure of the correlation volume is proportional to t,}/ 2. (f) When we scale xc(t,t,) by xé’ and plot it as a function of 1 — C(¢,t,),

data collapse is obtained in the a-relaxation regime.

Fig. 5, where scaling xc(¢,t,) by xéf’ (t,) and time by #yeqx led
to data collapse for all the curves corresponding to a unique A
or temperature. This appears to contradict what is suggested
by the behavior of the two-point correlation function, as shown
in the inset of Fig. 1 or in simulation [34] or mode-coupling
theory [47]. However, it is possible that the monotonic decay
of the two-point correlator masks the deviations, or, more
likely, the three-point function contains additional independent
information and the nonmonotonic nature of the later is more
sensitive to departures from “bare aging.” We have seen that
even if the quench is in the liquid state, the system does not
show any data collapse of the sort described in Fig. 6(a).

VI. GROWTH KINETICS OF THE p-SPIN SPIN-GLASS
MEAN-FIELD MODEL

There exists a deep connection between the dynamics of
certain spin-glass models and that of the structural glasses
[82,83]. Moreover, the dynamics of the mean-field p-spin spin-
glass models can be treated analytically, and that promises a
deeper understanding for the structural glasses as well [37,46].
Even though the aging dynamics in the mean-field models of
spin glasses has been studied in detail [44—47], the role played
by the length scale obtained from the multipoint correlators
and their characteristics in general have not been studied. In
this section, we extend the calculation for mean-field p-spin
spin-glass models to capture the growth kinetics upon abrupt
quench.

Let us start with the microscopic Hamiltonian for the p-spin
spherical spin-glass model,

N

2

i1>ip>>i,=1

H=-— b S (54)

ip>
where the couplings J;, .. i, are Gaussian random variables
with zero mean and variance p!/2N?~!. S;’s are the spin
variables obeying the spherical constraint ZIN=1 S? = 1. This
model shows an equilibrium phase transition at a temperature
T, when the system goes from the paramagnetic phase to the

spin-glass state characterized by the one-step replica symmetry
breaking [37,46]. T; is lower than T, the dynamic temperature
when the system goes to a nonergodic state, as also given by
mode-coupling theory for structural glasses.
To write down the dynamics for this model, let us consider
the Langevin equation
aSi(t) oH
o = z(1)Si (1) 35.(0) + i (1),
where we have set the kinetic coefficient to unity and z(¢) is
a Lagrange multiplier to satisfy the spherical constraint. 1;(t)
satisfies the white noise statistics. In the limit N — oo, one
can characterize the system with a scalar variable [84]. In
that limit, one can treat the dynamics analytically through the
standard dynamical field theory [85-88]. The calculation for
the two-point correlation function is tedious but quite standard
and well known in the literature [37,46,83,89], so let us just
quote the results here,

(55)

% = —z2()C(t,ty) + g / L CP(1,8)R(ty,5)ds
0
pip=1 ("
+ B — CP=2(t,s)R(t,s)C(s,t,)ds,
0
(56)
aR(t7t11))
T = - Z(I)R(tatw) + 8(t - tw)
+ ’)(”T_l)/ CP=2(t,5)R(t,5)R(s,1,,)ds,
" 57)
with
p2 t
=T+ 7/ CP=N(t,5)R(t,5)ds. (58)
0

It has been shown in Ref. [90] that susceptibilities, defined
as the derivatives of the two-point correlator with respect to a
number of control parameters such as temperature, pressure, or
density, are capable of capturing information about the length
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scale of glassy dynamics [8,9]. In particular, the derivatives
of C and R with respect to T have the status of a three-point

J
AC(t,1y)

) = —
xc(t,ty) 3T

’

XR(tvtw) = -

PHYSICAL REVIEW E 94, 012607 (2016)

correlator. Thus, to capture the growth kinetics of the spin-glass
system, we define nonstationary susceptibilities as follows:

IRt ,t,)
T

Then we will obtain the equations governing the domain growth for glassy regions as

—1 Ly
LD — —aOettt) + 11 = o01C) + PLZD [T 0 2Rt s1as
0
+ g / ' Cpil(taS)XR(tw,S)dS + W'f Cpis(taS)XC(t,S)R(t,S)C(S,[w)dS
0 0
PP =1 (" pa pp=1 ("
t | CxrE)CE s + ——— | CPE)RA$)xc(s,tw)ds, (59a)
0 0
“D(p—2) [!
aXRa(lt‘,[w) = —2(O)xr(t,ty) + [1 — @(OIR(, 1) + %/ CP (1.5 e (1.5 R SR (5.1 )
plp =1 (", pp=1 "
+ > CP2(t,8)xr(t,8)R(s,1,,)ds + Y CP=2(t,)R(t,8) xr(s,ty)ds, (59b)

with the definition of w(?) as

20 t
w(t) = w/ CP=2(t,8)xc(t,8)R(t,5)ds
0

2 et
+ % / CP\(t,5)xr(t,5)ds. (60)
0

The numerical algorithm for solving these equations of
motion is same as for the case of structural glasses (see [55,76]
for details). Here we show the results for the particular case
of p = 3. We find that the correlation volume has a behavior
similar to the structural glasses; the peak value xé’ grows and
shifts to larger ¢ — t,, as one waits longer in the quenched state
(Fig. 7). However, the growth law is different in this case; for a

1.4

:g 0.8r b
20l ,
06/ ¥ =0.4006
w
- - -1.6384
045 | 65536
- - 26.2144
02F | ——104.8676 :
- - - 419.4704
0 o ‘ ‘ ‘ ‘ ‘
-3 -2 -1 3 4

0 1
log, , (=t )

FIG. 7. Evolution of the three-point correlator for a quench
corresponding to 7 = 0.5 starting from a high-temperature state
of the mean-field p-spin spin-glass model. Inset: The two-point
correlation function as a function of ¢ for various ¢, for the same
set of parameter values. Various #,, are same as in the main figure.

(

quenchto 7 = 0.5, xé’ (ty) ~ tg'n, which is much smaller than

the exponent found for the growth of the correlation volume of
structural glasses. More detailed study is required for a deeper
understanding of the growth kinetics of spin glasses.

Here we emphasize that the equations of motion for the
p-spin spherical spin glass model with p = 3 and those for
the schematic limit of the structural glasses are identical [83].
The present formulation is, however, such that there is only one
control parameter for the case of the p-spin model, namely the
temperature 7. From this perspective, a comparison between
the results in Sec. V and the current section can be viewed
as quench along two different lines in the phase space. This
shows that various exponents obtained in the previous section
(as well as the current one) are not universal but there is a
dependence on A and T'. Our results in Sec. V hold close to the
MCT transition. Thus, even within a mean-field theory, that
MCT is, we will expect these exponents to change when the
quenches are in a very different regime of phase space.

VII. AGING UNDER SHEAR: CUTOFF OF THE GROWING
LENGTH SCALE IN STRUCTURAL GLASS

Since the theoretical system size is infinite, the system will
never equilibrate when we quench it from the liquid state
to below X., the MCT transition point; the length scale and
relaxation time will keep on increasing as the waiting time t,,
increases. However, imposing a nonzero shear will force the
system to reach a steady state cutting off the growth of the
length scale and the relaxation time t of the system. Shearing
is like stirring the system at a time scale y ~!, where y is the
shear rate and the system will be affected by shear only if
7 > p~'. In this section, we explore the effect of shear on the
coarsening dynamics of structural glasses.

Within mode-coupling theory, shear enters as two important
effects [61-65,91,92]: first, shear modifies the equilibrium
structure factor and reduces the structure height, second, it
modifies the mode-coupling vertex and the MCT kernel loses
its weight when the time scale becomes of the order of the
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inverse shear rate y ~!. Even though both these modifications
have their importance, for a qualitative understanding it seems
sufficient to keep the second effect in the theory [63,64].
Moreover, if we assume isotropy [64], the structure factor
of the fluid remains unchanged even under shear [93]. In that
case, the critical input that shear brings into the calculation is
the advection of wave vectors due to shear, and the k = k(¢)
vectors at time ¢ get coupled with the wave vectors k(¢) at
time ¢'. The advected wave vector can be calculated for a shear
in the x direction and the velocity gradient in the y direction
as

k(t) = k() + ytk, 3. 61)
We will not write this time index on the wave vectors explicitly,
but instead use the notation that the associated wave vector of
a quantity at time ¢ is also at that same time, i.e., we will write
the quantity Ay (¢) as Ax(¢). For the two-time quantities such
as the correlation and response functions, we will assume that
index k denotes the coupling of wave vector k(¢) with k(z,,)

J

PHYSICAL REVIEW E 94, 012607 (2016)

and write the variables as Cy(t,t,) and Ry(t,t,) as a compact
notation. Let us first calculate the equation of motion for the
two-point correlator under shear.

The equation of motion for the density fluctuation of a
dense fluid can be obtained from the continuity equations (for
the density and momenta) of hydrodynamics [see Eq. (6) for
the derivation]:

080, (1)
Jt

K
+mmwmhr§/ww%mmﬁm+mm
q
(62)

where Dy = (& +41/3)/p0, Vig =K [qcy + (K — @)cr—y],
and the noise obeys the following statistics:

2kpT

L

(i (One (1)) = P8k +K)3(t —1). (63)

Then following a similar calculation as was done above in
the case of unsheared fluid, keeping the advection of the wave
vector in mind, we will obtain the equations of motion for an

aging fluid under shear as

w = —Ki(t)Ri(t,t,) + 6(t — 1) +/ ds 2 (t,8)Ri(s,ty), (64a)
% = —K(®)C(t,t,) + / ’ ds Di(t,s)Ry(ty,s) —i—/ ds 2 (t,8)Cr(s,ty). (64b)
0 0
The expressions for Dy and % are
Dtr’—ZkBT t5t—t’+1 kT z/kt {q(z + k() — q(®)] }
W(t,1) = L pr()8( ) E(W) q( @) - {a®)cyq) @) — q(H)]crny—qnr})
x (k(t") - {q(t")cqy + (K1) — qt")]criy—qanDCq (8, ) Cryg (t,1"), (65a)
) ksT  \?
Xp(t,) = (W) /q(k(t) Ad®cyioy + K@) — qO)]crey—g0r D)
x (k(t") - {q(teqqry + k(") — q(t)]cr@y—qan DRy (8.1 Cr—g (2,1). (65b)

Equations (64a) and (64b) along with the expressions of D; and ¥ as given in Egs. (65a) and (65b), respectively, give the

mode-coupling theory for an aging system under shear.

The equations of motion for the growth kinetics are derived in the same procedure as before, and we will just present the final

equations here:

xRt ! tAML(t, 1, kgTc
—Xka(t )=—K1(I)XkR(t,tw)+/ ds Ek(f,S)XkR(S,l‘w)—F/ s M 1) Rk(s,tw)—i—( Bk —wk(t)>Rk(t,tw),
Ly ty e—0 L
66
AxC (1,1) & ! v OM(t,ty) “
4., - Kl(t)X]g(tvtw) +/ ds Mk([,S)XkR(tw,S) +/ ds Ek(tss)xlg(svtw) +/ ds ——— Rk(svlw)
ot 0 0 0 de €0
taS@ .t kgT
+/m—ﬁ—3 Cutst) + (2 6) ) Cutt.t),
0 de e—0

where K (¢) and w(t) have a structure similar to that in the unsheared case, and we will present their schematic form below.
Now we will schematicize these equations. First, let us look at the memory kernel. Due to advection of the wave
vectors, the weight of the memory kernel reduces as the time interval becomes of the order of the inverse shear rate. The
diminishing memory kernel weight can be incorporated in the schematic theory by replacing the vertex by a term of the form
4)e~7=%) as the exponential reduces the weight of the term when (¢t — s) becomes of the order of 1/y. The exponential is
a simple form, but a variety of other forms are possible [64,75]. Thus the schematic equations for the two-point correlators
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tw ) t )
— w(C(t,ty) + 2T R(ty,1) + 2x/ e VU C(1,5)R(ty,s)ds + 4xf e VU R(1,5)C(t,5)C(s,t,)ds.  (67)
0 0

t
e 7y (t,5)C(t,5)R(s,ty)ds

ty

t t
+ 4/\/ e—ﬂ’—”R(t,s)XC(r,s)R(s,tw)ds+4/\/ e VU R(1,5)C(t,8) xr (S, 1,)ds,
ty ty

become
IR(t,1y t s
% = — W(OR(.1) + 8( — 1,) + 42 / e TR )C(5)R(s.1)ds,
tw
aC(1,ty)
a

Similarly, the schematic equations for the susceptibilities are
A xr(t,ty
% = — uwO)xr(, 1) + [1 — o(O]R(,1,) + 4A/
aXC(tvtw) _

ot

= — w(Oxe(taty) + [1 — o(D)]C(1y) + 43 / eI ) e (6.5) R (t.8)ds
0

o o
+ 2A/ eI CH1 ) xR (ty,5)ds +4>»/ e "y e (t,5)R(t,5)C(ty,s)ds
0 0

tw . w .
+ 4x f e VU C(t,8) xr(t,5)C(ty,s)ds + 4 / e VU (t,5)R(t,8) xc(ty,s)ds
0

1y
0

t t
+ 4 f e 7y o (t,5)R(t,5)C(s,1,)ds + 4r / e 7UIC(t,5) xr(t,5)C(s,1,)ds
t

w

t
+ 4 f e VU, 9)R(t,8) xc (5,1 )ds,
ty

I

(68)

where the functions (¢) and w(z), being the schematic forms of K (¢) and wy(?), respectively, are given as

w() =T + 6A/ e 7UIC2(1,5)R(1,5)ds,

t
0

t t
o(t) = 12xf e*ﬂ’*”C(t,s)Xc(t,s)R(r,s)ds+6,\/ e 7UTIC(t,5) xr(1,5)ds.
0

As we have discussed earlier, it is expected that the system
will reach a steady state under shear after a waiting time ¢,
of the order of the inverse shear rate. Thus, imposing shear
constrains the growth of the dynamic length scale in an aging
system. This is exactly what we find from the numerical
solution of the mode-coupling equations. In Fig. 8, we show
the solution for an imposed shear rate y = 1072 with a value of
the parameters 7 = 1.0 and A = 2.0. Starting with the initial
conditions corresponding to a high-temperature liquid, we see
that the three-point correlator xc(z,t,) grows and then the
growth saturates when 1, ~ 10%. In the inset, we show how
the correlation function behaves. The two-point correlator also
reaches a steady state after a certain waiting time that is of the
order of the inverse shear rate. In Fig. 9, we show the behavior
of xc(t,t,) and C(t,t,) for the same value of temperature
T = 1.0 and A = 2.0 but for the shear rate y = 1073, In this
case, the correlators reach their steady state when the waiting
time becomes of the order of 10°. Since the relaxation time
t, goes as 128, these results imply for a sheared system under
aging that the relaxation time will behave as ¢, ~ 7798, a
testable prediction.

Since activated hopping is ignored within mode-coupling
theory, if the quench is below the transition point, the aging
system will reach equilibrium in the absence of shear when
the waiting time becomes infinity. The system will be trapped

(69)

(70)
0

(

into one of the local minima and thus become nonergodic.
However, an arbitrarily small shear stirs the system and helps
it come out of the local minimum, thus restoring ergodicity.
Shear not only cuts off the relaxation time of the system, it
also sets the dynamic length scale.

Shear does not affect the dynamics much when ¢,, is much
smaller than y ~'. We have seen earlier that the aging dynamics
cannot be characterized by an evolving effective temperature.
Therefore, even under shear, the evolution toward the steady
state cannot be characterized by an effective temperature,
however the steady state itself can be [94]. If we take the
ty — oo limit of Eqgs. (67) and (68), the resulting theory will
describe the sheared steady state. It is possible to define an
effective temperature T, for this steady state:

dC(1)/9t = =TerR(1), (71)

where C(t) and R(t) are the correlation and response functions
defined in the steady state. We find that (T.; — T) ~ y /4,
where T is the bath temperature. This power-law form is
somewhat ad hoc, but the trend of T.¢ governed by this theory
is quite encouraging [95,96]. It is important to note that no
equilibrium relation such as the fluctuation-dissipation relation
has been used in deriving this theory [55,94]. However, the
full generality of the theory, i.e., whether it can also be used
to describe athermal systems, remains to be tested.
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FIG. 8. (a) The growth of the three-point correlator xc(t,t,) under aging gets cut off by shear when the waiting time becomes of the order
of inverse shear rate. The imposed shear rate is = 1072, (b) The two-point correlator for the aging system under shear also reaches a steady

state when t,, ~ y~\.

VIII. DISCUSSION AND CONCLUSION

In this work, we have adapted and extended mode-coupling
theory to describe the nonstationary states and show that
the resulting theory captures the key features of emergence
and growth kinetics of glassy domains starting from a liquid
background. We have achieved this through a suitably defined
susceptibility xc(¢,t,) analogous to the one in Ref. [7] for
the equilibrium system and monitoring its growth following a
quench to a low-temperature state. The peak height of x¢(#,7,)
is interpreted as the correlation volume, and its growth with
waiting time t,, gives the domain growth of glassy order. We
find that the glassy correlation volume grows as t0; this is
slower than the growth dynamics in conventional coarsening.
‘We can extract a relaxation time #,q,x as the time where x¢(z,2,,)
has its peak and f,e,x grows as t)8. These theoretical findings
are supported by simulation results of Refs. [27,34]. The
broad features of the three-point correlator are in qualitative
agreement with [28]. A very recent experimental study also

25 : : :
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sees the growth of glassy correlation volume and relaxation
time with waiting time [97]; a comparison of our theory to
their findings in the appropriate range of temperatures and
time scales would be very welcome.

Next, we have obtained the equations of motion for
the growth kinetics in a p-spin spherical spin-glass model.
Even though the qualitative features of domain growth as a
function of waiting time are similar to those for the structural
glasses, the correlation volume has a much slower growth
(~t%13) in this case with p = 3. We hope these results will
encourage further studies of how the length scale of dynamic
heterogeneity affects the domain growth of spin-glass order
and the aging dynamics in spin-glasses in general.

We have further extended our theory for an aging system
under steady shear and found that an imposed shear rate y cuts
off aging and coarsening at ¢,, ~ 1/y in the glassy region and
ty = min(t,,1/y) in the fluid. As the relaxation time goes as
198, 1, or tpeak should vary as y =8 for a sheared system. Note
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FIG. 9. When the system is quenched from the high-temperature liquid phase to deep in the glassy phase with the quench characterized by
the parameters T = 1.0 and A = 2.0, we expect the system to show aging behavior forever. However, shear (with y = 1073) cuts off the aging
behavior and drives the system to its steady state after a waiting time #,, ~ 10°. (a) The behavior of x¢(t,t,) as a function of ¢ for various #,.

(b) Behavior of the two-point correlator C(z,t,,).
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that this result is not valid in the aging regime, but applies only
when t,, ~ y~1. Since the system reaches steady state at that
time, the result remains valid in the steady state. This is an
interesting and testable prediction of the theory.

An important feature of the dynamics emerging from
studying the three-point correlator is that the dynamics at
various waiting times cannot be described with an evolving
effective temperature 7., contrary to what the study of the
two-point correlator seems to suggest. Thus, for the case of
an aging system under shear, the evolution of the system
toward the steady state cannot be described by an effective
temperature, although the final steady state itself has a well-
defined T.g. In results to be presented separately [94], we
find that (T — T) ~ y'/4, where T is the bath temperature.
Although this power-law fitting form was somewhat ad hoc,
the qualitative features agree well with numerical experiments
[95,96].

Our theory gives the equations of motion for various
susceptibilities, and we solved the schematic version of
the final equations. A schematic theory, though useful in
obtaining different useful information, does not have any
spatial structure. Thus, the calculation gives an estimate of
the number of correlated atoms. We need the notion of
fractal dimension in order to infer the correlation length scale.
Whenever we talked about the correlation length scale in
this work, we assumed that the peak of susceptibility gives
a measure of the correlation volume that is associated with
the correlation length. But as we do not know the fractal
dimension, a direct measure of the length scale is not possible
within this framework.

PHYSICAL REVIEW E 94, 012607 (2016)

It would be interesting to see what the full k-dependent
theory predicts. We had to schematicize the equations in order
to obtain a numerically tractable form. Even in that case, it
takes quite a long time (e.g., 10-15 days for the data in Fig. 3)
to extract a significant waiting-time dependence for various
functions. To do anything better than this, we need to find a
better numerical algorithm, but it is not clear how to go about
this important task.

MCT is applicable in a narrow regime at the onset of
the glassy transition. How seriously should we then take the
results presented here? If the quench is below the mode-
coupling transition, but above an ideal glass transition, say
the Kauzmann temperature Tk [98], activated processes that
are not present within MCT [99] should cut off the growth in
an experiment or simulation. But typical simulations do not
explore these asymptotically long time scales, and thus they
can be usefully compared to our MCT coarsening results [30].
A quench below Tk will presumably give indefinite growth of
a different length scale [19,100,101] with a form not predicted
by MCT.
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