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Additivity, density fluctuations, and nonequilibrium thermodynamics for active Brownian particles
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Using an additivity property, we study particle-number fluctuations in a system of interacting self-propelled
particles, called active Brownian particles (ABPs), which consists of repulsive disks with random self-propulsion
velocities. From a fluctuation-response relation, a direct consequence of additivity, we formulate a thermodynamic
theory which captures the previously observed features of nonequilibrium phase transition in the ABPs from a
homogeneous fluid phase to an inhomogeneous phase of coexisting gas and liquid. We substantiate the predictions
of additivity by analytically calculating the subsystem particle-number distributions in the homogeneous fluid
phase away from criticality where analytically obtained distributions are compatible with simulations in the
ABPs.
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I. INTRODUCTION

The problem of characterization of driven many-particle
systems, having a steady state, has drawn much attention in
the past decades [1,2]. The problem is, however, quite hard to
tackle, mainly due to that the steady-state probability weights
of microscopic configurations in a driven system, unlike in
equilibrium, are not described by the Boltzmann distribution.
Indeed, in most cases, these weights are not known. A simple
characterization of the steady-state systems in general would
be certainly desirable, and, to this end, various attempts
have been made [3,4]. Recently a formulation based on
equilibriumlike additivity property provides a framework [5–
7], which helps one to describe a broad class of nonequilibrium
steady states through fluctuations of a conserved quantity, e.g.,
mass or particle-number [8–10]. Here we address the question
whether an additivity property can be used to obtain large
deviation probability for the particle-number or the density
fluctuations, the central object in a statistical mechanics theory,
in systems of self-propelled particles.

Self-propelled particles (SPPs), also called active matters,
are prevalent in nature: in living systems, e.g., bacterial
colonies [11], fish schools [12], flocks of birds [13], and insect
swarms [14], as well as in nonliving systems, e.g., photoac-
tivated or chemically powered colloids, thermophoretic Janus
particles [15], etc. They have been realized in experiments [16]
and intensively studied through simulations and theories
[17–25]; for reviews, see Refs. [26,27]. These particles propel
themselves by converting chemical energy to mechanical
one, which is continually dissipated to the medium. The
steady flow of energy keeps the system out of equilibrium,
and a novel nonequilibrium steady state emerges. Such a
nonequilibrium steady state manifests itself by exhibiting
rich collective phenomena, e.g., self-assemblies and pattern
formations, otherwise impossible in equilibrium.

Recently, we have seen a surge of activities, in search
of a suitable statistical mechanics framework which could
describe macroscopic properties of the self-propelled particles
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in terms of an intensive thermodynamic variable, such as a
chemical potential [27–35], pressure [36–41], or an effective
temperature [42,43]. However, a complete framework still
remains elusive. We propose here a general thermodynamic
principle, called additivity, which could enable us to unify
fascinatingly broad-ranging phenomena in the systems of self-
propelled particles under a unique nonequilibrium thermody-
namic theory, directly connecting microscopic fluctuations to
the macroscopic properties in the system.

In this paper, using an additivity property, we formulate a
thermodynamic theory for a particular class of self-propelled
particles, called active Brownian particles (ABPs), consisting
of repulsive disks in two dimensions and which have random
self-propulsion velocities. We demonstrate, in the regime
of homogeneous phase, that additivity property leads to
subsystem particle-number distribution PV (N ), the probability
that a subsystem of volume V has N number of particles.
The logarithm of the probability PV (N ), or the large deviation
function (LDF), analogous to equilibrium free energy, governs
the density fluctuations and thus can immediately connect to
the standard statistical mechanics framework. We validate the
predictions of the theory regarding density fluctuations by
analytically calculating the subsystem particle-number distri-
bution PV (N ) in the homogeneous fluid phase in the active
Brownian particles and comparing them with simulations.

The crucial ingredient of this theory is a nonequilibrium
fluctuation-response relation (FR) between compressibility
and number-fluctuation or variance σ 2

V = 〈N 2〉 − 〈N 〉2 [see
Eq. (5)], which is a direct consequence of additivity. Provided
the functional dependence of the variance σ 2

V (ρ) on the
particle-number density ρ, we provide a prescription of how,
using additivity, one can calculate the distribution function
PV (N ).

To illustrate the formalism, we first calculate, within
a linearized fluctuating hydrodynamics of the ABPs, the
variance σ 2

V (ρ) of particle number in a subsystem of volume
V as a function of density ρ. Then we use the standard large
deviation methods to obtain the large deviation function, or a
nonequilibrium free energy density function f (ρ,Pe), and a
chemical potential μ(ρ,Pe), as a function of number density
ρ and activity parameter Peclet number Pe. Determination
of chemical potential leads to a nonequilibrium equation of
state, akin to the equilibrium Van der Waals one. Beyond
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a critical activity, compressibility dρ/dμ becomes negative
in a particular density interval, leading to nonmonotonic
μ as a function of ρ and hence phase coexistence. In
special limits, our theory captures various previous results,
e.g., those based on the concept of motility induced phase
separation (MIPS) [29–31], indicating the formulation here
is indeed consistent with the past studies. Moreover, our
analysis suggests that, on a mean-field level, a broad class
of self-propelled particles belong to Ising universality.

The organization of the paper is as follows. In Sec. II we
discuss additivity and show how subsystem particle-number
distribution can be calculated solely from the knowledge
of variance of subsystem particle number as a function of
number density. In Sec. III we define the model of active
Brownian particles and discuss the corresponding fluctuating
hydrodynamics. In Sec. IV we calculate, within linearized
hydrodynamics, variance of subsystem particle number as a
function of density (Sec. IV A) and then characterize noise
strengths in the hydrodynamic equations (Sec. IV B). In Sec. V
using the functional dependence of the variance on density
together with additivity, we formulate a thermodynamic theory
of active Brownian particles and substantiate the theory by
explicitly calculating subsystem particle-number distributions
in homogeneous fluid phase of active Brownian particles.
Finally, we summarize in Sec. VI.

II. ADDITIVITY AND SUBSYSTEM PARTICLE-NUMBER
DISTRIBUTION

In this section, we discuss an additivity property which
systems having a finite correlation length are expected to
possess, irrespective of whether the systems are in or out
of equilibrium [5–7]. Recently additivity has been used
in nonequilibrium mass-transport processes for calculating
mass distributions and characterizing macroscopic properties
in terms of equilibriumlike thermodynamic potentials [8,9].
Below we discuss how additivity can be used to calculate
subsystem particle-number distribution.

First, let us discuss what additivity means in the context
of particle-number or density fluctuations in a system. Let us
consider N interacting particles in volume V where the total
number of particles N is conserved. We divide the system
in ν = V/V number of identical subsystems, each having
volume V , and ask what could be the form of the joint
probability distributions for the subsystem particle-numbers
{Ni} ≡ {N1,N2, . . . ,Nν}. Provided that the subsystem size
is much larger than spatial correlation length ξ , V1/d � ξ

in d dimensions, additivity implies that the subsystems are
statistically almost independent, and therefore, to a very
good approximation, the joint subsystem particle-number
distribution can be written in a product form [5–7],

P[{Ni}] �
∏ν

k=1 WV (Nk)

Z(N,V )
δ

(∑
k

Nk − N

)
, (1)

in the thermodynamic limit of N,V → ∞ with density ρ =
N/V fixed. In Eq. (1) WV (Nk) is an unknown weight factor,
which depends on the subsystem particle number and will be
determined later. The normalization constant, or the partition

sum, Z(N,V ) in Eq. (1) can be written as

Z(N,V ) =
∑
{Ni }

[∏
k

WV (Nk)

]
δ

(∑
k

Nk − N

)
. (2)

In other words, the property that the joint subsystem particle-
number distribution P[{Ni}] for a system can be approxi-
mately written as a product (i.e., subsystems are statistically
almost independent) of individual subsystem weight factors
WV (Nk) is called additivity.

In equilibrium, there is a well-defined thermodynamic
prescription, which helps us to calculate the weight factor
WV (Nk), i.e., WV (Nk) can in principle be obtained from the
Boltzmann distribution. However, there is no such prescription
in nonequilibrium. In fact, in nonequilibrium, the difficulty
arises precisely here because, in most cases, the microscopic
weights of the configurations in the steady state are a priori
unknown. At this scenario, additivity, which originates from
the simple physical consideration of statistical independence
on the coarse-grained level of large subsystems, could help
us to bypass the difficulty. As demonstrated recently in
Refs. [8,9], to characterize fluctuation properties on a coarse-
grained level, one may not actually be required to obtain the
steady-state weights of all microscopic configurations. In fact,
obtaining coarse-grained probability weights on a large scale
(much larger than the microscopic correlation length scale)
would suffice to characterize the macroscopic properties of
the system, provided that additivity as in Eq. (1) holds.

It is important to note that the weight factor WV (Nk)
depends only on the subsystem particle number Nk and
subsystem volume V . Now, provided that Eq. (1) holds,
probability distribution function PV (N ) ≡ Prob[Nk = N ] for
large V can be written as [5–8],

PV (N ) � WV (N )
Z(N − N ,V − V)

Z(N,V )

= WV (N )eμ(ρ)N

Z , (3)

where μ(ρ) is a nonequilibrium chemical potential,

μ(ρ) = df

dρ
, (4)

f (ρ) is a nonequilibrium free energy density function with
Z(N,V ) � exp[−Vf (ρ)] and Z = ∑

N WV (N ) exp(μN ) is
the normalization constant. Importantly, free energy density
function f (ρ), or equivalently the large deviation function
(LDF) which controls the density fluctuations, and chemical
potential μ(ρ) can now be obtained from a fluctuation-
response relation (FR) between compressibility and fluctua-
tion [5–8],

dρ

dμ
= σ 2(ρ), (5)

where

σ 2(ρ) = lim
V→∞

(〈N 2〉 − 〈N 〉2)

V , (6)

the scaled variance of subsystem particle number N . The
above fluctuation-response relation is analogous to the equilib-
rium fluctuation-dissipation theorem and follows directly from
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Eq. (1); for details, see Appendix A. The explicit expression
of chemical potential μ(ρ) and free energy density function
f (ρ) are obtained by integrating Eq. (5) w.r.t. density ρ,

μ(ρ) =
∫

1

σ 2(ρ)
dρ + c1, (7)

and, upon further integration,

f (ρ) =
∫

μ(ρ) dρ + c2, (8)

where c1 and c2 are arbitrary integration constants.
We now show, following Refs. [10,44], that the weight fac-

tor WV (N ) and, consequently, the particle-number distribution
can indeed be calculated using the above chemical potential
and free energy function. First, we write Laplace transform
(discrete) of the partition sum Z(N,V ) as

Z̃(s,V ) =
∞∑

N=0

e−sNZ(N,V )

=
∞∑

N=0

e−sN
∑
{Nk}

[
ν=V/V∏

k=1

WV (Nk)

]
δ

(∑
k

Nk − N

)

=
ν∏

k=1

⎡
⎣ ∞∑

Nk=0

e−sNkWV (Nk)

⎤
⎦ = [W̃V (s)]ν,

where Laplace transform of the weight factor WV (N )
is written as W̃V (s) = ∑∞

N=0 e−sNWV (N ). Now approxi-
mating Z̃(s,V )=∑∞

N=0 e−sNZ(N,V )�∫ ∞
0 dNZ(N,V )e−sN

where we replace the sum by an integral and then, using
Z(N,V ) � exp[−Vf (ρ)] (by definition), we get

e−νhV (s) ≡ V

∫
e−V [f (ρ)+sρ] dρ � [W̃V (s)]ν,

where the function hV (s) is obtained from Legendre transform
of free energy density function,

hV (s) = V[infρ{f (ρ) + sρ}]. (9)

The weight factor WV (N ) can, in principle, be calcu-
lated by evaluating the following integral on the complex
s plane along a suitably chosen contour C: WV (N ) =
1/(2πi)

∫
C

exp[−hV (s) + N s] ds. Although, for finite V , the
explicit calculation of the weight factor may be difficult, the
calculation, for large subsystem sizes V � ξ , simplifies as the
function −(1/V) ln WV (N ) is related to hV (s)/V by Legendre
transformation [44]. Therefore, in the leading order of N � 1
and V � ξd , the function −(1/V) ln WV (N ) is nothing but the
free energy density function f (N /V), implying

WV (N ) � exp[−Vf (N /V)]. (10)

Consequently, the subsystem particle-number distribution can
be written as

PV (N ) � e[−Vf (N /V)+μ(ρ)N ]

Z , (11)

where Z(μ,V ) is the normalization constant.

III. MODEL OF ACTIVE BROWNIAN PARTICLES AND
FLUCTUATING HYDRODYNAMICS

To illustrate our theory in a particular model system of
self-propelled particles, we study fluctuations in a system
of interacting active Brownian particles (ABPs) in two di-
mensions (2D). We consider N particles in a 2D periodic
box of size V = L × L. At time t , the system is specified
by position Ri(t) and self-propulsion direction φi(t) of ith
particle with i = 1, . . . ,N . The system evolves in time through
the following overdamped Langevin equations [23], for the
positions {Ri(t)}

Ṙi = −βD0Fi + v0ui +
√

2D0 	ηT
i

and for the orientations {φi(t)} of the velocity vectors

φ̇i =
√

2Drη
R
i ,

where β = 1/kBT inverse temperature (we set β = 1), force
on ith particle Fi = ∑

j 
=i ∇U (|Ri − Rj |), the WCA interac-
tion potential U (r) = 4ε[(a/r)12 − (a/r)6] + ε if r < 21/6a

and zero otherwise, ε = β−1, a diameter of the particles,
v0 self-propulsion speed, ui ≡ {uix,uiy} = {cos φi, sin φi} unit
vector along instantaneous self-propulsion direction, D0 and
Dr translational and rotational diffusion constant, respec-
tively, and the η Gaussian white noises with 〈ηi〉 = 0 and
〈ηi(t)ηj (t ′)〉 = δij δ(t − t ′).

To analytically study particle-number fluctuations in the
active Brownian particles, we resort to a fluctuating hydrody-
namic description, representing the system on a coarse-grained
level. The following hydrodynamic equations, without the
noise terms, for a density field ρ(r,t) and a polarization density
field p(r,t) have been previously obtained and studied for the
active Brownian particles [24,27,34],

∂tρ = −∇ · [v(ρ)p − D(ρ)∇ρ + fd ], (12)

∂tp = −Drp − 1
2∇(vρ) + K∇2p + fp, (13)

where ρ(r,t) = ∑
i δ[r − Ri(t)] and p(r,t) = ρ(r,t)P(r,t) =∑

i δ[r − Ri(t)]ui(t) are coarse-grained number and polar-
ization densities, respectively, at position r and time t with
Ri(t) and ui(t) being position and velocity direction of the ith
particle respectively, D(ρ) bulk diffusion constant, v(ρ) bulk
velocity, fd and fp Gaussian noises specified below. Note that,
to study fluctuations, we have added the noise terms fd and
fp [20]: Gaussian multiplicative noises with zero mean and
correlations 〈fdν(r,t)fdν ′(r′,t ′)〉 = 2d (ρ)δνν ′δ(r − r′)δ(t −
t ′) and 〈fpν(r,t)fpν ′ (r′,t ′)〉 = 2p(ρ)δνν ′δ(r − r′)δ(t − t ′),
with ν,ν ′ = 1,2 denoting Cartesian components. The strengths
of the noise terms are not previously known and are character-
ized later (see Sec. IV B).

When v(ρ) 
= 0, the steady-state probability functional
P[{ρ(r),p(r)}] [47] neither has the Boltzmann distribution for
the effective probability Pd [{ρ(r)}] ∝ exp [ − ∫

f [ρ(r)]d2r]
for density, nor it is in general known; only in special
cases, a strictly local free energy functional f [ρ(r)] can be
obtained [29,30,35]. However, additivity in Eq. (1) requires
neither the existence of any Boltzmann-like distribution nor
any prior knowledge of the full steady-state structure; it
requires only the existence of a finite correlation length ξ (ρ)
[see the relevant length scales ξ0,1,2 defined in Eqs. (16)
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and (17)]. When v = 0, Pd [{ρ(r)}] can be exactly calculated;
for details, see Appendix E.

IV. VARIANCE OF SUBSYSTEM PARTICLE NUMBER

A. Calculation of variance using linearized hydrodynamics

As discussed in Sec. II, using the fluctuation-response re-
lation Eq. (5), subsystem particle-number distribution PV (N )
for large V can be determined solely from the variance of
particle number, which requires knowledge of only two-point
correlation function c(r) = 〈ρ(0)ρ(r)〉 − 〈ρ(r)〉2. To this end,
we transform the variable θ (r,t) = ∇ · p in Eq. (13) and, using
the standard linear analysis, expand the nonlinear terms in
Eqs. (12) and (13) up to linear order of δρ and δp, where
δρ = ρ − ρ0, δp = p − p0, δθ = ∇ · (δp) with ρ0 and p0 = 0
average density and polarization fields, respectively. Using
Fourier transform of δρ(r,t) and δθ (r,t) in the linearized
hydrodynamic equations,

δρ̃(q,ω) =
∫

r

∫
t

e−iq·re−iωt δρ(r,t) dr dt, (14)

δθ̃ (q,ω) =
∫

r

∫
t

e−iq·re−iωt δθ (r,t) dr dt, (15)

and proceeding along the lines of Ref. [20], we obtain static
structure factor

S(q) = 1

2π

∫ ∞

−∞
〈|δρ̃(q,ω)|2〉dω ≡ S1(q) + S2(q),

where

S1(q) = V d (�1)2

D�0�2
+ V dq

2

Dr�2
, (16)

S2(q) = V pv2

D2
rD�0�2

, (17)

an effective diffusivity D(ρ) = D + vα/Dr , α(ρ) = (v +
ρdv/dρ)/2, �0,1,2(q) = (1 + q2ξ 2

0,1,2) and correlation lengths
ξ0(ρ) = √

DK/DrD, ξ1 = √
K/Dr and ξ2 = √

(D + K)/Dr ;
for details, see Appendix B. Now the variance σ 2

V (ρ) =
〈N 2〉 − 〈N 〉2 of particle number N = ∫

V ρ(r)d2r in a sub-
volume V can be written as integrated correlations, σ 2

V (ρ) =∫
V c(r)d2r = S(q = 0). By defining a scaled variance σ 2(ρ) =

σ 2
V/V , we finally obtain the variance, albeit within an approx-

imate linearized analysis,

σ 2(ρ) =
[
d

D + pv2

D2
rD

]
, (18)

which can be related to compressibility (dρ/dμ) through
the fluctuation-response relation [Eq. (5)]. The above linear
analysis, though approximate, is expected to be valid in
the regime of small fluctuations, i.e., far from criticality. A
similar expression for structure factor was previously obtained
in Ref. [20], though without the part S1(q) and without
any characterization of the noise strengths d and p. The
functional dependence of the noise strengths d and p on
density ρ and self-propulsion speed v0 will be determined
in Sec. IV B. Note that, in the right-hand side of Eq. (18),
effective diffusivity D(ρ) appears in denominators of both

the terms, which could vanish for suitable parameter values;
consequently, both S1(q = 0) and S2(q = 0) can separately
diverge.

There are two interesting limiting cases of Eq. (18), which
consistently capture various previous results obtained in the
context of motility-induced phase separation (MIPS) in self-
propelled particles.

Case I. To see that S1(q) in Eq. (18) can have nontrivial
effects, we consider the case when the polarization noise
vanishes, p = 0. In that case, the above linear analysis
implies that S1(0) diverges at a critical density, for any
d , whenever D = 0 (D < 0 corresponds phase coexistence)
depending on the functional form of v(ρ). This explains why,
in the quasistatic case of p where ∂tp = 0, K = 0 and p = 0
in Eq. (13), the variance σ 2(ρ) � [1/ρ + (1/v)(dv/dρ)]−1

obtained from Eq. (18) by choosing d = (D + v2/2Dr )ρ
as in Ref. [29] and assuming D � v2/2Dr (large velocity
regime), can be diverging (for details, see Appendix D). This is
because chemical potential μ(ρ) = ln(ρv) + c1, obtained us-
ing the fluctuation-response relation [Eq. (5)], has a singularity
at the critical point where dv/dρ = −v/ρ and consequently
compressibility dρ/dμ = (d2f/dρ2)−1 diverges; the spinodal
line is provided by the condition d2f/dρ2 < 0, which is
consistent with the previous observations in various systems
of self-propelled particles [29,35,38].

Case II. On the other hand, in the absence of
density noise, d = 0 [20], only the second term in
the right-hand side of Eq. (18) contributes to σ 2(ρ) =
(20

p/Dr )[D/ρv2 + {1/ρ + (1/v)(dv/dρ)}]−1
as, from the

central limit theorem (CLT), the polarization noise strength
p � 0

pρ is proportional to the number of particles present
in unit volume (for details, see Appendix C). Integrating
the fluctuation-response relation [Eq. (5)], we obtain μ(ρ) =
ln(ρv) + ψ(ρ) + c1 and f (ρ) = ∫

μ(ρ) dρ = ρ(ln ρ − 1) +∫ ρ[ln v(ρ) + ψ(ρ)] dρ + c1ρ + c2 where ψ ′(ρ) = D/ρv2

and c1 and c2 arbitrary constants of integration. Indeed, the
above expressions of μ(ρ) and f (ρ) are quite similar to those
obtained for the MIPS in the self-propelled particles (see
Case I).

B. Calculation of noise strengths and fluctuations

The main difficulty to relate fluctuating hydrodynamic
equations (12) and (13) to the microscopic model of active
Brownian particles lies in the fact that the noise strengths d

and p, bulk diffusion constant D, and bulk velocity v could
depend on density ρ, self-propulsion velocity v0 (even function
of v0), and possibly on the norm |p|, but their functional forms
are not explicitly known. In fact, a systematic derivation of
the noise strengths from a microscopic dynamics is a difficult
problem and, so far, has not achieved for the active Brownian
particles.

In this section, we characterize strengths of the noises in
the hydrodynamic equations (12) and (13), in the leading
order of self-propulsion velocity v0, i.e., when activity is
low. To this end, we resort to a near-equilibrium analysis,
which, we see later in simulations, however, holds surprisingly
well even far from equilibrium where self-propulsion velocity,
or the activity, is quite large. We first note that equilibrium
compressibility of a two-dimensional hard-disk fluid, known
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through virial coefficients [48], has an approximate analytic
form [49],

[σ 2(ρ)]v0=0 = d

D
� ρ

(
1 − ρ

ρm

)2

, (19)

where ρm ≈ 1.15 close-packing density. Now, we expand d

in the leading order of self-propulsion velocity v0,

d (ρ,v0) � (
0

d + 1
dv

2
0

)
ρ

(
1 − ρ

ρm

)2

(20)

and write D � D0 where 0
d , 1

d and D0 are all constants
(though not independent). These approximations may be the
simplest possible ones, but they are quite good in describing the
fluctuations in the active Brownian particles, as supported later
in the simulations. As the relation in Eq. (19) must be satisfied
in the equilibrium limit of v0 = 0, we have 0

d/D0 = 1. The
dependence of D, d , and p on the norm |p| is ignored as
orientation order 〈p〉 = 0 throughout remains absent and the
polarization fluctuation is expected to be small. Moreover, the
polarization noise strength p, to a good approximation, is
expected to have a linear dependence on density,

p � 0
pρ, (21)

where 0
p is a constant. This is because the fluctuation σ 2

px
=

〈p2
x〉 − 〈px〉2 ∼ 2p/Dr in the x component of polarization

density p can be written as σ 2
px

= ρ[〈u2
ix〉 − 〈uix〉2] ∝ ρ

(similarly for the y component) where uix is the x component
of the orientation unit vector of the ith particle and therefore
p ∝ ρ (for details, see Appendix C). Therefore, the scaled
variance as in Eq. (18) can be written as

σ 2(ρ) =
[(

0
d + 1

dv
2
0

)
ρ(1 − λρ)2

D + 0
pρv2

D2
rD

]

=
(
0

d + 1
dv

2
0

)
D2

r ρ(1 − λρ)2 + 0
pρv2

D2
rD

. (22)

Now, using the previous results for the bulk velocity in
the active Brownian particles, v(ρ) � v0(1 − λρ) [24,34]
with 1/λ = ρm close-packing density, in Eq. (18), effective
diffusivity in the above equation can be written as

D = D0 + vα

Dr

= D0

[
1 + v2

0(1 − λρ)(1 − 2λρ)

2DrD0

]
,

where α = (1/2)[v(ρ) + ρdv/dρ] = (v0/2)[1 − 2λρ]. There-
fore, Eq. (22) can be written as

σ 2(ρ) = ρm

(A + BP )x(1 − x)2

1 + P (1 − x)(1 − 2x)

= ρm

(
1 + A1v

2
0 + BP

)
x(1 − x)2

1 + P (1 − x)(1 − 2x)
, (23)

where x = λρ = ρ/ρm is scaled density, the dimensionless
parameters A, A1, and B are defined as

A = (
1 + A1v

2
0

)
, A1 = 1

d

0
d

, B = 20
p

Dr

, (24)

and the dimensionless scaled activity parameter

P = v2
0

2DrD0
. (25)

It is customary to define another dimensionless parameter,
called activity parameter or Peclet number, Pe = v0τ/a, where
the microscopic diffusive time scale τ = a2/D0. Now, using
a near-equilibrium linear-response relation Dr = cD0/a

2 be-
tween the orientation (or the polarization) relaxation rate and
the translational diffusion constant [50], we express P in terms
of Pe,

P � Pe2

2c
, (26)

where c is a proportionality constant and can be estimated from
simulations [see Fig. 2(a) and the corresponding discussions
later].

At low activity regime Pe � 1, one can actually reduce
the number of parameters in Eq. (23), from A1, B, and P

to essentially a single parameter P , using a constraint these
parameters A1, B, and P must satisfy. It is not difficult
to see that, at low density x = ρ/ρm → 0, the particle-
number distribution PV (N ) = exp(−〈N 〉)〈N 〉N /N !, for any
self-propulsion v0, must be Poissonian (verified in simulations;
see Fig. 3). Therefore, the variance at low density must satisfy
the constraint σ 2(ρ) = ρ, implying

A1v
2
0 + BP = P, (27)

or A1 = (1 − B)/2DrD0. Note that Eq. (27) is exact in the
leading order of self-propulsion velocity v0. Using Eq. (27) in
Eq. (23), we finally obtain the scaled variance as a function of
scaled density x = ρ/ρm,

σ 2(ρ) = ρm

(1 + P )x(1 − x)2

1 + P (1 − x)(1 − 2x)
, (28)

which essentially represents a one-parameter family of curves
[see σ 2(ρ) as a function of ρ for various P in Fig. 1] with
the scaled activity parameter P � Pe2/2c as in Eq. (26).
Interestingly, as we find below in the simulations of the active
Brownian particles, the form of the variance in Eq. (28) indeed
captures quite well the broad features of particle-number
fluctuations even when activity is moderately large, Pe � 1.

Now we show, using the form of the scaled variance in
Eq. (28), how the scaled activity parameter P can be estimated
from the simulations of the active Brownian particles. This is
done essentially by fitting Eq. (28) for a suitable choice of the
fitting parameter P . In Fig. 1 we plot scaled variance σ 2 as a
function of x = ρ/ρm, obtained from simulations for various
Pe = 0, 5, 10, 20, 50, and 100, and then fit the curves with
Eq. (28) by suitably choosing P ≈ 0 (magenta dashed line),
0.5 (blue dashed double-dotted line), 2.0 (sky-blue dotted line),
4.3 (green double-dashed dotted line), 8.0 (red solid line),
and 10 (black dashed dotted line), respectively. To find the
dependence of P on Pe, we numerically calculate P as a
function of Pe, by solving for P where we use a particular
value of scaled density x and variance σ 2 in Eq. (28). In
Fig. 2(a) we plot P as a function of Pe, for a set of two densities
ρ = 0.26 and 0.34. The function fits quite well with the form
P � Pe2/(2c + κPe2) [see the black solid line in Fig. 2(a)]
where c ≈ 9, implying a somewhat larger coarse-grained
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FIG. 1. Simulations in the active Brownian particles. Scaled
variance σ 2, for Pe = 0 (magenta triangles), 5 (blue squares), 10
(sky-blue diamonds), 20 (green inverted triangles), 50 (red circles)
and 100 (black left-triangles), as a function of scaled density ρ/ρm,
with ρm ≈ 1.15, is compared with Eq. (28) with P ≈ 0 (magenta
dashed line), 0.5 (blue dashed double-dotted line), 2.0 (sky-blue
dotted line), 4.3 (green double-dashed dotted line), 8.0 (red solid line),
and 10 (black dashed dotted line), respectively. Points = simulations,
lines = theory.

relaxation rate Dr for the polarization field than that estimated
previously [23], and κ ≈ 0.1. In other words, at smaller activity
regime Pe � 20, the scaled activity parameter P � (Pe)2/2c

varies quadratically with Pe as in Eq. (26). However, for very
large activity Pe � 20, as discussed above, the scaled activity
parameter P � 1/κ eventually saturates.

V. DENSITY FLUCTUATIONS AND NONEQUILIBRIUM
THERMODYNAMICS

A. Chemical potential and free energy function

In this section, we calculate, using the analytic form of the
variance in Eq. (28), nonequilibrium chemical potential μ(ρ)
and free energy density function f (ρ). We use the fluctuation-

1 10 100
Pe

0.1

1

10

P

0 1 2 3 4
r

-1

0

1

2

g(
r)

(b)(a)

FIG. 2. (a) The scaled activity parameter P [as defined in
Eq. (28)] is plotted as a function of Peclet number Pe for densities
ρ ≈ 0.26 (green circles) and 0.34 (red squares). (b) Pair correlation
g(r) (blue solid line) is plotted as a function of distance r for density
ρ ≈ 0.5 and Pe = 50; the magenta dashed line (fitting function)
shows an exponential decay of the pair correlation function at large
distance, with correlation length ξ ∼ 1 (distance is in unit of diameter
a of the particles). Points = simulations, lines = theory with fitting
parameter.

response relation [Eq. (5)], change the density variable ρ to
a scaled density x = ρ/ρm, and integrate w.r.t. the scaled
density x,

dρ

dμ
= σ 2(ρ) ⇒ dx

dμ
= (1 + P )x(1 − x)2

1 + P (1 − x)(1 − 2x)
, (29)

to obtain nonequilibrium chemical potential as a function of
the scaled density x,

μ(x) = 1

1 + P

[
(P − 1) ln(1 − x) + (P + 1) ln x + 1

1 − x

]
,

which, upon substituting x = ρ/ρm, gives chemical potential
as a function of density ρ

μ(ρ) = 1

1 + P

[
(P − 1) ln

(
1 − ρ

ρm

)

+ (P + 1) ln

(
ρ

ρm

)
+ 1

1 − ρ

ρm

]
. (30)

Now, integrating chemical potential μ(ρ) w.r.t. density ρ, we
get free energy density function

f (ρ) =
∫

μdρ = ρm

∫
μ(x) dx

= ρm

[P (x − 1) − x] ln(1 − x) + x[(P + 1) ln x − 2P ]

1 + P
,

(31)

which has the dimension of density and, upon substituting
x = ρ/ρm, gives free energy density as a function of density ρ.

B. Subsystem particle-number distributions

Nonequilibrium free energy density function in Eq. (31),
being a large deviation function, and nonequilibrium chemical
potential in Eq. (30), together, govern the particle-number
fluctuation in the system. Therefore, based on the analytical
result of subsystem particle-number distribution in Eq. (11)
which can be explicitly calculated now using Eqs. (28), (30),
and (31) (see Sec. II), we finally test in this section the
predictions of additivity concerning density fluctuations in
actual simulations of the active Brownian particles. The
simulations are performed in the fluid phase, which is much
away from criticality, where Eq. (28) is expected to hold.

In simulations, we calculate subsystem particle-number
distributions PV (N ) in a subsystem (V = 9 × 9 in units of
a) where the rest of the system (V = 100 × 100) acts as a
particle reservoir of chemical potential μ(ρ). In Fig. 2(b)
we plot pair-correlation function g(r) = ∑

i 
=1〈δ(r − Ri(t))〉
as a function of distance r at a moderately high density ρ ≈
0.5 and Pe = 50 where correlation length ξ ∼ O(a), much
smaller than the subsystem size. In Fig. 3 subsystem number
distributions PV (N ) obtained from simulations (points) at
Pe = 50 are compared with theory Eq. (11) (lines) at the
corresponding scaled activity P = 8, for several densities
ρ ≈ 0.11 (black circles, black dashed line), 0.19 (red triangles,
red dashed double-dotted line), 0.26 (magenta diamonds,
magenta dotted line), 0.34 (green inverted triangles, green
doubled-dashed dotted line), 0.41 (blue squares, blue solid
line), and 0.56 (violet asterisks, violet dashed dotted line).
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FIG. 3. Subsystem particle-number distributions for activity pa-
rameter Pe = 50, obtained from simulations (points), are compared
with theory [Eq. (11)] (lines) with corresponding scaled activity
parameter P = 8, for densities ρ ≈ 0.11 (black circles, black dashed
line), 0.19 (red triangles, red dashed double-dotted line), 0.26
(magenta diamonds, magenta dotted line), 0.34 (green inverted
triangles, green doubled-dashed dotted line), 0.41 (blue squares, blue
solid line), and 0.56 (violet asterisks, violet dashed dotted line).

Agreement between simulations and theory, even at quite large
density ρ ≈ 0.41, is reasonably good. Note that, provided the
variance σ 2(ρ) as a function of density ρ [as in Eq. (28)],
there is no fitting parameter in the distribution functions
PV (N ) plotted in Figs. 3 and 4. Expectedly, the distributions
are Poissonian at low densities. However, the distributions
become increasingly non-Poissonian, or non-Gaussian, with
increasing density and activity. To emphasize this point, in
Fig. 4, we show that, for moderately large density ρ ≈ 0.41
and large activity Pe = 50, the particle-number distribution
function PV (N ) in simulations (blue squares) indeed deviates
from the corresponding Poisson (black dashed double-dotted
line) as well as Gaussian (red dashed line) distributions. Even
then, the numerically obtained distribution (blue diamonds)
is indeed quite well described by the analytically obtained
distribution Eq. (11) (blue solid line), thus validating additivity,
at least in the homogeneous fluid phase, which is sufficiently
away from criticality.
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FIG. 4. At moderately large density ρ ≈ 0.41 and large activ-
ity Pe = 50, subsystem particle-number distribution PV (N ) (blue
squares), which deviates from Poisson (black dashed double-dotted
line) as well as Gaussian (red dashed line) distributions, is quite well
captured by theory Eq. (11) (blue solid line).

However, upon approaching closer to the criticality, some
discrepancies arise between analytic theory and simulations,
presumably due to the linear analysis of Eqs. (12) and (13)
and finite-size effects. That the linear analysis breaks down
at density ρ ≈ 0.56 is evident from Fig. 1 where simulation
results (for Pe = 50) start deviating from the analytic expres-
sions of Eq. (28) (for corresponding P = 8). On the other
hand, the finite-size effects originate from the facts that the
boundary correlations between subsystem and system (due
to increasing correlation length) increase while approaching
criticality and the ratio between system and subsystem as well
as their individual sizes are finite.

C. Phase transition

Based on the analysis in the previous sections, one can now
formulate a theory of phase transition in the active Brownian
particles. We note that the functional form of the scaled
variance as in Eq. (28) has many interesting implications. In
the regime of large activity where Peclet number Pe � 1 (or
P � 1), the scaled variance σ 2(ρ) is independent of P , which
is in quite good agreement with simulations (see Fig. 1 for
Pe = 50 and 100) where σ 2 for any ρ almost saturates at large
Peclet number. Moreover, the denominator in Eq. (28) has two
roots:

x2,1 = 3

4
±

√
P 2 − 8P

4P
.

In Fig. 5(a) we plot the scaled variance [as in Eq. (28)]
and, in Fig. 5(b), chemical potential [as in Eq. (30)] as a
function of scaled density x = ρ/ρm, with ρm ≈ 1.15, for
various values of scaled activity P = 0, 1, 2, 4, 8, 12, and
15. Below a critical value of the scaled activity P < Pc = 8
(corresponding to activity Pe = 50 in actual simulations), the
variance remains positive in the full interval 0 � x � 1. On the
other hand, above a critical value of scaled activity P > Pc,
the variance becomes negative in the interval x1 < x < x2

and consequently chemical potential becomes nonmonotonic
function of density, which is not physical and implies onset of
phase coexistence. The coexisting densities can, in principle,
be calculated using a Maxwell construction on chemical
potential μ(ρ) = ∫ ρ 1/σ 2 dρ [Eq. (30)] or on free energy
density function f (ρ) = ∫ ρ

μ dρ [Eq. (31)]. Presently the
Maxwell construction is however not expected to give an
accurate estimate of the coexisting densities as our theory
[Eq. (28) and consequent expressions in Eqs. (30) and (31)]
have been derived using a linearized hydrodynamics and
a near-equilibrium analysis, which do not capture well the
fluctuations in the high activity regime.

Somewhat surprisingly, our theory however predicts quite
accurately the critical density ρc where compressibility dρ/dμ

diverges; ρc ≈ 0.86, or critical packing fraction φc ≈ 0.7,
obtained from theory is in excellent agreement with simula-
tions [23]. Moreover, we find that compressibility diverges
as dρ/dμ = σ 2 ∼ 1/(ρ − ρc)δ−1, or equivalently chemical
potential vanishes as μ ∼ (ρ − ρc)δ , with δ = 3; correlation
length diverges as ξ ∼ (ρ − ρc)−νh with mean field νh =
1. Clearly, on the mean-field level, the exponents are in
accordance with Ising universality; P and μ are analogous
to temperature and magnetic field, respectively.
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FIG. 5. Scaled variance σ 2(ρ) [Eq. (28)] and corresponding
chemical potential μ(ρ) = ∫ ρ 1/σ 2 dρ [Eq. (30)] are plotted in panels
(a) and (b), respectively as a function of the scaled density ρ/ρm for
various values of the scaled activity parameter P = 0, 1, 2, 4, 8,
12, and 15. Chemical potential becomes a nonmonotonic function
of density beyond a critical value of the scaled activity parameter,
P > Pc = 8.

VI. SUMMARY AND CONCLUDING PERSPECTIVE

In this paper, using a nonequilibrium fluctuation-response
relation, which is a direct consequence of an additivity
property, we formulate a thermodynamic theory for self-
propelled particles in the context of a particular model system
consisting of active Brownian particles. From the fluctuation-
response relation, we demonstrate that subsystem particle-
number distributions, which, being related to the density large
deviation function and thus analogous to equilibrium free
energy, can help us to characterize macroscopic properties
in self-propelled particles, in a unified statistical mechanics
framework, in terms of a nonequilibrium chemical potential.

Analogous to phase transition in equilibrium, as density and
activity (Peclet number) increase, chemical potential becomes
nonmonotonic function of density, indicating onset of a gas-
liquid phase coexistence.

Importantly, the formalism developed here is solely based
on characterization of the variance of subsystem particle
number, which is directly related to the two-point (equal-time)
density correlations or the structure factor. Provided that one
calculates the structure factor accurately, our theory can lead
to verifiable predictions concerning the density fluctuations.
However, analytically calculating structure factor in a many-
particle system is not an easy task. To this end, in the first
step, we have calculated, though within a linearized fluctuating
hydrodynamics, the structure factor in a microscopic model
system of active Brownian particles and, consequently, the
variance of subsystem particle-number as a function of
density. Our studies of fluctuating hydrodynamics provide
some insights in characterizing the noises in the hydrodynamic
equations, done in the context of active Brownian particles.
For this purpose, we have used a near-equilibrium analysis,
which, though approximate, captures reasonably well the
broad features of the particle-number fluctuations even in
the far-from-equilibrium regime where activity is moderately
large.

Furthermore, in the second step, from the functional
dependence of the variance of subsystem particle-number
on density and then using additivity, we have calculated
the subsystem particle-number distribution function and have
compared the analytically obtained distribution functions
with that obtained from simulations in the active Brownian
particles. The agreement between theory and simulations
is quite good, except some deviations at the tails. The
deviations increase while approaching criticality, indicating
the following reasons for these deviations. First, the linear
analysis used here breaks down in the regime of high densities
and the high activities, where nonlinear effects can induce
nontrivial fluctuations; consequently, chemical potential and
free energy function obtained from the linear analysis cannot
capture the density fluctuations well. Second, there can be
significant finite-size effects, originating from the increasing
boundary correlations between subsystem and system upon
approaching criticality and due to the finite ratio between
system and subsystem (simulations here are performed up to
total particle number N > 104 and roughly for ratio 1:123
between subsystem and system volumes). Thus, larger-scale
simulations, though computationally difficult at this stage,
would be quite useful for more accurate verification of the
predictions of additivity.

For simplicity, here we have restricted ourselves to a par-
ticular model system of active Brownian particles. However,
the thermodynamic formalism developed here is quite general
and could be extended to other active-matter systems, e.g.,
models with run-and-tumble bacterial dynamics or the Vicsek
model [45] and its variants. Moreover, even in the active
Brownian particles, it would be quite interesting, though
challenging, to go beyond the linear hydrodynamic regime
by allowing nonlinear gradient terms (as in Ref. [32]) or
self-advective terms (as in Refs. [45,46]), which may be
relevant in the large activity regime where fluctuations are
large.
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From the overall perspective, we believe additivity could
be the missing link, providing a unified characterization of
a broad range of phenomena in the self-propelled particles
observed in the past. Also, it will be interesting to explore if
additivity holds in the phase with “giant number” fluctuations
which many self-propelled particle systems exhibit or in the
presence of inhomogeneities, e.g., a confining potential as in
a box with hard walls [39], etc.
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APPENDIX A: ADDITIVITY AND
FLUCTUATION-RESPONSE RELATION

Here we show how additivity, as in Eq. (1), directly leads
to the fluctuation-response relation as in Eq. (5). Provided the
additivity property is satisifed, the subsystem particle-number
distribution can be written, in the thermodynamic limit, as

PV (N ) = 1

ZWV (N )eμN , (A1)

where W is the weight factor for the respective subsystem, μ

is a chemical potential, and the normalization constant Z is
given by

Z(μ) =
∞∑

N=0

WV (N )eμN . (A2)

Now, the average particle number can be calculated by taking
a derivative of logarithm of the normalization constant w.r.t. μ,

〈N 〉 = d(lnZ)

dμ
. (A3)

By taking another derivative of Eq. (A3) w.r.t. μ, one can
immediately relate compressibility to the fluctuation,

d〈N 〉
dμ

= d2(lnZ)

dμ2
= 〈N 2〉 − 〈N 〉2, (A4)

where, in the last step, we have used Eq. (A2). Dividing both
side of the above equation by the subsystem volume V , we get,
in the limit of large V , the fluctuation-response relation as in
Eq. (13),

dρ

dμ
= σ 2, (A5)

where the scaled variance is defined as

σ 2 = lim
V→∞

(〈N 2〉 − 〈N 〉2)

V .

APPENDIX B: CALCULATION OF STRUCTURE FACTOR
IN THE ACTIVE BROWNIAN PARTICLES WITHIN
LINEARIZED FLUCTUATING HYDRODYNAMICS

We consider the following fluctuating hydrodynamic equa-
tions, as considered in the main text, for self-propelled particles
(SPPs)

∂tρ = −∇ · [v(ρ)p − D(ρ)∇ρ + fd ], (B1)

∂tp = −Drp − 1
2∇(ρv) + K∇2p + fp, (B2)

and perform linear analysis along the lines of Ref. [20]. We
transform the variable θ (r) = ∇ · p, expand the nonlinear
terms up to linear order of δρ and δp, where δρ = ρ − ρ0, δp =
p − p0, δθ = ∇ · (δp) with ρ0 and p0 = 0 average density and
polarization profile, to obtain

∂t δρ(r,t) = −v(ρ0)δθ (r,t) + D(ρ0)∇2δρ(r,t)−∇ · fd, (B3)

∂t δθ (r,t) = −Drδθ (r,t) − α(ρ0)∇2δρ(r,t)

+K∇2δθ (r,t) + ∇ · fp, (B4)

where ∇ · (vp) � vδθ , ∇(ρv) � 2α(ρ0)∇(δρ) with

2α(ρ0) = d

dρ0
[ρ0v(ρ0)] = v(ρ0) + ρ0

dv(ρ0)

dρ0
.

Using Fourier amplitudes

δρ̃(q,ω) =
∫

r

∫
t

e−iq·re−iωt δρ(r,t) dr dt, (B5)

δθ̃ (q,ω) =
∫

r

∫
t

e−iq·re−iωt δθ (r,t) dr dt, (B6)

and reverting back to global density ρ0 = ρ (for notational
simplicity), Eqs. (B3) and (B4) can be written as

[iω + q2D(ρ)]δρ̃ + v(ρ)δθ̃ = −iq · f̃d, (B7)

α(ρ)q2δρ̃ − (Dr + Kq2 + iω)δθ̃ = −iq · f̃p. (B8)

Solving for the Fourier modes, we get[
δρ̃

δθ̃

]

= −iq ·
[
q2D(ρ) + iω v(ρ)

αq2 −(Dr + Kq2 + iω)

]−1[
f̃d

f̃p

]

and therefore

δρ̃(q,ω) = i

det(M)
[(Dr + Kq2 + iω)q · f̃d + vq · f̃p] (B9)

with

M =
[
iω + q2D(ρ) v(ρ)

αq2 −(Kq2 + Dr + iω)

]
. (B10)

Using the noise correlations, 〈|q · f̃d |2〉 = 2V dq
2, 〈|q ·

f̃p|2〉 = 2V pq2, and 〈(q · f̃∗
d )(q · f̃p)〉 = 〈(q · f̃d )(q· f̃∗

p)〉=0,
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we obtain dynamic structure factor

S(q,ω) = 〈|δρ̃(q,ω)|2〉

= {ω2 + (Dr + Kq2)2}〈|q · f̃d |2〉 + v2〈|q · f̃p|2〉
|det(M)|2

= 2q2V

|det(M)|2 [d{ω2 + (Dr + Kq2)2} + pv2],

(B11)

where

|det(M)|2 = (ω2 − a)2 + ω2b2 (B12)

with

a = q2[DrD(ρ) + D(ρ)Kq2],

b = Dr + q2[K + D(ρ)],

and

D(ρ) = D(ρ) + v(ρ)α(ρ)/Dr.

The static structure factor can be computed as S(q) =
(1/2π )

∫ ∞
−∞ S(q,ω) dω. Now using the following equalities,∫ ∞

−∞

dω

(ω2 − a)2 + ω2b2
= π

ab
,

(B13)∫ ∞

−∞

ω2dω

(ω2 − a)2 + ω2b2
= π

b
,

we obtain S(q) = S1(q) + S2(q) where

S1(q) = V
2q2d

2π

[
π

b
+ (Dr + Kq2)2 π

ab

]

= V dq
2

Dr + q2(K + D)

+ V dq
2(Dr + Kq2)2

q2[DrD + DKq2][Dr + q2(K + D)]
(B14)

and

S2(q) = V
2q2pv2

2π

π

ab

= V
pv2

[DrD + DKq2][Dr + q2(K + D)]
. (B15)

The structure factor S(q = 0) = S1(0) + S2(0) is related to
variance σ 2

V (ρ) = 〈N 2〉 − 〈N 〉2 of number of particles N =∫
V ρ(r) dr in a subvolume V , which can be written as

σ 2
V (ρ) = S(q = 0) = V

[
d

D(ρ)
+ pv2(ρ)

D2
rD(ρ)

]
, (B16)

the desired expression in the main text.

APPENDIX C: POLARIZATION FLUCTUATIONS IN THE
ACTIVE BROWNIAN PARTICLES

As defined in the equations of motion for the active Brow-
nian particles in the main text, ui ≡ {uix,iy} = {cos φi, sin φi}
the orientation unit vector for the ith Brownian particle. From
the definition of the polarization density p(r,t) = ∑

i δ[r −

Ri(t)]ui(t), we can express total polarization PV , in a small
volume V , as

PV =
∑
i∈V

ui(t), (C1)

where the sum is over N number of particles in the volume
V so that

p = lim
V →0

PV

V
. (C2)

Now, using the CLT, one can estimate the fluctuation or the
variance of PV ≡ {P x

V ,P
y

V }, which is the sum of N

random variables (i.e., the sum of random orientation unit
vectors of N particles in volume V ) where the variance of
the x and y components of each orientation unit vector ui, for
any i, are calculated to be constant. Consequently, the variance
of the x and y components of polarization density p can be
calculated as

σ 2
pix

= 〈
p2

ix

〉 − 〈pix〉2

= lim
V →0

〈(
P x

V

)2〉 − 〈(
P x

V

)〉2
V

= lim
V →0

〈N〉
V

[〈
u2

ix

〉 − 〈uix〉2
] ∝ ρ (C3)

and similarly

σ 2
piy

∝ ρ. (C4)

APPENDIX D: STRUCTURE FACTOR IN THE LIMIT OF
QUASISTATIC POLARIZATION FIELD (� p = 0)

In the quasistatic limit of polarization field, by setting ∂tp = 0,
K = 0, and polarization noise strength p = 0 in Eq. (B2)
and then substituting p in Eq. (B2) [27,30], we get an effective
evolution equation for density field,

∂tρ = −∇ ·
[
−v

∇(vρ)

2Dr

− D∇ρ + fd

]
(D1)

= −∇ · [ṽρ − D̃∇ρ + fd ], (D2)

where effective velocity ṽ(ρ) = −v∇v/2Dr and effective
diffusivity D̃ = D + v2/2Dr . Now we perform linear analysis
of fluctuation δρ = ρ − ρ0 around the average density ρ0,

∂t δρ = −∇ · [−D(ρ0)∇δρ + fd ], (D3)

where effective diffusivity

D = D̃ + ρv

2Dr

dv

dρ
= D + αv

Dr

, (D4)

where α = (v + ρ dv
dρ

)/2. Taking the Fourier transform of both
sides and solving for density mode,

δρ̃(q,ω) = −iq

iω + q2D f̃d , (D5)

we calculate the dynamic structure factor,

S(q,ω) = 〈|δρ̃(q,ω)|2〉 = 2V q2d

ω2 + q4D2
, (D6)

and the static structure factor,

S(q) = 1

2π

∫ ∞

−∞
S(q,ω) dω = V d

D , (D7)
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which is independent of q, i.e., the two-point correlation
function c(r) ∝ δ(r) and correlation length ξ = 0. This is the
reason why the linear analysis is exact in this case and provides
the variance exactly

σ 2(ρ) = d

D , (D8)

which is consistent with an integrability condition in Ref. [29]
and with the free energy density function f (ρ) satisfying
d2f/dρ2 = 1/σ 2(ρ). This could be seen if we choose d =
D̃ρ as in Ref. [29], and we find

σ 2(ρ) = D̃ρ

D̃ + ρv

2Dr

dv
dρ

� v2ρ/2Dr

v2

2Dr
+ ρv

2Dr

dv
dρ

=
[

1

ρ
+ 1

v

dv

dρ

]−1

,

(D9)

by assuming D � v2/2Dr . Chemical potential μ(ρ) can be
obtained by integrating fluctuation-response relation [Eq. (5)]
w.r.t. density ρ,

μ(ρ) =
∫

1

σ 2(ρ)
dρ = ln(ρv) + c1, (D10)

c1 being an arbitrary constant of integration.

APPENDIX E: FUNCTIONAL FOKKER-PLANCK
EQUATION AND v = 0 LIMIT

For a functional Langevin equation (stochastic differential
equation) having a general form,

∂tρ(r,t) = B[ρ(r,t)] + g(r,t), (E1)

where B[ρ(r,t)] is a functional of ρ(r) and g(r,t) is a Gaussian
noise with correlation

〈g(r,t)g(r′,t)〉 = G(r,r′)δ(t − t ′), (E2)

the functional Fokker-Planck equation is given by [47]

∂tP[ρ(r,t)]

= −
∫

d3r
δ

δρ(r)
{B[ρ(r)]P[ρ(r,t)]}

+ 1

2

∫∫
d3r d3r′

[
δ2

δρ(r)δρ(r′)
G(r,r′)P[ρ(r,t)]

]
.

(E3)

For simplicity, let us consider only one spatial dimension
with Cartesian position coordinate x. Now, we are interested
in a Langevin equation having a particular form

ρ̇ = −∂x[ρv − D(ρ)∂xρ + fρ], (E4)

where g(x,t) = ∂xfρ(x,t) with noise correlation 〈fρ(x,t)
fρ(x ′,t ′)〉 = 2(ρ)δ(x − x ′)δ(t − t ′). Using Eq. (E3), the
functional Fokker-Planck equation becomes

∂tP =
∫

dx
δ

δρ(x)
∂x

[
ρv − D(ρ)∂xρ − (ρ)∂x

δ

δρ(x)

]
P.

(E5)

For nonzero v(ρ) 
= 0, solution of the above Fokker-Planck
equation is not in general known. In a special case, when
an integrability condition is satisfied v/D = ∂x(δF/δρ) for a
functional F [ρ(x)] = ∫

f [ρ(x)] dx, the steady-state solution
is given by the Boltzmann form P ∼ exp[−F [ρ(x)] [29].

When velocity v(ρ) = 0, i.e., in equilibrium, the Fokker-
Planck equation for the many body probability P[ρ(x),t] can
be shown to always have the Boltzmann form as follows. The
Fokker-Planck equation in this case can be written as

Ṗ =
∫

dx
δ

δρ(x)
∂x

[
− D(ρ)

∂ρ

∂x
− (ρ)

(
δ

δρ

)′]
P. (E6)

We start with an ansatz P ∼ exp [− ∫
f (ρ) dx] and, using(

δP
δρ

)′
= −P d2f

dρ2

∂ρ

∂x
, (E7)

in Eq. (E6), we obtain f (ρ) as

−D(ρ)
∂ρ

∂x
P − (ρ)

(
δP
δρ

)′
= 0 (E8)

⇒ −D(ρ)
∂ρ

∂x
P + (ρ)P d2f

dρ2

∂ρ

∂x
= 0 (E9)

⇒ ∂ρ

∂x
P

[
− D(ρ) + (ρ)

d2f

dρ2

]
= 0 (E10)

⇒ d2f

dρ2
= D(ρ)

(ρ)
. (E11)

Therefore the steady-state probability functional for
density fluctuation can be written as P[{ρ(r)}] ∝
exp[− ∫

f [ρ(r)] d2r] where d2f/dρ2 = [d (ρ)/D(ρ)]−1.
This is what is expected from the equilibrium fluctuation-
dissipation theorem.
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