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Random pure states: Quantifying bipartite entanglement beyond the linear statistics
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We analyze the properties of entangled random pure states of a quantum system partitioned into two smaller
subsystems of dimensions N and M. Framing the problem in terms of random matrices with a fixed-trace
constraint, we establish, for arbitrary N < M, a general relation between the n-point densities and the cross
moments of the eigenvalues of the reduced density matrix, i.e., the so-called Schmidt eigenvalues, and the
analogous functionals of the eigenvalues of the Wishart-Laguerre ensemble of the random matrix theory. This
allows us to derive explicit expressions for two-level densities, and also an exact expression for the variance of
von Neumann entropy at finite N, M. Then, we focus on the moments E{K“} of the Schmidt number K, the
reciprocal of the purity. This is a random variable supported on [1, N], which quantifies the number of degrees
of freedom effectively contributing to the entanglement. We derive a wealth of analytical results for E{K“}
for N =2 and 3 and arbitrary M, and also for square N = M systems by spotting for the latter a connection
with the probability P(xCUF > /2N¢) that the smallest eigenvalue xCUF of an N x N matrix belonging to the

min
Gaussian unitary ensemble is larger than +/2N&. As a by-product, we present an exact asymptotic expansion

for P(xSYE > +/2NE) for finite N as £ — co. Our results are corroborated by numerical simulations whenever

min

possible, with excellent agreement.
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I. INTRODUCTION

Entanglement is perhaps one of the most baffling features
of quantum systems. Indeed, the possibility of producing
entangled states was first considered as the signature of the
incompleteness of quantum mechanics [1]. However, eventu-
ally entanglement was verified experimentally and recognized
as a valid and fundamental feature of the quantum world.
Moreover, practical implications of quantum entanglement
are foreseen nowadays, e.g., in the fast developing fields
of quantum information and computation [2,3]. There, in
order to achieve the highest computational power, it is
desirable (at least theoretically) to produce states with large
entanglement.

For a bipartite system consisting of two subsystems of
dimensions N and M (with, e.g., N < M), several proxies
were introduced to quantify the degree of entanglement, which
are all functionals of N non-negative eigenvalues A; of the
reduced density matrix, satisfying the normalization constraint
va:l A; = 1 and called Schmidt eigenvalues (see Sec. 11 for

details).
These functionals are, to name a few, the entanglement
entropies, von Neumann entropy

N
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or g-parametrized Rényi entropy,! S, = (n%,)/(1 —q),
where £, = 3"V | A% the purity ¥, and also its reciprocal
value, the so-called Schmidt number,

1

YA
defined as the effective number of nonzero coefficients in
the Schmidt decomposition (see below), i.e., the number of
effective degrees of freedom contributing to the entanglement.
The Schmidt number is defined on the interval [1,N] and K ~
N corresponds to maximal entanglement. In some instances,
the Schmidt number can be directly measured experimentally
[4].

Random pure states, for which the Schmidt eigenvalues
are strongly correlated random variables, have attracted a
strong interest in recent years: they are believed to constitute
a promising candidate for quantum computation since their
average entanglement entropy is close to the maximal possible
entropy of a completely degenerate state, when all A; = 1/N
and, hence, Syx = In(N) [5-7]. Furthermore, they may serve
as a reference point whose entanglement content is to be
compared to an arbitrary quantum state evolving in time. They
also appear in the study of quantum chaotic or nonintegrable
systems [8—11]. Finally, as we proceed to show, the Schmidt
eigenvalues for random pure states have the same joint
probability density function (jpdf) as the so-called scaled
eigenvalues (see, e.g., [12]), the eigenvalues of Wishart random
matrices normalized by the trace. The latter have diverse

2

'Note that in the limiting cases when ¢ — 1 or ¢ — oo, the Rényi
entropy converges, respectively, to the von Neumann entropy S,n or
to In(1/Amax), Where Ap,y is the largest eigenvalue.
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applications both in statistics and in performance analysis
of wireless communication systems, the spectrum sensing
problem in cognitive radio networks being just one particular
example (for which N and M are the number of antennas and
the number of samples per antenna, respectively) [13,14]. For
other results and applications of entangled random systems,
see [15-19].

As the Schmidt eigenvalues are random variables for
random pure states, so are the entropies, the purity, and the
Schmidt number. Statistical properties of the entropies and of
the purity, and some other related observables (apart from the
Schmidt number, which did not receive much attention), have
been rather extensively studied in recent years [5,6,20-27],
focusing either on the limiting behavior when N and M are
small or, conversely, tend to infinity. In particular, the full
distribution of the purity has been analyzed for small N in
[22,23], and for large N its characteristic function has been
determined in [27]. For square N = M systems with N — oo,
the leading asymptotic behavior of the distributions of von
Neumann and Rényi entropies (including large deviation tails)
was studied in [28,29] using a Coulomb gas technique. It was
there realized that, quite surprisingly, even though the average
entropy of the random pure state is close to its maximal value
In(N), the probability of this closeness may be very small. We
will comment on this result further on.

For arbitrary, not necessarily large, N and M, which is
often the most relevant case in practice, the only available
results so far concern the spectral (or one-point) densities
[11,30-32] and moments of the purity [21-23]. Note, however,
that the observations made in [28,29] warn us that average
values may not be representative of the actual behavior: to
gain a better understanding of how meaningful they are,
one has to go beyond the linear statistics and estimate the
effective broadness of the corresponding distributions. This
would require, e.g., the knowledge of the variances of these
entanglement quantifiers for any N and M, which is lacking
at present. Moreover, we stress that the von Neumann entropy
may not be a proper measure of the degree of entanglement as
it exhibits a logarithmic growth with N: in the limit N — oo, it
may not be possible to distinguish whether the system attains
complete or partial entanglement. The Schmidt number, in
particular, seems to be a better quantifier of the degree of
entanglement since it grows with N as a power law (see below).

In this paper, we focus on nonlinear statistics for a bipartite
entanglement of random pure states. We consider first the
n-point densities’> pTD([1],) of the Schmidt eigenvalues of
arbitrary order n. We determine such densities using three
complementary approaches: the first is the generalization of
the method developed previously in [31,32] for calculation of
the one-point densities of the Schmidt eigenvalues. This allows
us to show in a very compact way that the n-point densities
pFD([A],) can be expressed as a suitable Laplace transform
of corresponding n-point densities p\"([y],) of the standard
B-Wishart-Laguerre (8-WL) ensembles of random matrices.

Our second approach hinges on the (so far seemingly
unnoticed) fact that the fixed-trace (FT) Schmidt eigenvalues
have the same jpdf as the so-called scaled variables (see,

2The notation [v], stand for the first n components of the vector v.
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e.g., [12-14]), which also allows for a very straightforward
derivation of the general relation between p{fP([A],) and
o ([y1n).

Finally, we establish a link between the cross moments of
the Schmidt eigenvalues of arbitrary order and an analogous
functional of the scaled variables, which allows us to relate
the cross moments of the B-FT and of the standard S-WL
ensembles.

Employing these tools, we present explicit expressions
for the two-point densities and for the variance of the von
Neumann entropy. Further on, we focus on the moments
E{K“} of the Schmidt number K. We derive exact results
for systems with N = 2 and 3 and arbitrary M. We show that
in systems with a fixed N and M — oo, the moment of order a
tends to N“, which implies that the Schmidt number attains its
maximal value N: this is a signature that such systems become
completely entangled in this limit.

Next, concentrating of square systems with N = M, we
spot a previously unnoticed connection between E{K“} and
the probability P(xSUE > V2NE§) that the smallest eigenvalue
xSUE of an N x N matrix belonging to the Gaussian unitary
ensemble (see, e.g. [33,34] for more details) is larger than
V2NE&. We show that P(xSYE > /2N&) with &€ — oo can
be interpreted as the moment generating function of the
purity, while P(xCUF > \/2N&) with £ — 0 is the generating
function of the moments of K of order N?/2+4 m. The
moments of order a lower than N?/2 are determined exactly
as a certain integral of P(xCUF > \/2N&). As a by-product of
our analysis here, we present an exact asymptotic expansion
for P(xSUF > /2N§) with £ — oo and arbitrary N. Finally,
capitalizing on the results in [35] for the large deviation form
of P(xSYE > \/2N&), we establish the leading asymptotic
behavior of the moments of K in the limit N — co. We show
that in the square systems E{K“} ~ (N /2)%, which signifies
that here K attains only half of its maximal value and the
square systems are far of being completely entangled. This
may apparently explain the paradoxical behavior observed in
[28,29].

This paper is organized as follows: In Sec. Il we describe the
random pure state setting and introduce some basic definitions.
In Sec. III we focus on the n-point densities of the B-FT
ensemble and establish a general relation with the analogous
quantities of the S-WL ensembles. Eventually, we also derive
a series of useful relations between the cross moments of the
FT and B-WL ensembles. Next, in Sec. IV we present explicit,
closed-form expressions for the two-point densities and in
Sec. V we derive an exact expression for the variance of the
von Neumann entropy, valid for any N and M. Section. VI is
devoted to the analysis of the Schmidt number K. Capitalizing
on the known results for the distribution function of the purity
[22,23,28,29], we first present the probability density function
(pdf) of K for N = 2 and 3 and arbitrary M, and also discuss
the forms of the right and left tails of this pdf for square N = M
systems in the limit N — oo. From these results, we derive
exact expression for the moments E{K“} of K of arbitrary
order for N =2 and 3 and arbitrary M, and analyze their
asymptotic large-M behavior. Next, taking advantage of the
established relation between the cross moments of the FT and
WL ensembles, we find an exact representation of E{K“} of
arbitrary, not necessarily integer order @ in N x N systems via
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the probability P(xCUF > \/2N¢) that the smallest eigenvalue
in the Gaussian unitary ensemble is larger than +/2N&. Lastly,
we discuss the asymptotic, large- N behavior of these moments.
In Sec. VII we conclude with a brief summary of our results.

Some technical results are then confined to the Appendixes.

II. MODEL AND DEFINITIONS

A precise definition of our settings is as follows. Consider
a quantum state

N M
W) =YY xiliYy ®1"), 3)

i=1 j=I

of a composite system, living in a Hilbert space Hi‘]\é;;M), which
is bipartite into two smaller Hilbert spaces ’H;N) and H;M) of
dimensions N and M (N < M). One example of this setting
may be a spin set (the subsystem A) in contact with a heat bath
(the subsystem B).

{li*y} and {|j8)} in (3) are assumed to be two complete
bases of H;N) and H;M), respectively. Therefore, the expansion
of |1) on the direct product of these bases involves coefficients
x;, j, which are the (in general complex) entries of a rectangular
N xM matrix X.

If X is now promoted to a random matrix, the class of
random states |Y) can be further refined by requiring the
following:

(i) |¥) must not be expressible as a direct product of two
states belonging to the two subsystems A and B (this condition
ensures that 1) is generically entangled).

(i) The density matrix of the composite system is simply
given by p = |y) (| with the constraint Tr[p] = 1 or, equiv-
alently, (¥|¢) = 1. This condition ensures that |y) is a pure
state.

The density matrix p for an entangled pure state [y) of a
bipartite system can be formally written as

N M
p=> > xixp i@ 5GP @)

ii'=1j,j'=1
It is often convenient to consider the reduced density matrix
pa = Trp[p] as
M

pa =Trglpl =D (i®lolj®), 5)
j=1

whose role is to separate the contribution of the subsystem
A from the environment B. Expectation values of quantum
observables involving the subsystem A alone can often be
more easily computed invoking p4.

Using now the expression in (4), one gets

N M N
pa= Y Y xixi iV A = Wiali*) i, (6)

i,i'=1 j=1 i,i'=1

where W; ;- are the entries of the N x N covariance matrix W =
X X', with T denoting Hermitian conjugation. Similarly, one
might have obtained the reduced density matrix pp = Tra[p]
of the environment in terms of the M x M matrix W' = X'X.
It is easy to prove that W and W' share the same set of N < M
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nonzero eigenvalues {i;,Ay,...,Ay}. They are all real and
positive, and are called Schmidt eigenvalues.
The Schmidt decomposition (SD) then takes the form

N
o= S nl . @
i=1

where |A) are normalized eigenvectors of W = X XT. This
implies that the original composite state |/) attains the form

N
W) =Y Vairat)® |Af) ®)
i=1

in this diagonal basis. Note that the normalization condition
(¥|¥) = 1 implies that YN 2, = 1.

Each state |A{‘) ® |Af ) is separable in the SD above.
However, their linear combination |1) cannot, in general, be
written as a direct product |¥) = |¢4) ® |$B) of two states
of the respective subsystems. The state |y) is therefore in
general entangled, and the Schmidt eigenvalues }; can be used
to quantify the degree of entanglement (see below for details).

A sensible way to introduce randomness in this system is to
sample those entangled pure states with equal probability (i.e.,
according to the uniform measure) over the full Hilbert space.
Physically, this corresponds to assuming the minimal amount
of a priori information about the quantum state under consider-
ation. Mathematically, this implies that the coefficients {x; ;} in
(3) are uniformly distributed on the manifold Zi’ j |xi, j 2=1;
this condition is necessary to enforce normalization of [i).
Therefore, the probability density function of the N x M matrix
X with entries x; ; can be written as

P(X) o« 8[Tr(XXT) — 1], 9)

which implies that X is distributed according to a fixed-trace
ensemble (see [36] for an excellent review). Performing a
singular value decomposition of X and integrating out the
eigenvectors, the jpdf of Schmidt eigenvalues A; turns out to
be given by [5]

N N
PEOM) = z;,}M(s(Z A — 1) AP [T (o)
i=1

i=1
where the normalization constant Z;,,l w18 given explicitly by
(see, e.g., Refs. [37,38])
—— LIy + /2)
NM = - ; : )
[105 TI(M — j)B/2IT[1 + (N — j)B/2]
with u = BNM/2, a =E(b+1)— 1, b=M —N > 0. In
(10), B = 2 is the Dyson index and A(A) = Hj<k()‘j — Ap)is

the Vandermonde determinant. In what follows, averaging with
respect to the distribution in (10) will be denoted by Epr{. . .}.

(11)

III. n-POINT DENSITIES AND CROSS MOMENTS
OF THE FT ENSEMBLE

Going beyond the linear statistics requires the knowledge
of the n-point densities of the fixed-trace ensemble in (10):

00 N
o) = [P [T a2
0

k=n+1
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In principle, this analysis has been performed in the recent
paper [39] which focused, however, on a particular scaling
limit so that extracting p{F"([A],) from their general formulas
is not that easy. On the other hand, we realize that the
derivation of p,(,FT)([k]n) with arbitrary n, N, and M is
rather straightforward and, moreover, sheds some light on the
physical meaning of the Schmidt eigenvalues. Thus, for the
sake of completeness we present it here. We also note that
although B = 2 in quantum context, such a derivation can be
done for any value of 8 in (10).

A. Relation between the n-point densities
of the $-FT and the 8-WL ensembles

Let P"B(y) and p"([y],) denote the jpdf and the
normalized n-point densities (with n < N) of the eigenvalues
vi,i =1,2,...,N, of the -WL ensemble, respectively:

PO(y)= SR

M() <y>|ﬂ1_[y“ R a3

and

o) N
Pyl = / Py [T dwe. (14)
0

k=n+1

Averaging with respect to the distribution in (13) will be
denoted in what follows by the symbol Ey{...}.
Introducing the Laplace transform of a function f(¥)

F(p) =L, (f0) = fo dre " f0), FO =L,
(1)

the general relation between the n-level densities of the B-
fixed-trace and the S-WL ensembles can be obtained using
the following standard approach. We define first two auxiliary
functions

N N
P00 =2y, S(Z A — t) a0 [T a6
i=1 i=1

and

0 N
FD([A]u: :f PFDQ; ¢ dig, 17
AP = | o [ dwe a7

k=n+1

which are mere generalizations of the expressions in (10) and
(12) for the case of a trace fixed to be equal to ¢ > 0. Note that
PFD(X; ) is a normalized joint pdf only for t = 1.

Taking now the Laplace transform of p(FT)([X],l, 1), we have

00 N
AV (s p) = / PFOp) T dm

0 k=n+1

00 N N
:z,;}M/ A ]_[ dhy ]‘[Afe*ﬂ*f.
0

k=n-+1 i=1
(18)
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Further on, changing the integration variables A; — y;/2p, we
formally rewrite the latter equation as

-1 N
ﬁ,i”)<%;p) - (fp v | mkﬂldxk AR
x H y e, (19)
from which we read off the following relation:
AN, p) = ;Efff LoMoepn). o)

This relation holds for arbitrary 8, n, N, and M. Inversion of
the Laplace transform yields

(WL)(ZP[X]n)> 21

pr"

pID([A]s1) = 2" T(w) E;;(

and the desired general relation between the n-point densities
of the two ensembles follows setting t = 1:

(WL)(2P[)~]n)>

P (22)

PP(A) = 2" T () £, p<
Hence, since oW ([y],) are known from the general theory
of orthogonal polynomials in terms of n xn determinants of a
kernel built out of Laguerre polynomials, the n-level densities
for fixed-trace ensembles for arbitrary n are obtained by the
inversion of the Laplace transform with respect to p, upon
setting t = 1.

B. B-FT vs scaled-variables ensemble

It may be instructive to rederive the result in (22) using
a different approach, which sheds some light on the physical
meaning of the Schmidt eigenvalues. We focus on the 8-WL
ensemble (13) and introduce scaled variables (see, e.g.,
[12—14]) of the form
@ =Nwy = — 2
l SN ZzN=1 Vi
Note that such variables automatically obey the fixed-trace
constraint Z,N: , w; = 1. The physical significance of @; is
evident: it measures an individual y; against the arithmetic
mean eigenvalue in a given realization of the B-WL ensemble.
Consequently, the one-point density of w; shows how hetero-
geneous the distribution of the eigenvalues y; is and how likely
it is that y;’s concentrate around their mean value.
Note that the extreme value statistics of such random
variables (the largest, ®Wmax = Ymax/ ZlN: 1 Vi, and the smallest,

®min = Ymin/ Z,N:] v;, which is the reciprocal of the so called
Demmel condition number, see, e.g., [40] and more recent
[41,42]) plays a key role in various scale independent hypoth-
esis testing procedures, both in classical statistics as well as
in signal processing. Classical examples (see, e.g., [13,14])
include testing for the presence of interactions in multiway
data and testing for equality of the population covariance to a
scaled identity matrix. Modern signal processing applications
include testing for the presence of signals in cognitive radio
as well as nonparametric signal detection in array processing.

w; € [0,1]. (23)
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Spectral densities of ordered w; have been determined a long
time ago [12], while analogous distributions for unordered,
random scaled variables have been recently evaluated for the
B-WL ensemble for small N [43] and the Gaussian Unitary
Ensemble for arbitrary N [44]. We also note that such scaled
variables have been also used to characterize the effective
broadness of “narrow” distributions possessing moments of
arbitrary order [45,46].

Using (13) and taking into account the well-known fact
that the distribution F'(¢) of the trace t = Z,N: | i in the B-WL
ensemble is the central x2 distribution of the form

th= 1
F(t) = 2T e ', (24)

one finds the jpdf W (w) of the variables w; (see, e.g., [12]):

N N
V() = zN}M(s(Zw,- - 1) A@f [Tefr @25
i=1 i=1
Remarkably (but not counterintuitively), the scaled variables
w; appear to have exactly the same jpdf as the Schmidt
eigenvalues. This means, in particular, that the distributions
of the largest and the smallest scaled variables wpyax and
Wmin coincide with the distribution of the largest and the
smallest fixed-trace eigenvalue and also implies that the
n-point densities ¥, ([w],) have the same functional form as
the n-level densities pTD([1],).
Next, we formally represent o\ ([ y],) as

P ([y1n) = / F(t)dt f Ya([@],) 1"[ doy
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which gives, upon integration over the w variables,

F \
pMO([y],) = / ﬁwn([yt] )dt. 27

tn

Using the definition of F(¢) in (24), changing the integration
variable t — 2pt, and also setting y; = 2pw;, we can cast the
latter equation into the form

pr (@],
2"1”(u)£ [¢< t )] (28)

which yields straightforwardly

VL)
%([a;]n) 2T 57,'[ p(2p[w]n)]‘ (29)

n—n

oM (2plwl,) =

Our previous result in (22) follows directly from (29) by setting
t=1

C. Cross moments of the 8-FT and $-WL ensembles
Further on, our aim is now to establish a relation between
the cross moments of the §-FT and 8-WL ensembles. To this
end, we first note that, evidently,

]EFT{)L(IZI)L? e )\Z”} = Ew{w‘f‘wgz e Cl)a" }, (30)

n

where the symbol E,{...} on the right-hand side denotes
averaging with respect to the jpdf of the scaled variables in

k=n-tl (25). Further on, using the definition of the scaled variables in
X 8(yx — twy), (26) (23), we write
|

A% T, v N
Eo{o"0® .. ot} = 2N f =L A T e 2dy;. 31

{wi' @ } 21T (1) (2N, yi)Z,zl a; E

Next, taking advantage of the integral identity
o 'k
f K le=Pigr = % (32)
0 p

Eq. (31) can be formally rewritten as

a,,} _ Z]T],lM

Eo{of'wy .. .o =
ol = rgor(oi

a‘)'/o Y ai— le/Hy |A(l)|ﬂnya _(7+1/2)hdyi~ (33)

Changing the integration variables y; — (1 + 2z)y;, we have, dropping the prime,

Eo{of'®s ... o} = Z;]‘IM

ZZ?:] ai—1

" arr (Y,

from which we immediately obtain the following relation
between the cross moments of A;’s and y;’s
Epr{A{'A52... 20} _ Ewe{y"ys* ... y&}
C(w) 200 (0 + o)
where 0, = Y '_, a; and {g;} are arbitrary (not necessarily

integer) numbers each greater than —b, conditioned by the
constraint that their sum o, = Y ._, a; is strictly larger than

, (35)

OO B AP —3il2gy. 34
ai)/o (l +2Z)”’+Zi:]a1 /Hy | ( )| ﬂy e Vi ( )

(

zero. This result is a direct consequence of (29) and is valid for
arbitrary 8 and arbitrary n < N < M. (Note added. Recently,
we became aware that the same relation between the cross
moments has been recently presented in [47]).

Equation (35) entails a series of very useful identities
between the powers of traces of the B-fixed-trace and the
B-WL ensembles, respectively. Multiplying both sides of
(35) by [T'_; (=% p{ /a;! (with all p; > 0) and performing
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summation over all positive integer a;, we get the following relation between the weighted traces of two ensembles:

Err{exp (=X, piti)} _

(w)

where J,_1(...) is a Bessel function or, equivalently,

JM—I(M)

(=1

(Z?:] Piyi) ?

(36)

l n
EFT{(I e M)M} =EWL{exp (—;piy,»)}. (37)

Further on, setting a; = 2n;, where n; are positive integers, multiplying both sides of (35) by [['_,(—1)" p!" /n;! and performing
summations over all n;, we find the following relation between the weighted squared traces:

n " H+1 1 n
IEFT{eXP <—Zpi)»,~2)] =EwL on(E,T,—EZPJ?)}, (38)
i1 i=1

where o F>(. . .) is the generalized hypergeometric series, and

1
(et ——
(2 2 4300 Pi}‘iz>
n 2
(4 Dic Pi)‘iz)w

FT

where U(...) is the Tricomi’s confluent hypergeometric
function. We note that both equations can be straightforwardly
used for the derivation of the moments of purity (38) and of
its reciprocal value, the Schmidt number (39), which we will
demonstrate in Sec. VI. Eventually, by taking advantage of
our (38) [or by simply using the multinomial theorem and our
(35)] it is straightforward to show that the moments of the
squared weighted traces of two ensembles obey

Eer{(Y7_, pir})} _ Ewo{( X0 pivd)‘}
T(w) T 22T (u+2a)

where a is an arbitrary positive integer and p; are arbitrary
non-negative numbers. More generally, for the exponential
moments of the g-parametrized Rényi entropy, we have

EFT{(Z:‘;] pi)»?)a} _ EWL{(Z:‘[:I Piy?)a} (41)
T(1) 20T (u +qa)
where ¢ is an arbitrary (not necessarily integer) positive

number. We emphasize that our Egs. (36)—(41) are valid for
arbitrary B and arbitraryn < N < M.

. (40)

IV. ONE- AND TWO-POINT DENSITIES
FOR THE FT ENSEMBLE WITH g8 = 2

In this section, we present explicit results for the one- and
two-point densities of the FT Wishart ensemble at 8 = 2. We
remark that the one-point density has been already determined
for finite N, M in earlier Refs. [11,30-32] also for 8 = 1,4.
Here, we present it (for 8 = 2) for the sake of completeness,
and also to demonstrate that our general relation in (22)
yields an explicit expression for the spectral density in a
most immediate manner, as compared to previous approaches,
especially the one in [11], which relied on a quite complicated

1 n
= IEWL{exp (‘Z > m?) } (39)
i=1

(

analytical approach based on the theory of the holonomic
system of differential equations.

A. Spectral density for the FT ensemble

Before we proceed with exact calculations, the following
simple observation is in order: note that in the limit © — oo,
our (35) implies that to leading order in p and for arbitrary
positive a;, one has

Epr{A®) ~ EWL{ <ﬁ) } (42)

This means, in turn, that the Schmidt eigenvalues, as well as
the scaled variables w, have the same limiting distribution as
the eigenvalues y of the § = 2 WL ensemble divided by 2u;
that being, they obey the Marcenko-Pastur distribution [48]
for N,M — oo (with N/M fixed) of the form

M JB=10- = A)

(FT)
A 43
o= 2 A “43)
where the boundaries of the support are given by
1 N\’
A=—(1—-,/— (44)
N M

and

B—1 1+,/N 2 (45)

N M)
The asymptotic result in (43) is depicted in Fig. 1 together with
the exact results for the spectral density. Note that the result

in (43) has been obtained earlier in several papers (see, e.g.,
[24]).
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P(A)
12 (100,8)

(100,4)

-
T~
.

FIG. 1. The spectral density pfn)(k) for the unitary fixed-trace
ensemble in (47) for M = 100and N = 8 (red), M = 100and N = 4
(green), and M = 10 and N = 4 (blue). The dashed lines define the
Marcenko-Pastur—type distribution in (43) corresponding to these
values of M and N.

Now, the one-point density for the unitary (8 =2) WL
ensemble at fixed N, M can be written as
2N-2
P ) =y Y AP M)y, (46)
1=0

where A;l)(N ,M) are numerical coefficients, which we define
in explicit form in Appendix A [see (A3)]. Inserting (46)

15,
p(A1, Ag)10'
o

FIG. 2. The two-level density p! "

and top view (right). Bottom: M = 100 and N = 4, side view (left) and top view (right).

PHYSICAL REVIEW E 93, 052106 (2016)

into (22), we get straightforwardly

PG
2N-2
— 2b+1F(M))\.b Z Agl)(N’M)(z)\‘)l[:t—zll’p(pfﬂ+b+l+l e*p)\)
=0
2N-2 (1) I+b
A (N,.M 2A
= 2T (u)(1 — A2 Z (V. M) ( ) ,
e TGi—b—1—D\T—x

(47)
where for the 8 =2 ensemble u = NM. Note that this is
precisely the result obtained previously in [11,30,32] by using

different approaches. In Fig. 1, we plot ,oiFT)()») in (47) for
several values of M and N.

B. Two-point densities for the FT ensemble

The two-level density péWL)(yl ,¥2) for the 8 = 2 Wishart-
Laguerre ensemble has the following form:

2N-2
Py (1,32) = (yyn)e T2 N AN M) vy,
1,j=0

(43)

where AEZJ) (N, M) are numerical coefficients which are defined
explicitly in Appendix A [see (A9)]. Consequently, using (22),
the two-level density pg”)(xl ,A2) of the fixed-trace ensemble

10
08
06
04

0.2-

00 02 04 06 08 10

(X1,2) for the fixed-trace ensemble in (50) versus A; and A,. Top: M = 10 and N = 4, side view (left)
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can be represented in form of the inverse Laplace transform of
the following function:

PSP (1, h2)

2N-2
= 4Tk Y ATIN M) QR L,
1,j=0
X (p—#+2h+2+l+je—p()»1-H»z)). (49)

Performing the inverse Laplace transform and setting ¢ = 1,
we obtain the following exact result:

PO (01, 42)
= 4T ()1 — A1 — A" 730(1 — &y — 1)

2%2 A(2)(N M) (2)\’1)l+b(2)\'2)j+b

X / ’

150 C(w—2b—1—j—2)(1 — Ay — Ap)/H+2b
(50)

where 6(...) is the Heaviside step function. The two-level

density in (50) is plotted in Fig. 2 for two different values of
M and fixed N = 4 and reveals a pronounced structuring and
correlations between the eigenvalues.

Finally, we present an explicit expression for the pair cross
moments of arbitrary order

2N-2

4140 (w) Z 21+1A(2)(N M)

Epr{A{35} = o
FT{ 1 2} F(M_'_al_'_az)l.j

xTA+I+b+a)lA+j+b+ap),
(51)

which holds for arbitrary (not necessarily integer and positive)
a;>—b — landa, > —b — 1,as well as for arbitrary N and M.

V. VARIANCE OF THE VON NEUMANN ENTROPY

The average von Neumann entropy can be straightforwardly
calculated using our (47) to give

Err{Sw} = —NEgr{A In(1)}

ob+1 2N2
== Z 2T +b+2)AN(N, M)
=0

|
E: - 52
X = (52)
k=I+b+2

which holds for any M and N (with M > N). It is straight-
forward to verify, e.g., numerically, that the latter expression
coincides with the one conjectured by Page [6]:

m
1 N+1
Err{Swl=Y - — ——
Fr{Sw} T X7
k=M
N +1
— YONM + 1) — pO M) — ; .3

where ¥ ©(z) = dInT'(z)/dz is the digamma function. This
expression was subsequently proven in [7]. Note that Epp{Syn}
is a monotonically increasing function of both M (with a fixed

PHYSICAL REVIEW E 93, 052106 (2016)

N)and N (atafixed M > N). In both cases, to leading order
in N, the average von Neumann entropy Err{S,n} =~ In N,
which is precisely the reason to argue that the system is close
to a maximally entangled state.

We note here that there is, however, some subtlety concern-
ing the degree of the entanglement when this issue is analyzed
in terms of the entanglement entropy, which is a logarithmic
function of N. We proceed to show in Sec. VI that the situation
is, as a matter of fact, more delicate. Studying the behavior
of the moments of the Schmidt number K, we realize that
K ~ N (so that the complete entanglement is achieved) only
for the situations when a subsystem of some fixed size N is
coupled to a thermodynamically large bath with M — oo. On
the contrary, when the system is partitioned in two subsystems
of equal size N, K approaches the value N/2 only, when
N — oo. Consequently, such square systems are far from
being completely entangled.

Next, the variance of the von Neumann entropy is by
definition

Var(Syn)
= EFT{S\%N} - EIZTT{SVN}
= N[Eer{3* 0’ (W)} + (N = DEgr{31 In(h1)22 In(:2))]
w 2
_ ( 1 N_H) | 1)
k 2M
k=M

To perform averaging, we may proceed in three equivalent
but different ways: we may directly use the one- and two-
point densities in our (47) and (50), apply our (51), and
use the usual replica trick, or taking advantage of our (51),
express (A2 lnz(k))FT and (A1 In(A1)X; In(A;))pr via analogous
moments of the unitary WL ensemble and perform averaging
using the spectral and two-level densities of the unitary WL
ensemble. Here, we follow the first approach.

Using our (47) we readily find that the first term on the
right-hand side of (54) is given by

Epr{A* In*(1)}
2b+1 2N-2

=——— ) 2T +b+3)A N.M)
wp+1) =

u+1 1 2 n+1 1
X(ZE>+ZP. (55)
k=Il+b+3 k=Il+b+3

In a similar fashion, we find that the cross term in (54) obeys

Epr{A1 In(A1)A; In(A2)}

41+b 2N-2 e )
=—§ 2HTU+b+2)T(j+b+2)A(N.M
RS = I+0+2)T(+b+2) ( )
n+1 n+1 1 00 1
| X 2w Xef (56)
k= Z+b+2 =j+b+2 k=p+2

Equations (54), (55), and (56) define an exact expression for
the variance of the von Neumann entropy, which is valid for
arbitrary N and M, and for any particular choice of N and
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Var(S
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vN)

0.025"
0.020f ©

0.015F "]

. e
0.010" ¥
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ge@g'de..
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0.005F

FIG. 3. The variance Var(S,y) in (57), as a function of M for
N = 2 (squares), N = 3 (open circles), N = 4 (filled circles), N = 5
(triangles), N = 6 (crossed triangles), and N = 7 (crosses).

M it can be readily evaluated using MATHEMATICA. On the
other hand, it has quite a complicated structure so that its
dependence on N and M can not be easily understood. Based
onlow N, M evaluations, we realize eventually that the formula
for the variance of the entropy can be cast into a much more
compact exact form

M+ N
—_ D MV
Var(Syn) = — ¢ (NM+1)+NM+1I/I (M)
(N4 DIV +142M)
AM2(NM + 1)

) (57)

where ¥(V(z) = d*InT'(z)/dz* is the trigamma function,
which is defined for integer values of the argument as a
truncated sum of the form ¥ V(n) = > 77 1/k%.

In Fig. 3, we plot the result in (57) as a function of M. We
observe that, contrary to the behavior of (Syn)gr in (52) and
(53), the variance of the von Neumann entropy is a decreasing
function of M, which signifies that in the asymptotic limit
M — oo the distribution of the von Neumann entropy tends
to a delta function so that S, becomes self-averaging. In
Fig. 4, we plot the full distribution of the von Neumann
entropy, obtained from numerical diagonalization of fixed-

2

s B :
»tW?VB"&-D‘-V&

R
1

S

FIG. 4. Full probability density of S,y from numerical diagonal-
ization with N = 5, M = 8 (red circles) and N = 8, M = 12 (blue
triangles), compared with Gaussian curves with mean and variance
as in (53) and (57), respectively.
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trace ensembles, and compare the numerical histogram with
Gaussian curves with mean and variance as in (53) and (57),
respectively.

Finally, we turn to the asymptotic behavior of (57) in the
limits N = M — oo, M — oo with N fixed, and the so-called
double scaling limitwhen N = cM,0 < ¢ < l,and M — oo.
For square systems with N = M — oo we readily find

o2 14 1
Vs = 0m e T s YO\ ) OV

Note that the leading asymptotic term in this expansion
coincides with the result Var(Syn) >~ 1 /4M2 obtained in
[28,29] using a Coulomb gas method. Next, in the limit
M — oo with N kept fixed and finite, we find the following
exact asymptotic expansion:

(N2 — 1)[1 B (BN? +10)

Var(S\x) =

2N2M? 6NM
(5N? +12) 1
-~ 410 ) 5
6N2M? N3M3 (59)

Lastly, in the double scaling limit we obtain
2—c¢c 2—-0)34+50)

Var(Sw) = 3 1262 M*
50 4+ 35¢ — 27¢% — 2¢3 1
o(—). ®0
o (55) @

Note that in all three asymptotic expansions, the variance
decreases as the second inverse power of M to leading order
in M.

VI. SCHMIDT NUMBER

In this section, we focus on the Schmidt number K, defined
in Eq. (2), which is a random variable supported on [1,N].
Recall that it quantifies the number of effective degrees of
freedom contributing to the entanglement, therefore, K = N
corresponds to the maximally entangled state, while K = 1
corresponds to the completely unentangled state. Our for-
malism allows us to completely characterize the statistical
properties of K.

Before proceeding, it may be useful to remark that in some
instances K can be directly measured experimentally. In [4],
the Schmidt number has been given an operational meaning
using the connection between the Schmidt decomposition in
quantum mechanics and the coherent-mode decomposition in
classical coherence theory, and measured for two-photon states
entangled in a transverse mode structure.

For convenience of presentation, this rather long section is
structured as follows. In the first subsection, capitalizing on
known results on the behavior of the purity [21-23], we will
present exact formulas for the pdf of K with N =2,3 and
arbitrary M, and derive the corresponding exact expressions
for the moments of K of arbitrary order and determine the
asymptotic, leading large-M behavior of the variance of K.

Next, we will briefly discuss the tails of the distribution in
square systems with N = M in the large-N limit, using the
results of the seminal analysis of the distribution of purity in
[28,29]. Further on, still for square systems, we will derive
exact representations for the moments of K of arbitrary order
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expressing them via the probability P(xCY®) > \/2N¢) that
the smallest eigenvalue x(SUE) of an N x N matrix belonging
to the Gaussian unitary ensemble is greater or equal to ~/2N&.

In the final part, we will discuss the asymptotic behavior
of the moments of K for square N x N systems in the large-N

limit.

A. Pdf of K for N = 2 and 3 for arbitrary M

For arbitrary N and M, the pdf of the purity can be formally
written as

N N
P(%) = Zy', /(S(Z A — 1)5(22 - fo)
i=1 i=1

N
x |AMP [T rs di. (61)

i=1

where ZX,IM is defined in (11) with g =2andae =b =M —
N. The calculation of this pdf therefore amounts to integrating
the squared Vandermonde determinant |A(X)|? over a domain
formed by the part of the intersection of a hyperplane )", A; =
1 and a hypersphere ), )»1.2 = X, centered at the origin, and
appearing within the hypercube [0,1]". In the general case,
of course, a direct calculation of the integral in (61) for finite
N,M is seemingly hopeless. Giraud [22,23] has nonetheless
managed to overcome this challenge not only for the simple
case N = 2, analyzed earlier by Scott and Caves [21], but
also for N = 3 and 4, which required a much more involved
analysis.

Building on the results in [21-23], we can easily deduce
that for N = 2 the pdf Py—;(K) of the Schmidt number K is
given by

2MT(M +1/2) (K — D22 —K
ﬁF(M -1 KM+1/2

for K € [1,2] and is zero otherwise. Further on, for N = 3 an
analogous result is given by a more complicated formula

GM —1)! (51(—9)“‘3
16V3[T_ (M — K2\ 54K

pdy M-3 9K k
—D =
XQ )< k )[%(SK—%}

3 _ g\ 322 /2]
x (3—K) > (1= 8.08:.0)
j=0

Py (K) = (62)

Py—3(K) =

k
x (Lk/2J _ j>[§j+12/2(¢) = Cjqrpa(m/3)],
(63)

where |k/2] is the floor function, k = k mod 2, 8,j is the
Kronecker delta symbol, ¢ =0 for K € [2,3], and ¢ =
arccos[«/K /(6 —2K)] for K € [1,2] [so that Py_3(K) is
piecewise continuous]. In Fig. 5, we plot the distribution
function in (62) and (63).

The behavior of the pdf of the purity for square systems
with N = M has been analyzed in the large-N limit in [28,29]

PHYSICAL REVIEW E 93, 052106 (2016)
P(K)
20-

1.5-

0.5
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K

FIG. 5. Probability distribution function Py_(K) for N =2
[Eq. (62)] (dashed lines) and Py—3(K) for N = 3 [Eq. (63)] (solid
lines). The curves from the left to the right correspond to M = 4, 6,
and 8.

using a Coulomb gas method. It was there shown that the pdf
exhibits three different regimes, associated with a different
behavior of the equilibrium density of eigenvalues: a left tail,
a central Gaussian peak, and a right tail, similarly to what we
observe in Fig. 5. Translating these results in the language of
Schmidt number, the pdf P(K) in the vicinity of the left edge
of the support, i.e., for K close to 1, should tend to zero as

P(K)~ (1 —1/VK)V' /K2 (64)

In the opposite limit, i.e., when K is close to N so that the
system tends to a maximally entangled state,

N2/2
P(K) ~ (% - 1) /Kz. (65)

These two asymptotic regimes are separated by a Gaussian
peak near N /2.

B. Moments of K for N = 2,3 and arbitrary M,
and moments of purity

For N = 2 the moments of K of arbitrary (not necessarily
integer) order a can be readily found from (62) and read as
Eer{Kj_,} = 2Fi(M — 1,a; M + 1/2;1/2), (66)

where  F(. . .) is the Gauss hypergeometric function. Hence,
for sufficiently large M, Epr{K},_,} is conveniently repre-
sented by [see (B10) in the Appendix B]

3_a+3a(7+5a)+0< 1 )}

Eer{Kier] = 2a[1 ToaM T sm? M3

(67)
so that, to leading order in M, the variance of Ky_, is given

by

6 1
Var(Ksz) = W + 0 (m) (68)
For N = 3, the calculations are rather involved and we relegate
them to the Appendix B, where we derive an explicit, albeit
rather cumbersome, exact result for Err{Ky_;} [see (B5) in
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FIG. 6. Egr{Ky}/N as a function of M, for N =11, a = 6.2
(black circles) and N = 25, a = 3.2 (blue stars). The convergence to
the theoretical value 1 is quite convincing.

the Appendix B]. The asymptotic large-M behavior turns out
to have a rather simple form and for arbitrary, not necessarily
integer a, we have

7 7a%a + 11 1
JEFT{K,“VZ3}=3“[1——a+a(a—)+O( )]

3M 18 M2 M3
(69)
so that the variance of Ky_3, to leading order in M, obeys
14 1
Var(K y-3) = e + O(W) (70)

We observe that the leading terms in (67) and (69) are 2¢
(for N = 2) and 3¢ (for N = 3). It seems natural to conjecture
that for general N the leading term should be N¢. While we
are unable to prove that

Jim Eer{K3} = N, (1)

such an assumption seems to be quite plausible on physical
grounds and signifies that in situations in which a small
subsystem of size N is attached to a much larger subsystem
of size M, a complete entanglement is achieved when M —
oo. This large-M behavior is corroborated by numerical
simulations, shown in Fig. 6.

To close this section, we take advantage of the works by
Scott and Caves [21] and Giraud [23], who calculated exactly
the first few cumulants of the purity ¥, and extract from these
results the asymptotic, large-M behavior of the moments of
¥, with fixed N. We find that, explicitly,

1 N2—-1 N?2-1 1
Epr{%2} = N|:1 + N N2 + 0(m>:|, (72)
1 2AN2— 1)
Bl 53] = |1+
(N2 —1)2 1
e 0(%)} 73)
1 3(N?=1)
(=] = |1+ 255
3(N2—1) 1
+T+O<Wﬂ’ (74)
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and
1 4(N* -1
Ber(t) = 3|1+ S
6N* —4N? -2

+ 0(%)] (75)

while the variance of X,, which is given exactly by [21-23]

N2 M?

2N = DH(M?> - 1)

Var(%,) = (76)
(1+NMPQR2+NM)YB3+NM)
obeys, to leading order in M,
2(N? -1 1

We note that as M — oo and at a fixed N, the purity tends
to the value 1/N, i.e., attains the lower limit of its support.
Together with our (71), it implies that systems with fixed N
and M — oo become completely entangled.

C. Moments of K for square N = M systems:
General expressions

Having discussed the properties of Erp{K“} for fixed N
and varying M, we turn to the analysis of the moments of K
in the special quadratic case N = M [so that « = b =0 in
(10)]. The general case when N < M can also be considered
within the framework we present below but will require much
lengthier calculations. We make use of our (39), set § = 2,
n =N, and put p; = 1/(8N&?) with £ > 0. Recalling next
the definition of K, we rewrite (39) as

N2 1
(2N)N2/25N2EFT{KNZ/2U <7, 5,21\/521() }

. X
= ]EWL{exp (— Ne E yl2> } (78)
i=1

Using (13), the right-hand side of (78) can be written explicitly
as

-1

Zyn < r Vi )"2
— A I L
2N2F(N2) 0 (J’) il:!exp< 2 32N%_2

)dyi, (79)

where Zy y is defined in (11) with 8 set equal to 2 and
N = M. Making a linear shift of the integration variables
yi — 4@5(% — \/ﬁ“g‘), we formally rewrite the latter
expression as

ZITI,IN(SN)NZ/2 N? 262
Wé exp(2N-&7)

00 N
A%(x) —x?)dx;. (80)
X/:/ﬁg X Eexp( x) X

One notices next that the integral in the second line in (80), up
to the normalization factor ZX,’1 ~(GUE),

IN(N=1)/2

Zy'y(GUE) = . ,
’ AN TG+ 1)

81
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is equal to the probability P(xSVE) > \/2N¢) that the smallest
eigenvalue x'SYB) in an N x N Gaussian unitary ensemble is
greater or equal to ~/2N§& [33,34]. Consequently, combining
(78) and (80), we establish the following intriguing represen-
tation:
N% 1
EFT{KN2/2U<—,—,2N$2K>}
2°2
(2]T)N/22N2/2
~ G(N+1)

where G(N + 1) = ]_[j-\:ol j!is the Barnes G function. This
result holds for arbitrary N and arbitrary non-negative & and
will be used in what follows for the derivation of explicit and
exact representations of Erp{K“}.

exp2NZEH)P (xGVF > V2NE), (82)

1. Moments of K of order 0 < a < N?/2

Moments of order a < N?/2 can be obtained as follows:
multiplying both sides of (82) by £V’ =241 where 0 < a <
N?/2, and integrating from zero to infinity, we get

Egr{K“}

20NNV TNy
~ (8N)*G(N + 1) T'(@)'(N?—2a)

x / oodg V721 exp(2N?E2) P(x(GVP > V2NE),
0

(83)

which defines the positive moments of the Schmidt number
of order a < N?/2. Note that this constraint on the order of
moments stems from the restriction on the convergence of the
integral in (83); fora > N?/2 the integral in the latter equation

J

x> V2N§) =

\/E2N2/2G(N + 1)6_2N2E2 |:i F(% + m) EFT{KNTZ"""} (2N52)_m
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becomes divergent on the upper integration limit so that we
have to resort to a different strategy. In Appendix C, we present
an alternative derivation of the result in (83) using a different
line of thought, closer to the derivation of the relation between
the n-point densities of the FT and the WL ensembles.

2. Moments of K of order a = N*/2

The moment of order a = N?/2 can be readily obtained
from (82) by noticing that

NZ 1
imu (X Lovek )= YT g4
£—>0 22 ]"(NTH)

so that, for arbitrary N, we have

22m)NPT(N?)
2N*2I(N2/2)G(N + 1)

Epr{k V%) = P(xGU% > 0).

(85)

This expression relates, at a first glance rather surprisingly,
the moment of K of order N?/2 in the FT ensemble to
the probability of the highly atypical event where all the
eigenvalues of an N xN matrix belonging to the GUE are
positive.

3. Moments of K of order a > N*/2

The moments of order N2/2 4+ m or N> + 1/2 4+ m, m be-
ing an integer, can be accessed in the following way. From (82),
recall the Taylor series expansion of the Tricomi’s confluent
hypergeometric function and express P(x(GV®) > \/2N&) with
non-negative £ in terms of the moments of K, which gives

2(2]T)N/2F(N2) m=0 F(m + %) m!
© T N2+1 N 2\m+1/2

B P57 +m) +3m) Bk 5 GVEVT (86)
m=0 l—‘(m + E) m!

(GUE)
min

The latter equation states that P(x

higher than N2 /2. In other words, (86) is the Taylor series expansion of exp (2N2£2) P(xGYP)

> +/2NE) can be interpreted as the generating function of moments of K of order

> +/2NE) in powers of £2 and the

min

coefficients in this expansion are just the derivatives of the latter function at £ = 0:

2027)N/2T(N?)

]EFT{KNz/Hm} —

and
Qm)N/?

d2m
2V*2T(N?/2 +m)G(N + 1) [déz’”

[(N?)

Xp(2N2E2) P (xOUF) > mg)” 87)
£=0

EFT{KN2/2+m+1/2} - _

Therefore, the moments of the Schmidt number K of order
greater than N?/2 probe the behavior of P(xGVE) > V2N§)
rlght in the middle of the Wigner sea. Since x(GUE) is typically

2N, i.e., £ ~ —1, we conclude that the behavior of the
moments of K of such a high order is supported by atypical,
rare events.

A/223m+N 2 Nm+1/2 T(N2/2 +m + 1/2)G(N + 1)

d2m+l
[dszmﬂ exp(2N?E%) P (xG0P) > vas)H )
£=0

(88)

4. Moments of K of order a < 0

Lastly, we consider the negative moments of K, i.e., positive
moments of the purity X,. We recall that formally exact
expressions for Egp{X7} have already been computed by
Giraud (see [22] and some corrections in [23]). Our goal here
is to provide an alternative derivation, relating Epr{X]} to
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the behavior of P(xGVE) > \/2N£) in the limit & — oo. This

derivation will also allow us to establish an exact asymptotic
expansion for P(x{GYE) > /2N§) for finite N. Setting in (40)
all p; = p > 0 and n equal to N, we have that for any integer

n=0,
N n
EWLKZ y,?) } (89)
i=1

( 32NZy’>

T(N?)

B2} = v s am

Further on, using the relation

iy? n — (—1yGany 2
— i d n

’

p=0
(90)
we find, after some straightforward manipulations, the follow-
ing expression:
(—1)"(8N)" 2m)V2(AN)N* /2T (N?)
['(N? +2n) G(N+1)
p=0

n w
e G o o 2V
dpn pN2/2 min = p
oD

The latter expression shows that the moments of the purity, or
the inverse moments of K, are dominated by the right tail of
the probability P(xGU®) > /2N&) corresponding to the limit
& — oo.

As a certain by-product of the above considerations, which
will be also useful for our further analysis, we obtain from
(91) the following exact asymptotic representation of the
probability P(x(GUP) > /2N¢) in the limit & — oo:

P(x5® > V2NE)
_ G(N +1)
~ QmN2AN)NPT(N?)
2 (=1)" T(N? + 2n)
DB BNE2)y"

Err{Z5} =

£V exp(—2N2E2)

Fr{Z5 ), (92)
n=0

which is valid for arbitrary N. Note that, in contrast to the result
in (86), which shows that the coefficients in the expansion of
P(xCGUB) > /2N¢) right in the middle of the Wigner sea
are related to the moments of the Schmidt number of order
N?/2 + m, the coefficients in the Taylor series for £ — oo are
proportional to the inverse moments of K, i.e., the positive
moments of the purity X,. Therefore, P(xI(SEE) > V2NE§) in
the limit £ — oo can be thought of as the moment-generating
function of the purity.

Next, capitalizing on the exact results for the moments
of purity calculated by Giraud [22,23], we rewrite the exact
asymptotic large-£€ expansion in (92) in a closed form:

P > VINE)

. GIN+DI(N+1)__p\» s
= (27‘[)N/2(4N)N2/2 & exp( 2N?E?)
Z(_ : <8N§2)n 93)
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where

N .
_ (N +2n; —1i)!
B = Z H i (N = i)!

ny4ny+...4+ny=n i=1

]_[ Qni —i—2n;+j) |, (94)
1<i<j<N
which is a finite sum over partitions of n into N numbers
greater or equal to 0. These partitions can be easily generated
for any n by some suitable algorithm. In particular, the first
four terms in the expansion in (93) [or, equivalently, in (92)]
are given explicitly by

P(xg® > V2N§)

_ GIN+1) e g
- (27T)N/2(4N)N2/2g eXp( 2N s )
1_N_Jr(zN“Jr9N2+1)
“|' T g 6464
6 4 2
_ (2N®427N* 4+ 111N” 4 40) 0<i>]. 95)
768 £6 £8

D. Moments of K and of the purity X, for square N x N
systems: Asymptotic large-N behavior

In this final section, we focus on the asymptotic large-N
behavior of the moments of K of order a < N?/2 and of the
purity ¥, for square, N X N systems, a question that seemingly
has not been addressed as yet. The large-N behavior of the
moments of ¥, will be simply extracted from the available
exact expressions for the first few cumulants of the purity
[21-23]. On the other hand, to deduce the large-N behavior
of the moments of K we will resort to the classical papers by
Dean and Majumdar [35], who have shown that for sufficiently
large N, the probability P(xCU®) > (/2 N§) has the form

P(xSY®) > V2NE) ~ exp[—2N>®(§) + O(N)],  (96)

where the symbol “ ~” means equivalence on a logarithmic
scale, and the large deviation function ®(£) in (96) is given
explicitly by [35]

®E)=11In3— LIn(v/3+£2—
+ L3687 — 28 + E(15+ 263+ €2, (97)

Note that, as evidenced by numerical simulations performed
in [35], the result in (96) and (97) is reasonably accurate
already for quite modest values of N.

Consequently, in this section we will posit that the moments
of K of order less than N2 /2, defined by our (83), can be
approximated with logarithmic accuracy by

202)N2AN)YN/2 I'(N?)
(8N)*G(N + 1) T'(a)['(N2 — 2a)

x Cy / dE £V 721 exp(2N2E)
0

Epr{K“} =

x exp[—2N?d(&)], (98)

where the constant Cy will be defined below.
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Before we proceed with the analysis of the expression in
(98), we find it necessary to emphasize several points on
the possible limitations of the result in (96) and (97) and,
consequently, on the errors these limitations may incur in
determining the asymptotical behavior of the moments of the
Schmidt number for square systems.

(i) Note that due to the omitted O(NN) terms in (97), the
limiting value lim,_,o Egr{K“} in (98) is not equal to 1, as it
should. We introduce ad hoc in (98) a normalization constant
Cy, which will enforce the condition lim,_,o Err{K“} = 1.
Clearly, this normalization constant should not dependent on
N stronger then exp [O(N)]. We present the calculation of this
constant in Appendix D and show that Cy is given explicitly

by
G(N + 1) 3N?
CN = W eXp (T . (99)
We observe that, indeed, this Cy depends very weakly on N
(see the Appendix D).

(ii) Let us examine next the large-£ behavior of the large
deviation form P(x(GUP) > \/2N&) in (96) and (97) and
compare it with our exact asymptotic expansion in (95). The
large-£ asymptotic of the expression in (96) and (97) can be
readily determined and reads as

P(xGUF > V2NE)

min

_3N?
~ exp[—2N*®(§)] = engT“)s‘Nz exp(—2N2%¢)
- N? N (2N* 4+ 9N?)
B
6 4 2
_ (2N®427N* 4 108N?) 0(i>] (100)
768 £6 g8

Further on, the N-dependent numerical factor in the first line
in (95) can be written, for sufficiently large N, as

G(N +1)
(ZJT)N/2(4N)N2/2

3N2 1/12
exp(—3) 1 (e 1
Yo a\w) e®|%\a)) o

where A ~ 1.282... is the Glaisher constant and e is the base
of the natural logarithm. Comparing next both expansions,
we first observe that the leading terms coincide, once we
discard the correction terms in the second line in (101).
In fact, the constant Cp in (99), chosen to enforce the
condition lim,_.oEprr{K“} =1, is actually equal to these
discarded correction terms. Next, the subdominant terms in
both expansions are series in powers of £~2 [multiplied
by £V exp(—2N2¢)] and the coefficients in this series are
polynomials of N. Inspecting the expansion coefficients in (95)
and (100), we note that the first two terms coincide exactly,
while the third and the fourth ones are only slightly different,
which means that the omitted O(/N) terms start to contribute
only at this level. Concluding this discussion, we may expect
that P(xl(nGiEE) > 2NE) in (96) defines correctly the leading
and the first subleading terms in the moments of purity. On the
other hand, since the moments of K are defined as an integral
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FIG. 7. Epr{K§}/(N/2)* as a function of M = N. Numerical
simulations for a = 3.2 (purple dots) and a = 6.2 (blue stars) confirm
that the ratio converges to 1, as predicted theoretically.

over & and we do not know how accurately P(xGVF) > /2N¢)
in (96) approximates the true P(xGYE) > (/2N&) for small
and moderate £, we can not expect the same level of accuracy.

In Appendix D, we construct an exact asymptotic expansion
of the integral in (98). We realize, indeed, that the approxima-
tion based on (98) allows us to deduce only the exact leading- N
behavior of Err{K“}, while already the first subleading term is
incorrect. The leading behavior, for a <« N?/2 and N — oo,
has the following form:

N a
Egp{K“} ~ (E) .

This result, on the one hand, is somewhat trivial because
it corresponds to the ultimate regime where the pdf of K
attains the form of the delta function. On the other hand,
it nonetheless provides an important, physically meaningful
information: namely, it states that for N — oo the Schmidt
number K ~ N /2 and, hence, in contrast to the systems with
fixed N and M — oo, the entanglement in square systems
is far from being complete. In Fig. 7, we provide results of
numerical diagonalization for the ratio Err{Ky}/(N/2)? as a
function of M = N, which show a convincing convergence to
1 as predicted theoretically.

Finally, taking advantage once again of the general results
due to Scott and Caves [21] and Giraud [23], for square N = M
systems we present the large-N asymptotics of the moments
of the reciprocal of the Schmidt number: the purity ¥,. We
have that the first four moments obey

(102)

2 1 1 1
= (5] et o) oo
2\2 3 3 1
B3 = (ﬁ) [1_2N2 _2N4+0(N6>]’ (1o
2\3T 3 7 1\
E{Eg}z(ﬁ l‘z—m‘ﬁw(ﬁ)’ (4o
and
2\4T 1 57 1\
]E{E;‘}:<ﬁ> 1_W_W+O<W>' (106)
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From (76) [21-23], we have that the variance of the purity for
square systems follows in the asymptotic limit N — oo:

2 9 47 1
Var(Zy) = ol 1= 5+ -2 +0( 55 )| (107

This means that the variance of the purity in square systems
decays, to leading order, as an inverse fourth power of N, i.e.,
much faster than the variance of the von Neumann entropy
[see our (58)]. This implies, in turn, that the distribution of
the purity is much more narrow than that of the von Neumann
entropy.

VII. CONCLUSIONS

To summarize, we have analyzed the nonlinear statistics
of Schmidt eigenvalues for entangled random pure states at
finite N, M, the dimensions of the Hilbert space partitions.
We have established a general relation between the n-point
densities and the cross moments of the 8-FT ensemble and
the analogous quantities of the S-WL ensembles. Building on
these results, we presented explicit, closed-form expressions
for the two-point densities and also an exact expression for the
variance of the von Neumann entropy, valid for any N and M.

Further on, we derived a wealth of results for the Schmidt
number K. Capitalizing on the known results for the distri-
bution function of the purity [22,23,28,29], we calculated the
probability density function of K for N = 2 and 3 and arbitrary
M, and also discussed the forms of the right and left tails of this
distribution for square N = M systems in the limit N — oo.
From these results, we derived exact expression for the
moments E{K“} of K of arbitrary order for N = 2 and 3 and
arbitrary M, and analyzed their asymptotic large-M behavior.

Next, taking advantage of the established relation between
the cross moments of the FT and WL ensembles, we found
an exact representation of E{K“} of arbitrary, not necessarily
integer, order a in NxN systems by spotting a previously
unnoticed connection with the statistics of the smallest eigen-
value of Gaussian unitary matrices. Lastly, we discussed the
asymptotic, large-N behavior of these moments. Our results
have been corroborated via numerical simulations whenever
possible, with excellent agreement.

As aby-product of our analysis, we also established an exact
asymptotic expansion of the probability P(xCF > /2N¢)
that the smallest eigenvalue in the Gaussian unitary ensemble
is larger than m &, in the limit & — oo for fixed N, by
identifying the coefficients in this expansion via the moments
of the purity in the fixed-trace ensemble.
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APPENDIX A: COEFFICIENTS A["(N,M) AND A”.(N, M)

The spectral density ,01WL)(y) of the B =2 WL ensemble
reads as (see, e.g., [38])

WL)( ) = yb
- 2”+'N

I Z m‘([L‘b)( i

m + b)!
T(N)y”

_ —y2| @ (YY) oD (Y
= weran [L“(z)L“ <2>
YR B+ Y
-u(3) 2 (3)

where L®)(...) is the generalized Laguerre polynomial.
Further on, we use the following representation of the product
of two generalized Laguerre polynomials:

(AD)

L@ LY (x)
m-+n | m
1 X m+a n+b
B Z( D Z<p><m—p><n—l+p)’ (A2

p=0

where (/) is the binomial coefficient such that (},) = I!/p!(l —

p)! forl > p and p > 0, and zero otherwise. Inserting (A2)
into (A1), and collecting terms with the same power of y, we
find the following explicit representation of the coefficients

AN, M) in (46):

(—1) T(N) (1
APNM) = S T(M) 2 (,,)
p=0

A6 )
()60

Further on, we present the derivation of the coefficients
A(z)(N M). The normalized two-point density of the § = 2
WL ensemble is given explicitly by

(A3)

P3P (y1,y2)
N (y1y2)? .
= 1A D o0e ) = e A
N " ¥ 2
—— LD =) LD = Ad
XL;(erb)! '”(2) m\ 2 Ad

The first term in curly brackets, which is a product of two one-
point densities, produces a trivial contribution to A(z)(N M),
the product of two corresponding coefficients AE”(N ,M). We

therefore focus on the second term. The sum of products of
Laguerre polynomials entering (A4) can be written as

N-—1 |
Z m! L’(:) yl L(b) 2
DA 2

N-1

=Y Cr(N.M)y]y].
fir=0

(AS5)

052106-15



PIERPAOLO VIVO, MAURICIO P. PATO, AND GLEB OSHANIN

where the numerical coefficients C.(N,M) are given by

(—/* X m\ (m+b
2f+rf!(b+r)!m2:%(r)<m—f>' (46)

Consequently, the squared sum on the left-hand side of (AS)
admits the following expansion:

N—1 | 2
(53
Zom+ by "\ 2 2

2N-2

=Y Kij(N.M)y} 3,
1,j=0

Crr(N.M) =

(AT)

where

N—1

> Chn(N.M)Cj_j i (N.M).
r1, f1i=0

K; j(N.M) = (A8)

Consequently, we arrive at the following explicit result for the
coefficients A;?;(N ,M):

N
APNN.M) = —_1A§1>(N,M)A§.‘>(N,M)

N
K j(N.M)

COAHIN(N — 1) (A9)

APPENDIX B: MOMENTS OF K FORN =3

For N = 3 and arbitrary M > 3, itis convenient to calculate
the moments of K directly from their formal definition:

r(3M)
120(M)T(M — DT(M — 2)

X / / / dridradrs (M aarz)M 3
0 0 0

AP
(A3 +213+213)

EFT{KX/ 3}

S(A1 + A2+ A3 —1).
(B1)

One of the integrals, say, over A3, can be simply performed
using the delta function. Changing then the integration variable
)\2 as

11—
)
we cast the expression in (B1) into the form

EFT{K1QV=3}

(B2)

B r3M)
622MT (M)T' (M — H)I'(M — 2)

1 1
xf dx fo(l—xl)”Hf dx xM3 1 —x)1?
0 0

[432 — 43,1 = 2) + (1 — 2]
[+ A== 3]

The integrals in (B3) are coupled via the expression in the
denominator of the kernel and in order to factorize them we

(B3)
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use the following expansion:
1
[+ =221 =3)]

=Z<n+a—l)2n
n=0 n

~ (" 1k1x"+"1xk B4
X;(k)(_)(_ b (‘Z)' (B4)

Plugging the latter expansion in (B3) and performing the
integration, we obtain the following result:

VITGBM) X (n+a-—1
]:E Ka = —m—————— 2”
er{ Ky} 322MF(M—1)2=: n
XZ( >( DY(RY + R%, +RY), (BS)
where
R<1>_4[k + k@M +2n —3)+ (M +n)* — M —3n+2]
m I(M—1)TGM +n+k)
11
xF(2M+k+n—2)2F1( kM=M= o 4)
(B6)
@ FQM +n+k+2)
" AT(M + 3)TGM +k +n)
31
Fl —kM M B7
X 2 1( +2 4> (B7)
and
RO _ (M—-2)(M+n+k+1)TQM +n+k)
nk —

(M-I (M+13) TGM+k+n)

11
><2F1<—k,M LM+ = ) (BS)

2 4
Lastly, we note that the hypergeometric functions entering
(B6)—(B8) can be simply expressed via the Jacobi polynomials
Pk(a”3 )(x) with the argument x = 3
Fi\—kM—-—p;M—p+ = 3.1
211 p; p 24

_ K r(M-p+3) P(Mp+1/2,k3/2)<l)
T(M—p+3+h) " 2

_k'l"(M—p+ —1)k2":<k+M p+1/2>
S T(M-—p+3i+k) # =

—3/2\
x (k_m>(—3) :

where p = 0,1,2. Therefore, our (B5) with (B6)—(B8) define
an exact result for the moments Err{K§,_;} of the Schmidt
number for N =3 and arbitrary M and (not necessarily
integer) a in form of an infinite series. In principle, summation
over k and n can be performed giving an explicit result in

(B9)
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terms of a (rather cumbersome) combination of generalized
hypergeometric functions. For any fixed a and M, this series
can be straightforwardly computed using MATHEMATICA.

The expression in (BS5) is, however, not very useful since it
has a too complicated structure and does not permit to easily
observe the M and a dependencies of the moments of K.
To this purpose, we focus next on the asymptotic, large-M
behavior of the expression in (B5). Expanding the ratios of the
gamma functions entering (B6)—(B8) in Taylor series in inverse
powers of M, and taking advantage of the following asymptotic
expansion of the hypergeometric functions for large values of
the parameters,

2Fi(=k,M+p—-—2M+p—2+3/2;2)

ok 3kz
=(1-2) |:l + A —om
3kz(2 — 4p(1 = 2) — Tz + 5k2) 1
8(1 — 22 M? * O(Wﬂ

(B10)

we have

FGM) ¢
_rTOm > (Z)( DF(Rik + R3 + R
k=0

322MT(M — 1
1 Tn Tn9n —5) 1
=—|l—-—4+ ——FF+—+0|— ]| @Bl
sl -t o)) @
Multiplying the last line in (B11) by 2"(" ™ + “=1yand summing
over n, we arrive at the result in (69).

APPENDIX C: AN ALTERNATIVE DERIVATION
OF THE MOMENTS OF THE SCHMIDT
NUMBER OF ORDER ¢ < N?%/2

In this Appendix, we present an alternative derivation of the
expression (83) defining moments of the Schmidt number K
of order a < N?/2. Our approach here is, in fact, essentially
the same as the one we developed for the derivation of the
n-point densities of the FT ensemble.

First of all, we introduce an auxiliary function

o0 o0 N
P(zz,t)zz;}N/O /0 5(§Ai—t)

N N
x 5(22 — ZA%) A%(A) ]_[dx,- (C1)
i=1 i=1

[with Zy'y defined in (11) with N = M, B = 2, and, hence,
w = N?] which describes for t = 1 the pdf of the purity X on
N x N FT ensembles with 8 = 2 [see (61)]. Taking the double
Laplace transform of the expression in (C1) with respect to
both ¢ and X,, we have

F(z.p) = Ly L. 5,[P(Z2.0]}

zz,;},v/ / A%(L)
0 0

N N N
X exp (—kai - ZZA?) Hd)»
i=1 = i=1

(C2)
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Changing the integration variables x; = /zA; + p/2./z, we
can cast the latter expression into the form

2 oo 00
N
F(z,p) = Zy'y exp (—p = )z”z/z f s / o
/27 P z

x A%(x) ex <— i 2) ﬁd i
p xi xl7
i i=1

(C3)

which can be immediately written in the following more
appealing form:

Zy'yZy N(GUE) V72

’N
X exp <p4_z> P<xgi[,{E > 2Li/?>

Here, Zy n(GUE) is the inverse of the normalization constant
of the N x N Gaussian unitary ensemble, defined explicitly in
(81), and P(xg}l{E > p/24/7) is as before the probability that
the smallest eigenvalue in this ensemble is greater or equal to
p/2./z. Consequently, the pdf of the purity can be formally

written as

F(z,p) =

(C4)

_ 1|, -N22 p*N
P(X) =Zy, NZN N(GUE)ﬁ, 1Ly [,2 2|z exp

4z
)

Note now that the moments of the Schmidt number K can be
straightforwardly expressed in terms of the function F(z, p) as

(C5)

1 o0
Epr{K“} = mﬁ;ﬂ,p[/o dz zalf(Z,P)]
— Z;',lNZNW(GUE)ﬁq /Oo a—1-N?/2
T T@ vl T

2
p°N
X exp < 1z ) P (xg}flE > 2\/_> dzi| (Co6)
Changing the integration variable £ = p/2+/2Nz, we formally
rewrite the latter expression as

2ZzT/,lzv Zn.n(GUE)(8N)N*/2-a

. B 1
Err{K“} = T Eé,,;(m)
y /Oodsszvtzaquzvzsz (xGUE > \/—5)
’ C7)

which gives upon the inversion of the Laplace transform with
respect to p (for a < p/2) our result in (83).

APPENDIX D: ASYMPTOTIC LARGE-N BEHAVIOR
OF THE MOMENTS OF THE SCHMIDT NUMBER
FOR SQUARE SYSTEMS

Here, we detail the evaluation of the integral in (98),
which defines the moments of K of arbitrary order a <
N?/2 under the assumption that the probability P(xSYE >

min =

v/ 2NE&) can be well approximated by its large deviation form
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calculated in [35]. Our aim is to present the first three terms
in the asymptotic large-N expansion stemming out of this
approximation.
We start with an analysis of the behavior of the integrand
in (98). The integrand, i.e.,
2 o
[ =" Texp2N?[€> — ()]} (DD
is a bell-shaped function of &, which vanishes for £ = 0 and
& — 00, and has a maximum at

max —

N3+ (N2 +6a +3)¥? —9(1 +2a)N"? 02)
4(1 4+ 2a)N :

The position of the maximum &.,x iS a monotonically
increasing function of N, for a fixed a, and is a monotonically
decreasing function of a, at a fixed N, for a € [O,N2/2];
Emax(@ = N2/2) ~ 34/3/8N? — 0 for N — oo.

Given that there is a large parameter N2 in the exponential,
it is tempting to resort to the saddle-point approximation.
This approach, however, yields a very poor result for the
integral. The reason is that, even though f(&) can be very
well approximated by a Gaussian in the vicinity of & = &4,
this Gaussian is flanked on both sides by power-law tails:

fE) ~ gV 2 (D3)
when & — 0 since
£ - 0@ =2 % 0@ (DY)
in this limit, and using the expansion in (100),
f©~ 5)__2—1“ (D3)

as £ — o0o. As a matter of fact, these power-law tails provide
the dominant contributions to the integral in (98); namely, the
left tail dominates the behavior of the moments of K when a is
close to N?/2, and the right tail does the same for sufficiently
small values of a. Hence, we have to resort here to a different
approach.

Lastly, we note that there is some subtlety in the behavior
of the integral in (98) [and also in the exact expression in (83)]
in the limit @ — O since in this case f(§) ~ 1/& [see (D5)].
This implies that the integrals are formally logarithmically
divergent on the upper limit of integration. On the other hand,
the expressions in (83) and (98) contain a factor 1/ I'(a), which
vanishes as a — 0. As a matter of fact, these two conflicting
factors compensate each other and lim,_. o Epr{K“} exists,
when one first performs the integrals at a fixed @ > 0 and only
afterward takes the limit a — 0.

Now, we turn to the evaluation of the integral in (98).
Changing the integration variable as

p_Y31-2)
=7

(Do)
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the expression for the moments of K in (98) can be conve-
niently cast into the form

(2JT)N/2NN2/2 F(NZ)

Epr{K“} ~ (6N)G(N + 1) T(a)[(N? — 2a)

N

1
x/ dz(1 4+ 2)z97 (1 — 7V 21
0

2
X exp [—3%(1 — Z)<1 + g>i| (D7)

Further on, using the well-known expression for the generating
function of the Hermite polynomials H,,(...), we represent
the exponential in the latter equation as a sum over Hermite
polynomials

2
exp [—3%(1 —z)(l + g)}

B 3N\ &K (=) 2iN\ [(iNz\"
—or () B S (5) ) - o

where i = +/—1. Inserting this expression into (D7) and per-
forming the integral, we arrive at the following representation
of the moments of K in the form of an infinite series:

@m)V2NVT(N?) (_EM)
6NYT@GIN + 1) P{73

Epr{K“} ~

m! '(N2—a+m+1)

()

which is completely equivalent to the expression in (98).

We are now in the position to determine the N-dependent
constant Cy. Taking in (D9) the limit @ — 0, and requiring
that lim, 0 Epr{K“} = 1, we find the expression in (99). The
normalization constant Cy as a function of N is depicted in
Fig. 8. One observes that, indeed, Cy is a very slowly varying
function of N. As a matter of fact, the asymptotic behavior of

X 1\mn2
XCNZ( Y"(N?+2m)  T(a+m)
m=0

(D9)

0.8+

07"

5 10 15 20 25 30 N

FIG. 8. Normalization constant Cy [Eq. (99)] (symbols), as a
function of N. The solid curve is the asymptotic result in (D10).
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Cy is well described by a slow power law of the form

C~] e\ /12
NE Y )

where A & 1.282 is the Glaisher’s constant. One infers
from Fig. 8 that this asymptotic form sets in starting
from very moderate values of N. Moreover, we note
that Cy defines precisely the terms in the second line
in (101).

(D10)

J
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Next, we take advantage of the explicit representation of the
Hermite polynomials

w2y ™
Hnloe) = m: kXZO: A 20t

where |...]| is the floor function. Note that the series in (D11)
is arranged in descending order with respect to powers of the
argument, so that the term k = O corresponds to the highest
power of x. Inserting (D11) into (D9), taking into account (99)
and performing summation over m, we have

(D11)

FrtE S @ &k

4N? T(a+2k+1) F
3 T(N2—a+2k+2), '

[(N?Y) o (N/2V3)* [(N? 4 46T (a + 2k) 2N?
> A
[F(Nz—a+2k+1)1 ( )

2N2
a+21<+1,N2—a+2k+2,—3 )}

a+2k,1\/2—a+2k+1,T

(D12)

where | F(...) is the Kummer’s confluent hypergeometric function.
Note that in a similar fashion we can obtain an explicit expression for the average logarithm of K, which describes the
“typical” behavior of the Schmidt number. Using our (D9), we find

Epr{ln(K)} = lim l(EFT{K“} — 1)~ Yy ON?+1)—In(6N) + I'(N?) Z
a—>0qa oyt

(N? +2m)
C(N2+m+1)

="

(%) G5)
(D13)

where (. . ) is the digamma function, defined in the text after (53).

We turn to the analysis of the asymptotic behavior of the result in (D12) in the limit N — oco. We note first that the Kummer’s
functions entering the series have the form | F;(b,c,x), in which b is independent of N, while the parameter ¢ and the argument
x are both proportional to N2, and hence, tend to infinity as N — oo. Setting x = ¢, where in the case at hand ¢ is a bounded
function such that ¢ < 1, we have that in the limit ¢ — oo the Kummer’s functions obey

NeT(N? —a + 2k +2)

2 32N N6

1 b(b + 1)¢? 12 4+ 8(1 + 2b b—1DBb+2)¢? 1
Fy(b.c.tc) = _ b+ 1t 1_[ +8(1 +2b)¢ +( )3b +2)¢7] Lo\ (D14)
1-¢Y 2(1 = ¢)%c 12(1 = ¢)%c c?
[
which implies that all ; F;(b,c,x) in (D12) approach constant the first one (k = 1) obeys
values as N — oo, and the dominant N dependence of each a
term in the expansion in (D12) will come from the ratio of the (ﬁ) |:3a(1 —Z @) _ 3a(l+a)5 —Z (6 +a)
gamma functions. Noticing next that as N — oo, 2 4N 8N
1
[(N?)N3H+2 + 0(—)}, D18
(V) = O(N“h (D15) N© (D18)
NeT' (N2 —a+2k+1) ) o
while the second one (k = 2) [contributing only to the order
and O(1/N*)] is explicitly given by
[(N?)N+2 “I'9a(l 2 1
( ) — O(Nafzkfz)’ (D16) (ﬂ) |:9a( + Cl)( + (l)(3 + (1) + O< >:| (D19)

we can conclude that for large N the series in (D12) represents
an expansion in the inverse powers of N2. Moreover, the
dominant contribution to the large-N behavior of Err{K“}
will be provided by the zeroth term, while the terms of higher
order will contribute only to the subdominant behavior. More
precisely, we have that the zeroth term (k = 0) of the series is
explicitly given by

N\ a(l —a)  a(158 + 249a + 70a® + 3a3)
)+ +

2 2N? 24N*

+o(5))

(D17)

The terms with higher values of k contribute to the order
O(1/N°®) and higher, and hence can be safely neglected, given
that we are interested in the large-N behavior of the moments
of K to the order O(N“~*) at most. Summing the contributions
given in (D17), (D18), and (D19), we arrive at the following

result:
N\‘ a(5+a)
Epr{K} ~ [ — 14+ ——
Fr{K"} (2> |: Ry
a(286 + 183a — 10a® — 3a?)
96N+

~o(5)]

(D20)
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We notice immediately that already the first subdominant
term in this expansion is not correct since it has a spurious
quadratic dependence on a. Due to this dependence, (D20)

predicts that the variance Var(K) — % as N — oo, which

PHYSICAL REVIEW E 93, 052106 (2016)

is evidently incorrect. Therefore, albeit (D20) may serve as
useful approximation [having the same level of accuracy as
an approximate form of P(xr(nGi,?E) > 2NE§) in [35]], the only
reliable term in it is the first leading term (102).
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