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A kinetic theory is developed for exonuclease-deficient DNA polymerases, based on the experimental
observation that the rates depend not only on the newly incorporated nucleotide, but also on the previous
one, leading to the growth of Markovian DNA sequences from a Bernoullian template. The dependencies on
nucleotide concentrations and template sequence are explicitly taken into account. In this framework, the kinetic
and thermodynamic properties of DNA replication, in particular, the mean growth velocity, the error probability,
and the entropy production are calculated analytically in terms of the rate constants and the concentrations. Theory
is compared with numerical simulations for the DNA polymerases of T7 viruses and human mitochondria.
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I. INTRODUCTION

Biological systems are characterized by their metabolism
and self-replication. If the former refers to the consumption and
dissipation of energy maintaining the system out of thermody-
namic equilibrium, the latter requires the faithful transmission
of genetic information between successive generations. Since
self-replication is powered by the metabolism, a fundamental
coupling exists between energetic and genetic aspects in living
organisms.

At the molecular level, genetic information is coded in DNA
sequences of nucleotides (nt). These macromolecules are ape-
riodic copolymers composed of four types of monomeric units
{A,C,G,T}. During replication, information is transmitted by
the copolymerization of a new DNA strand along the template
formed by an old DNA strand. The synthesis is catalyzed by an
enzyme called DNA polymerase and powered by the chemical
energy of about two adenosine triphosphates per incorporated
nucleotide [1–4].

Thermal fluctuations are ambient at the molecular scale so
that errors may occur during the replication process, possibly
causing mutations. These errors generate some disorder in the
growing sequence. Remarkably, the thermodynamic entropy
production of copolymerization depends on this disorder,
establishing a fundamental link between thermodynamics and
molecular information processing [5–9]. This link is in action
during DNA replication. Indeed, DNA polymerases can be
very efficient in transmitting genetic information with surpris-
ingly low error probability as small as 10−5–10−6, even without
dedicated proofreading mechanisms such as the exonuclease
activity or the postreplication DNA mismatch repair [1,10–12].
Such low error probability cannot be explained in terms
of free energy for base pairing. In fact, the difference of
free energy between correct (Watson-Crick) and incorrect
base pairs is about ��Gbind � 14 kJ/mol, corresponding
to an error probability of the order of 10−2 [13]. In the
1970s, Hopfield and Ninio showed that kinetics can amplify
the discrimination between correct and incorrect pairings,
very much reducing the error probability when replication is
driven out of equilibrium [14,15]. The biochemistry of DNA
polymerases has been systematically investigated, providing
experimental data on the rate constants for the formation of the
16 possible base pairs at the growing end of DNA [13,16–31].

Furthermore, these studies have revealed that DNA poly-
merases undergo conformational changes during DNA elon-
gation and that the copolymerization process depends not only
on the new nucleotide that is attached to the growing copy, but
also on the previously incorporated nucleotide, providing the
polymerases with molecular mechanisms to detect mismatches
and react accordingly [19].

Until now, the challenges for theoretical modeling such a
dependence have prevented the development of kinetic theory
describing these essential aspects of DNA polymerases. In
early theoretical studies [5,6,32–37], the kinetic schemes have
supposed that the rates depend only on the newly incorporated
nucleotide, although the effect of possible correlations be-
tween consecutive steps has already been envisaged for some
limiting cases [38]. Recently, theoretical methods have been
developed to determine rigorously the properties of molecular
chains growing with attachment and detachment rates also
depending on the previously incorporated nucleotide [39]. In
this context, the inclusion of detachment events is sine qua non
to obtain finite thermodynamic quantities and, in particular,
the entropy production [6,32]. These issues about kinetics
also concern DNA transcription by RNA polymerases and the
translation to proteins by ribosomes [40–46].

In the present and companion [47] papers, our purpose is
to develop a kinetic theory of DNA polymerases taking into
account the effects of the previously incorporated nucleotide,
which is a crucial aspect of these enzymes. This paper is
focused on exonuclease-deficient DNA polymerases. These
enzymes are obtained by mutagenesis in order to study the
copying fidelity in the absence of exonuclease proofreading
and their kinetic properties are measured in vitro with the
experimental techniques of biochemistry [16,17,20,21,23,24].
The kinetic equations and thermodynamics will be presented
in Sec. II and Appendix A. The theory is set up to include
the dependence on the concentrations of nucleotides and
other substances, which are the direct control parameters
of biochemical processes such as DNA replication [48–50].
The theory also emphasizes the dependence on the copy
and template sequences. Indeed, the template constitutes a
disordered medium for the random drift of the enzyme at
the growing end of the copy [40,41]. By including these
different dependencies, the theory is suited for dealing with
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experimental data from biochemistry. In particular, the adopted
kinetic scheme reproduces the Michaelis-Menten kinetics
of DNA polymerases with its characteristic dependence on
nucleotide concentrations [51,52], as it should to compare
with experiments. In Sec. III, the kinetic equations are solved
analytically in the simple case where the rates only depend
on correct or incorrect pairing of the newly incorporated
nucleotide, leading to the growth of a Bernoulli chain. In
Sec. IV and Appendix B, analytical methods are given if the
rates also depend on the previously incorporated nucleotide,
which generates instead a Markov chain. These methods
are applied to the DNA polymerases of T7 viruses and
human mitochondria in Secs. V and VI. The algorithm used
for numerical simulations is described in Appendix C. A
discussion is carried out in Sec. VII.

The companion paper will be devoted to DNA polymerase
with exonuclease proofreading, in which case the dependence
of the rates on the previously incorporated nucleotide will turn
out to be essential [47].

II. KINETICS AND THERMODYNAMICS

A. Generalities

DNA polymerases are enzymes catalyzing the synthesis of
DNA from the four deoxyribonucleoside triphosphates dATP,
dCTP, dGTP, and dTTP, more shortly, the nucleotides dNTP:

dNTP + E · DNAl � E · DNAl+1 + PPi, (1)

where E is the enzyme, l the length of DNA, and PPi

(inorganic) pyrophosphate. This latter is released following the
incorporation of nucleotides and the elongation of the DNA
polymer. The copolymerization proceeds along a template
made of a single-stranded DNA (ssDNA), leading to DNA
replication. This nonequilibrium process is powered by the
metabolism with the chemical free energy of about two
adenosine triphosphates per incorporated nucleotide.

DNA polymerases consist of a complex of several proteins.
The domains of polymerase and exonuclease activities can
be found either on the same polypeptide (e.g., for pol. I,
T4 DNA pol., T7 DNA pol., human mitochondrial DNA
pol. γ ), or on separate polypeptides (e.g., for pol. III) [19].
The exonuclease activity can be essentially switched off
by mutagenesis, yielding exonuclease-deficient (exo−) mu-
tants. The purpose of this paper is to set up a minimal
kinetic theory of exonuclease-deficient DNA polymerases,
explicitly establishing the dependence of copolymerization
on the concentrations of the different possible substances
(dATP, dCTP, dGTP, dTTP, and PPi), and the template and
copy sequences. This framework allows us to obtain the
thermodynamic quantities and to deduce analytic expressions
for the error probability in terms of the concentrations and the
reaction constants for the different regimes close and away
from equilibrium.

The overall reaction (1) summarizing the polymerase
activity is composed of several elementary steps that have been
analyzed by Johnson and co-workers [16–24], as well as other
groups [13,25–31]. The rate-limiting steps are conformational
changes of the enzyme, playing an essential role in the
processive nucleotide incorporation [19]. The two main steps
of the polymerase activity are (1) the binding of dNTP to the

template with the formation of a correct Watson-Crick base
pair or an incorrect one; (2) the release of pyrophosphate PPi

and the incorporation of dNMP by the formation of a phospho-
diester bond between the dNMP and the growing DNA chain.
In order to study thermodynamics, we need to include the
reverse reactions that are (1) the dissociation of dNTP; (2) the
pyrophosphorolysis of the nucleotide at the end of the copy by
a PPi molecule coming from the surrounding aqueous solution.

Because of molecular and thermal fluctuations, each step
may randomly occur at rates given by the kinetics. The
key point is that DNA polymerization is controlled by the
concentrations of nucleotides dNTP and pyrophosphate PPi in
the surrounding solution. This latter is supposed to be large
enough to act as an infinite reservoir so that the concentrations
of dNTP and PPi are kept constant during the process.
Consequently, the chemical potentials of these species also
remain constant in time:

μX = μ0
X + RT ln

[X]

c0
, (2)

where X = dATP, dCTP, dGTP, dTTP, or PPi; R is the molar gas
constant; T is the temperature; [X] denotes the concentration
of X; and c0 = 1 M is the standard reference concentration.

Copolymerization proceeds if the dNTP concentrations
exceed a threshold proportional to the PPi concentration,
otherwise the DNA copy may undergo depolymerization.
For exonuclease-deficient DNA polymerases, thermodynamic
equilibrium happens at a threshold concentration where the
growth velocity of the copy is vanishing. Under normal
physiological conditions, the concentrations of dNTP and PPi

take the following values [53,54]:

[dNTP] � 5–40 μM, (3)

[PPi] � 0.2–0.3 mM. (4)

These values may vary between the nucleus and the cytoplasm
and during the cell cycle. Imbalances of the intracellular dNTP
pool may be linked to cancer, genetic diseases, and biological
mutagenesis [55].

Template-directed copolymerization also depends on the
sequence of the template. Under the aforementioned con-
ditions, the motion of the enzyme along the template is
a biased diffusion with a mean drift velocity powered by
the chemical free energy of the reaction (1). This biased
diffusion process takes place along the aperiodic chain of
the template. On this disordered medium, copolymerization
may thus undergo stochastic switches between forward and
backward movements depending on the random occurrence of
subsequences favorable or unfavorable to the growth.

As emphasized in the Introduction, the kinetics of DNA
polymerases is highly sensitive to the nucleotide previously
incorporated in the growing copy, allowing an important dis-
crimination between correct and incorrect pairings. Therefore,
our minimal theory should take into account the sequences of
both the copy and the template.

We notice that copolymerization may be interrupted by the
dissociation of the enzyme from DNA:

E · DNAl

koff�
kon

E + DNAl . (5)
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FIG. 1. Kinetic scheme of the polymerase activity. {mj } denotes
the ssDNA copy, {nj } the ssDNA template, mj P deoxynucleoside
triphosphates dNTP, and P pyrophosphates PPi.

The dissociation rate koff combined with the maximal poly-
merization rate k

p
+,max gives an estimation of the so-called

processivity [19], i.e., the maximal number of nucleotides
incorporated before an interruption lmax � k

p
+,max/koff , which

is often large enough to justify that the dissociation (5) is
neglected.

B. Kinetic scheme

The kinetics of DNA polymerases is explicitly formulated
in terms of the sequences of nucleotides in the template and the
copy, which provides a complete description of the process.
Figure 1 depicts the simplified kinetic scheme we here consider
for exonuclease-deficient polymerases. The mass action law
determines the reaction rates of the elementary steps. The
sequences of the template α = n1 . . . nlnl+1 . . . and of the
copy ω = m1 . . . ml are composed of successive nucleotides
m,n ∈ {A,C,G,T}. An essential aspect of the kinetics is that
the rates depend not only on the nucleotide nl of the template
because of the formation of the base pair ml :nl , but also on
the previously incorporated nucleotide ml−1 and its correct or
incorrect pairing ml−1:nl−1.

Starting from a copy of length l with the ultimate
monomeric unit ml , the next forward reaction is the binding
of the deoxyribonucleoside triphosphate ml+1P at the

nucleotide binding rate: k +ml+1ml
nl+1 nl

[ml+1P], (6)

which is proportional to the concentration [ml+1P] of
this nucleotide in the surrounding solution. Thereafter, the

pyrophosphate PPi, denoted P, is released at the

polymerization rate: k
p
+ml+1ml
nl+1 nl

, (7)

and the copy is thus elongated by one extra nucleotide.
The reverse reactions on the right-hand side of Fig. 1 are

the dissociation of ml+1P at the

nucleotide dissociation rate: k −ml+1ml
nl+1 nl

, (8)

and the pyrophosphorolysis of the next ultimate unit ml+1 of
the copy with a pyrophosphate coming from the solution at the

depolymerization rate: k
p
−ml+1ml
nl+1 nl

[P]. (9)

The kinetic equations of this scheme are given by Eqs. (A1)
and (A2) in Appendix A. These equations rule the time
evolution of the probabilities

Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
,

(10)

Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)
that the growing copy has, respectively, the sequences
m1 . . . ml and m1 . . . mlml+1P. These probabilities are pro-
portional to the concentrations of these sequences in a dilute
solution.

The sequence n1 . . . nlnl+1 . . . of the template α is typically
aperiodic and described by a probability distribution νl(α) =
νl(n1 . . . nl), which is normalized as

∑
n1...nl

νl(n1 . . . nl) = 1.
In general, the sequence may have any kind of statistical
correlations among the successive monomeric units. On the
one hand, systematic studies have shown that DNA sequences
of biological species manifest statistical correlations that
cannot be described by low order Markov chains [56–58]. On
the other hand, arbitrary DNA sequences can be synthesized
with modern technologies [59,60]. In the following, we assume
for simplicity that the template is a Bernoulli chain such
that νl(n1 . . . nl) = ∏l

j=1 ν1(nj ) with ν1(nj ) = 1
4 for every

nj ∈ {A,C,G,T}.

C. Michaelis-Menten kinetics

Experimental observations [13,16–31] show that the bind-
ing and dissociation of ml+1P is faster than the incorporation
of the nucleotide in the chain:

k +mm′
n n′

[mP], k −mm′
n n′

� k
p
+mm′
n n′

, k
p
−mm′
n n′

[P]. (11)

Accordingly, the molecular chains m1 . . . ml and
m1 . . . mlml+1P are in quasiequilibrium and the
probabilities (10) remain in the following proportionality:

Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)

� [ml+1P]

Kml+1ml
nl+1 nl

Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
(12)

expressed in terms of the constants

Kmm′
n n′

≡
k −mm′

n n′

k +mm′
n n′

(13)
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associated with the Michaelis-Menten kinetics [51,52].
Consequently, the two kinetic equations (A1) and (A2)

of Appendix A combine together to form the new kinetic
equation (A6) for the time evolution of the probability:

Pt (ω|α) = Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
(14)

defined by the sum (A5) of the probabilities (10). We thus
obtain a simpler kinetics of Michaelis-Menten type with the
attachment rate of ml+1 given by

W
p
+ml+1ml
nl+1 nl

≡
k

p
+ml+1ml
nl+1 nl

[ml+1P]

Kml+1ml
nl+1 nl

Q ml
nl+1 nl

(15)

and the detachment rate of ml by

W
p

−mlml−1
nl+1 nl nl−1

≡
k

p
−mlml−1
nl nl−1

[P]

Q ml
nl+1 nl

, (16)

where

Q ml
nl+1 nl

≡ 1 +
∑
ml+1

[ml+1P]

Kml+1ml
nl+1 nl

. (17)

The rates (15) and (16) are those of the possible reactive
events occurring to the sequence m1 . . . ml of the copy on
the sequence n1 . . . nlnl+1 . . . of the template. Because of the
Michaelis-Menten kinetics, the detachment rate (16) depends
not only on the template nucleotides nl−1 and nl forming
the base pairs ml−1:nl−1 and ml :nl , but also on the next
template nucleotide nl+1. The stochastic process ruled by
the rates (15) and (16) can be numerically simulated with
Gillespie’s algorithm [61,62], as explained in Appendix C.

Experimental data on the rate constants of depolymerization
are very rare in the literature. Data from Ref. [16] allow
us to infer the depolymerization rate constant in one case,
which motivates the assumption that the depolymerization and
polymerization rate constants are proportional to each other

k
p
−ml+1ml
nl+1 nl

= 1

KP
k

p
+ml+1ml
nl+1 nl

(18)

introducing a constant KP associated with pyrophosphorolysis.
Although the concentrations of the four nucleotides may

differ in the surrounding solution, they are supposed in this
paper to be all equal to each other:

[dNTP] ≡ [dATP] = [dCTP] = [dGTP] = [dTTP]. (19)

The analysis of this particular case is simpler, notably because
the Michaelis-Menten denominators (17) reduce to

Q ml
nl+1 nl

= 1 + [dNTP]
∑
ml+1

1

Kml+1ml
nl+1 nl

. (20)

For exonuclease-deficient polymerases, the mean elongation
rate, i.e., the mean growth velocity v of the copy, is equal to
the production rate rp of pyrophosphate by the reaction (1):

v ≡ d〈l〉t
dt

= rp. (21)

The mean growth velocity is vanishing at equilibrium where
the polymerase activity stops on average: veq = r

p
eq = 0.

The copolymerization process reaches a regime of steady
growth when the mean growth velocity becomes constant in
time so that the average length of the copy grows linearly in
time [6]. In this regime, the probability (14) ruled by the kinetic
equation (A6) can be written in the form

Pt (ω|α) = Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)

� pt (l) μl

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
︸ ︷︷ ︸

μl (ω|α)

= pt (l) μl(ω|α) (22)

in terms of the probability pt (l) that the copy has the length
l, and the probability μl(ω|α) that it has the sequence ω =
m1 . . . ml given that its length takes the value l and the template
has the sequence α. After a long enough time t → ∞, the
probability distribution of the length typically behaves as the
Gaussian distribution:

pt (l) � 1√
4πDt

exp

[
− (l − vt)2

4Dt

]
, (23)

where v > 0 is the mean growth velocity and D a diffusivity
coefficient.

Since the formation of incorrect base pairs is in general
possible, the copy is not strictly identical to the template.
To characterize this effect caused by molecular fluctuations,
we introduce the error probability η as the mean number of
mismatches per incorporated nucleotide, a mismatch meaning
a base pair different from the four Watson-Crick pairs {A:T,
C:G, G:C, T:A}. Out of the 16 possible pairs {m:n}, 4 are thus
correct and 12 incorrect.

D. Thermodynamics and sequence disorder

For copolymerization processes, thermodynamics is di-
rectly linked to information theory, as previously shown [5,6].
The basic results used in the following are here summarized
and formulated for the present purposes.

If the lapses of time between the reactive events is longer
than the relaxation time taken by the DNA molecule to
reach thermal equilibrium with the surrounding solution at
the temperature T , thermodynamic quantities such as the
enthalpy Hl(ω|α), the entropy Sl(ω|α), and the free enthalpy
Gl(ω|α) = Hl(ω|α) − T Sl(ω|α) can be associated with the
copy ω of length l bounded to the template α and the enzyme.
The average values of these quantities are defined as

〈X〉t =
∑

ω

Pt (ω|α) Xl(ω|α). (24)

The total entropy of the system is given by

St =
∑

ω

Pt (ω|α) Sl(ω|α) − R
∑

ω

Pt (ω|α) ln Pt (ω|α), (25)

where the first contribution comes from disorder in the internal
degrees of freedom and the second from disorder among the
population of different sequences ω that are possible at a given
time t [63–68]. An expression similar to Eq. (25) is obtained
in terms of the concentrations of the different sequences in
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a dilute solution where the concentrations are proportional to
the probabilities.

Now, the different thermodynamic quantities change in time
because the probabilities (14) have a time evolution ruled
by the kinetic equation (A6). In particular, the balance of
entropy can be established as for general reactive processes
and the entropy production can be obtained, which is given
by Eq. (A10) in Appendix A. In the regime of steady growth,
the entropy production, which is always non-negative by the
second law of thermodynamics, can be written as [6]

	 ≡ 1

R

diS

dt
= v A � 0, (26)

in terms of the mean growth velocity in nucleotides per second
and the entropy production per nucleotide, also called affinity:

A = ε + D(ω|α). (27)

This latter has two contributions. The first one is the mean
free-energy driving force per nucleotide

ε = lim
L→∞

1

L

L∑
l=1

εl (28)

with

εl ≡ ln

(
W

p
+mlml−1
nl nl−1

/
W

p
−mlml−1

nl+1 nl nl−1

)
. (29)

This driving force can be expressed as ε = −g/(RT ) in terms
of the free enthalpy per nucleotide g incorporated in the copy,
which is negative if the attachment is energetically favorable
because the free-energy landscape is thus going down in the
direction of growth. The second contribution in Eq. (27) is
the conditional Shannon disorder per nucleotide of the copy ω

with respect to the template α:

D(ω|α) = lim
l→∞

−1

l

∑
α,ω

νl(α) μl(ω|α) ln μl(ω|α) � 0. (30)

If fidelity is high in the replication process, the vast majority
of copies ω are identical to the template α and the errors
are thus very rare. In this case, the errors may be assumed
to be statistically independent of each other. If moreover
the substitutions are equiprobable, which is favored by equal
nucleotide concentrations (19), the conditional disorder can be
estimated as

D(ω|α) � η ln
3e

η
(31)

in terms of the error probability η � 1. In view of Eqs. (26)
and (27), the error probability is thus related to the thermody-
namic entropy production [6].

Using information theory [69], the conditional disorder (30)
can be expressed as

D(ω|α) = D(ω) − I (ω,α) (32)

in terms of the overall Shannon disorder D(ω) of the copy
and the mutual information I (ω,α) between the copy and the
template [6]. The mutual information characterizes the fidelity
of the copying process. The larger the mutual information, the
higher the fidelity of DNA replication.

The overall disorder per nucleotide is defined by

D(ω) = lim
l→∞

−1

l

∑
ω

μl(ω) ln μl(ω) � 0, (33)

where μl(ω) = ∑
α νl(α) μl(ω|α) is the probability distribu-

tion of the copy for any template sequence. This quantity,
which is often called information Shannon entropy, is studied
to characterize the complexity of DNA symbolic sequences in
various biological organisms [56–58]. The overall disorder per
nucleotide is observed to vary from the value D(α) � 1.339
assuming the sequence α is a first-order Markov chain, down
to D(α) � 1.273 if α is an eighth-order Markov chain, which
suggests the existence of long-range correlations besides the
fact that the four nucleotides occur with unequal probabilities
in typical DNA sequences [57,58]. In this paper, the template
is supposed to be a Bernoulli chain with equal probabilities
ν1(n) = 1

4 for the different nucleotides n ∈ {A,C,G,T}, so that
the overall disorders of the template and the copy reach their
maximal values D(α) = D(ω) = ln 4 � 1.386.

It should be pointed out that the sequence carries informa-
tion to the extent that it is replicated, transcripted, or translated
into proteins in living organisms. A priori, the sequences of
the template α and the copy ω only appear disordered. It is the
fidelity of the copying process that allows these sequences to
acquire meaning. In this regard, it is the mutual information
I (ω,α) that is specific to the replication of genetic information.
If the coupling was loose between the copy and the template,
the copolymerization would be free from the template and the
mutual information would vanish. For a tight coupling, the er-
ror probability is expected to take a small value η � 1, as well
as the conditional disorder (31). In this case, the mutual infor-
mation between the copy and the template can be estimated as

I (ω,α) � ln 4 − η ln
3e

η
, (34)

which is very close to its maximal value Max{I (ω,α)} = ln 4.
At equilibrium, the thermodynamic entropy production (26)

is vanishing with the velocity (21) and the affinity (27).
Accordingly, the equilibrium value of the free-energy driving
force (28) and (29) is fully determined by the conditional
Shannon disorder and the error probability:

εeq = −D(ω|α)eq � −ηeq ln(3e/ηeq). (35)

III. BERNOULLI-CHAIN MODEL

A. Kinetics and error probability

The stochastic process introduced in Sec. II C can be
compared with simplified models, which are analytically
solvable. The simplest one is based on the two following
assumptions that the rates do not depend on the previously
incorporated nucleotide and, moreover, that the rates only
depend on whether the pairing is correct or incorrect. Although
the first assumption is not supported by experimental observa-
tions [19], it is often considered because of its great simplicity.
The second assumption captures the observation that the
polymerization rate constants k

p
+m

n

and the Michaelis-Menten

constants Km

n
defined by Eq. (13) take similar values within

the set of correct (respectively incorrect) pairings [13,16–
31]. According to these assumptions, the model only needs
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the four rate constants k
p
±c and k

p
±i for polymerization and

depolymerization, together with the two Michaelis-Menten
constants Kc and Ki for correct and incorrect pairings. The
simplification that consists in reducing the description to
correct and incorrect pairings is also often used to study DNA
replication [5,32–38].

In spite of their essential role in establishing the thermody-
namics of DNA polymerase activity, there are very few experi-
mental data published in the literature on the depolymerization
rate constants k

p
−m

n

. The experimental measurements reported

in Ref. [16] give us the ratio between the polymerization to
the depolymerization rate constants:

KP ≡ k
p
+c

k
p
−c

= k
p
+i

k
p
−i

. (36)

Although this knowledge is limited, it allows us to determine
the depolymerization rate constants k

p
−m

n

of pyrophosphorolysis

in terms of the well-known polymerization rate constants k
p
+m

n

,

which is essential for the chemical equilibrium thermodynam-
ics of DNA polymerase activity.

Furthermore, it is supposed that the concentrations of the
four nucleotides are equal in the surrounding solution, as
expressed by Eq. (19). Under these assumptions, the model
is defined by the attachment and detachment rates

W
p
+c = k

p
+c [dNTP]

KcQ
, W

p
+i = k

p
+i [dNTP]

KiQ
, (37)

W
p
−c = k

p
+c [P]

KPQ
, W

p
−i = k

p
+i [P]

KPQ
, (38)

with the Michaelis-Menten denominator

Q = 1 +
(

1

Kc
+ 3

Ki

)
[dNTP]. (39)

For the so-defined model, the process is similar to the simplest
free copolymerization, which is exactly solvable [70]. The
growing copy is a Bernoulli chain, whereupon the probability
of a sequence ω factorizes as

μl(ω|α) = μl

(
m1m2 . . . ml

n1 n2 . . . nl nl+1 . . .

)
= μ(p1) μ(p2) . . . μ(pl) (40)

in terms of the probabilities

μ(pj ) ≡ μ1

(
mj

nj

)
with pj = c or i (41)

that the base pair pj is correct or incorrect. These probabilities
are given by

μ(c) = W
p
+c

W
p
−c + v

, (42)

μ(i) = W
p
+i

W
p
−i + v

, (43)

where v is the mean growth velocity. Because of the normal-
ization condition

μ(c) + 3 μ(i) = 1, (44)

the error probability is here defined by

η ≡ 1 − μ(c) = 3 μ(i). (45)

Consequently, the mean growth velocity can be expressed as

v = W
p
+c

1 − η
− W

p
−c = 3

W
p
+i

η
− W

p
−i (46)

in terms of the error probability η, providing a closed equation
for this latter, which is thus given by the positive root of a
quadratic polynomial.

B. Thermodynamics and sequence disorder

The thermodynamic entropy production is given by
Eqs. (26) and (27) with the free-energy driving force per
nucleotide

ε = (1 − η) ln
W

p
+c

W
p
−c

+ η ln
W

p
+i

W
p
−i

, (47)

and the conditional Shannon disorder per nucleotide

D(ω|α) = −μ(c) ln μ(c) + 3 μ(i) ln μ(i)

= −(1 − η) ln(1 − η) − η ln
η

3
, (48)

as it should for a Bernoulli chain of probabilities {1 −
η,

η

3 ,
η

3 ,
η

3 }.
If the error probability is very small η � 1, the conditional

Shannon disorder can be evaluated by Eq. (31), and the mutual
information between the copy and the template by Eq. (34) if
the template is also a Bernoulli chain.

An important issue is to determine how the overall
sequence disorder evolves during replication. The Bernoulli-
chain model allows us to obtain the overall disorder (33)
of the copy ω in terms of the overall disorder D(α) of the
template. If this latter is a Bernoulli chain of probabilities
ν(n) ≡ ν1(n) = 1

4 + δν(n) with
∑

n δν(n) = 0 and |δν(n)| �
1
4 , its overall disorder per nucleotide is estimated as D(α) =
−∑

n ν(n) ln ν(n) � ln 4–2�2 with �2 = ∑
n δν(n)2. After

replication, the copy is itself a Bernoulli chain of probabilities
given by

μ(m) =
∑

n

ν(n) μ
(m

n

)
=

(
1 − 4 η

3

)
ν(m̃) + η

3
(49)

in terms of the error probability η, where m̃ denotes the
nucleotide complementary to m. Consequently, the overall
disorder per nucleotide of the copy is given by

D(ω) − ln 4 �
(

1 − 4 η

3

)2

[D(α) − ln 4], (50)

which implies an increase of the overall disorder towards
its maximal value Max{D(ω)} = ln 4. After N successive
replications, the overall disorder DN would thus increase as

DN � ln 4 − (ln 4 − D0) exp

(
−8 η

3
N

)
(51)

from its initial value D0, if η � 1. If the nucleotides have
equal probabilities so that �2 = 0, we notice that the overall
disorder remains constant from generation to generation:
D(ω) = D(α) = ln 4.
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Now, we shall directly obtain the error probability in terms
of the rate constants at equilibrium, as well as in the full speed
regime.

C. Equilibrium

If the polymerase activity is at thermodynamic equilibrium,
the growth velocity is vanishing veq = 0, so that Eq. (46) give
us two equations for the error probability. They determine the
critical value of dNTP concentration where the equilibrium
happens, as well as the error probability at equilibrium:

[dNTP]eq,B = [P]

KP

(
1

Kc
+ 3

Ki

)−1

, (52)

ηeq,B =
(

1 + Ki

3 Kc

)−1

(53)

in the Bernoulli-chain model.
Since the Michaelis-Menten constant is typically larger for

incorrect than correct pairing Ki � Kc, the equilibrium error
probability is well approximated by

ηeq,B � 3
Kc

Ki
� 1. (54)

The equilibrium values of the conditional Shannon disorder
and the free-energy driving force are determined in terms of
the equilibrium error probability by Eq. (35).

We notice that the interesting approximation

v � k
p
+c

(
1

Kc
+ 3

Ki

)
[dNTP] − 1

KP
[P]

1 + (
1

Kc
+ 3

Ki

)
[dNTP]

(55)

can be obtained for the growth velocity after substituting the
equilibrium error probability (53) into the first of expres-
sions (46). This approximation explicitly shows that the poly-
merase activity is ruled by a Michaelis-Menten kinetics and
the growth velocity vanishes at the critical concentration (52).

D. Full speed regime

The full speed regime of the enzyme is reached if the
substrate concentrations are larger than the Michaelis-Menten
constant

[dNTP] �
(

1

Kc
+ 3

Ki

)−1

. (56)

In this regime, the detachment rates become negligible
(W p

−c,W
p
−i � W

p
+c,W

p
+i) and Eq. (46) give us the mean growth

velocity and the error probability as

v∞,B = k
p
+c Ki + 3 k

p
+i Kc

Ki + 3 Kc
, (57)

η∞,B =
(

1 + k
p
+c Ki

3 k
p
+i Kc

)−1

. (58)

Since the polymerization rate constant is typically larger for
correct than incorrect pairing k

p
+c � k

p
+i while the Michaelis-

Menten dissociation constant is smaller Kc � Ki, the growth

velocity and the error probability can be approximated at full
speed by

v∞,B � k
p
+c, (59)

η∞,B � 3
k

p
+i Kc

k
p
+c Ki

. (60)

If the velocity and the error probability reach a plateau as
the dNTP concentration increases in the full speed regime,
the thermodynamic entropy production (26) instead roughly
increases as

1

R

diS

dt
� v∞,B ln

KP[dNTP]

Kc[P]
(61)

with the concentration [dNTP], if the error probability is
so small that its effects become negligible. Under the same
conditions, the affinity and free-energy driving force per
nucleotide increase as

A � ε � ln
KP[dNTP]

Kc[P]
(62)

with the concentration [dNTP].

IV. MARKOV-CHAIN MODEL

A. Kinetics and error probability

An essential aspect of DNA polymerases is that their rates
depend not only on the nucleotide that is attached or detached,
but also on the previously incorporated nucleotide because
the enzyme is sensitive to mismatches [19]. Accordingly, the
assumptions of the Bernoulli-chain model are too restrictive
and we need to extend the model. As before, we suppose that
the kinetic constants only depend on whether the pairing is
correct or incorrect without further distinction. Therefore, the
attachment rates (15) are here defined by

W
p
+c|c = k

p
+c|c[dNTP]

Kc|cQc
, W

p
+i|c = k

p
+i|c[dNTP]

Ki|cQc
, (63)

W
p
+c|i = k

p
+c|i[dNTP]

Kc|iQi
, W

p
+i|i = k

p
+i|i[dNTP]

Ki|iQi
, (64)

with the denominators

Qc = 1 +
(

1

Kc|c
+ 3

Ki|c

)
[dNTP], (65)

Qi = 1 +
(

1

Kc|i
+ 3

Ki|i

)
[dNTP] (66)

obtained from Eq. (20). We notice that these denominators
no longer depend on the template nucleotide nl+1 because
the Michaelis-Menten dissociation constants are supposed to
differ only between correct and incorrect pairings and the
nucleotide concentrations are taken equal to each other by
Eq. (19).

As before, the detachment rate constants are deter-
mined from the knowledge of the constant associated with

042419-7



PIERRE GASPARD PHYSICAL REVIEW E 93, 042419 (2016)

pyrophosphorolysis:

KP ≡ k
p
+c|c

k
p
−c|c

= k
p
+i|c

k
p
−i|c

= k
p
+c|i

k
p
−c|i

= k
p
+i|i

k
p
−i|i

. (67)

The detachment rates (16) are thus given by

W
p
−c|c = k

p
+c|c[P]

KPQc
, W

p
−i|c = k

p
+i|c[P]

KPQi
, (68)

W
p
−c|i = k

p
+c|i[P]

KPQc
, W

p
−i|i = k

p
+i|i[P]

KPQi
, (69)

with the denominators (65) and (66).
For this model, the process is analogous to another free

copolymerization process, which is also exactly solvable as
recently shown [39]. The growing copy is now a Markov chain,
in which case the sequence probability factorizes as

μl(ω|α) = μl

(
m1m2 . . . ml

n1 n2 . . . nl nl+1 . . .

)
= μ(p1|p2) . . . μ(pl−1|pl) μ(pl) (70)

with pj ∈ {c,i,i,i}. Here, we have introduced the conditional
probabilities that a base pair is p given that the next one is p′:

μ(p|p′) ≡ μ

(
m

n

∣∣∣∣m′

n′

)
(71)

and the tip probabilities, i.e., the probabilities that the ultimate
base pair is p = c or i:

μ(p) ≡ μ
(m

n

)
. (72)

The method of Ref. [39] can be adapted as shown in
Appendix B in order to calculate these probabilities. In general,
the tip probabilities μ(p) differ from the bulk probabilities
μ̄(p) given by the stationary probabilities of the Markov chain:∑

p′
μ(p|p′) μ̄(p′) = μ̄(p). (73)

The tip and bulk probabilities satisfy the normalization
conditions

μ(c) + 3 μ(i) = 1, (74)

μ̄(c) + 3 μ̄(i) = 1. (75)

For the Markov chain, the error probability is defined in
terms of the bulk probabilities as

η ≡ 1 − μ̄(c) = 3 μ̄(i). (76)

Partial velocities are introduced as

vp ≡ v
μ̄(p)

μ(p)
for p ∈ {c,i,i,i} (77)

in terms of the mean growth velocity v, the bulk, and the tip
probabilities. The partial velocities can be calculated directly
from the knowledge of the transition rates [39]. The mean
growth velocity can then be obtained by averaging the partial
velocities over the tip probability distribution

v = vc μ(c) + 3 vi μ(i). (78)

Further details are given in Appendix B.

B. Thermodynamics and sequence disorder

For the Markov-chain model, the thermodynamic entropy
production is also given by Eqs. (26) and (27), but with the
free-energy driving force per nucleotide

ε = μ̄(c) μ(c|c) ln
W

p
+c|c

W
p
−c|c

+ 3 μ̄(c) μ(i|c) ln
W

p
+c|i

W
p
−c|i

+ 3 μ̄(i) μ(c|i) ln
W

p
+i|c

W
p
−i|c

+ 9 μ̄(i) μ(i|i) ln
W

p
+i|i

W
p
−i|i

, (79)

and the conditional Shannon disorder per nucleotide

D(ω|α) = − μ̄(c) μ(c|c) ln μ(c|c)

−3 μ̄(c) μ(i|c) ln μ(i|c)

− 3 μ̄(i) μ(c|i) ln μ(c|i)
−9 μ̄(i) μ(i|i) ln μ(i|i), (80)

as it should for a Markov chain [39].
For a very small error probability η � 1, the conditional

Shannon disorder (80) can again be evaluated by Eq. (31),
and the mutual information by Eq. (34) if the template is a
Bernoulli chain.

C. Equilibrium

At equilibrium, the mean and partial velocities are vanish-
ing v = vc = vi = 0, together with the entropy production (26)
and the affinity (27). Typically, the Michaelis-Menten con-
stants of DNA polymerases are ordered as Kc|c � Ki|c,Ki|i. As
shown in Appendix B, the error probability can be evaluated
in this case as

ηeq,M � 3
K2

c|c
Kc|iKi|c

� 1. (81)

We notice that the error probability (54) is recovered for the
Bernoulli-chain model where Kc|c = Kc|i = Kc and Ki|c =
Ki|i = Ki. However, the equilibrium error probability (81) of
the Markov-chain model can take significantly lower values
than in the Bernoulli-chain model if moreover Kc|c � Kc|i.

For the polymerase activity, the mean growth velocity is
vanishing at the thermodynamic equilibrium concentration

[dNTP]eq,M = [P]

KP
Kc|c (1 + δ) with δ � −ηeq,M, (82)

which is also shown in Appendix B. Again, the equilibrium
free-energy driving force is related to the conditional disorder
and the error probability by Eq. (35).

D. Full speed regime

The full speed regime is reached if the nucleotide concen-
trations satisfy the conditions

[dNTP] �
(

1

Kc|p
+ 3

Ki|p

)−1

(83)

for p = c and i. In this regime, the detachment rates become
negligible with respect to the attachment rates. Moreover, the
attachment rate of a correct base pair after the incorporation of
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a correct base pair is typically larger than the other ones. In such
circumstances, the mean growth velocity can be evaluated as

v∞,M � k
p
+c|c

1 + 3
Kc|c
Ki|c

(84)

and the error probability as

η∞,M � 3
k

p
+i|cKc|c

k
p
+c|cKi|c

(
1 + 3

k
p
+i|iKc|i

k
p
+c|iKi|i

)
, (85)

as explained in Appendix B.
If the polymerization rate constants are larger for correct

than incorrect incorporation and the Michaelis-Menten disso-
ciation constants smaller, the growth velocity and the error
probability can be approximated by

v∞,M � k
p
+c|c, (86)

η∞,M � 3
k

p
+i|cKc|c

k
p
+c|cKi|c

, (87)

which are similar to the expressions (59) and (60) for the
Bernoulli-chain model.

In the full speed regime, the affinity and the free-energy
driving force per nucleotide are nearly equal if the error
probability (87) is very small and they increase as

A � ε � ln
KP[dNTP]

Kc|c[P]
(88)

with the concentration [dNTP]. Therefore, the thermodynamic
entropy production (26) also increases as the logarithm of the
dNTP concentration

1

R

diS

dt
� v∞,M ln

KP[dNTP]

Kc|c[P]
(89)

since the mean growth velocity saturates at the plateau
value (84). In the full speed regime, the behavior is similar
as in the Bernoulli-chain model.

The results (88) and (89) show the importance of knowing
the constant KP, which characterizes pyrophosphorolysis
at equilibrium, in order to determine the (nonequilibrium)
thermodynamics of polymerase activity.

V. T7 DNA POLYMERASE

A. Phenomenology

The DNA polymerase of the virus phage T7 is a complex
of two proteins: the phage protein (80 kDa) and the host
E. coli accessory protein (12 kDa) [16]. The phage protein
contains both the polymerase and exonuclease activities in
the wild type, but the exonuclease activity is suppressed
in the exo− mutant used in the detailed kinetic studies
reported in Refs. [16,17,19]. The first paper [16] is focused
on the kinetics of correct nucleotide incorporation, while the
second paper [17] on incorrect nucleotide incorporation. The
experimentally measured values of these papers have been
compiled in Ref. [19] and are given in Table I. A complete set
of rate constants is not available for all possible base pairs, but
only for correct and incorrect pairings.

TABLE I. Exo− T7 DNA polymerase at 20 ◦C: the rate constants
and other parameters used in the numerical simulations and the
Markov-chain model. The rate constants are from Refs. [16,17,19].
The other parameters are from the numerical simulations.

Parameter Value Units

k
p
+c|c 300 s−1

k
p
+i|c 0.03 s−1

k
p
+c|i 0.01 s−1

k
p
+i|i 0.01 s−1

Kc|c 20 μM
Ki|c 6000 μM
Kc|i 84 μM
Ki|i 6000 μM
KP 200 mM
[dNTP]eq 9.98 × 10−9 M
ηeq 2.41 × 10−3 nt−1

Deq 1.96 × 10−2 nt−1

η∞ 1.04 × 10−6 nt−1

D∞ 1.65 × 10−5 nt−1

v∞ 288 nt/s

The key observation is that the constants significantly
depend on whether the previously incorporated nucleotide
is correct or incorrect [17,19], so that the Markov-chain
model applies, but the Bernoulli one does not. Here, we
shall compare the properties of the two models in order to
better understand their consequences. The parameters of a
Bernoulli-chain model inferred from the experimental data are
given in Table II.

In order to obtain the thermodynamic quantities, we need
data about the transitions that are running backward with
respect to the elongation of DNA, in particular, about the
pyrophosphorolysis of the DNA growing end. Experimental
data are sparse on the rate constants of these reactions,
but Ref. [16] provides us with the equilibrium constant of
the overall reaction for the correct nucleotide incorporation,
from which we infer the value of the constant introduced in

TABLE II. Exo− T7 DNA polymerase at 20 ◦C: the rate constants
and other parameters of the Bernoulli-chain model. The rate constants
have been inferred from Refs. [16,17,19] and the other parameters
have been calculated from theory.

Parameter Value Units

k
p
+c 300 s−1

k
p
+i 0.03 s−1

Kc 20 μM
Ki 6000 μM
KP 200 mM
[dNTP]eq,B 9.9 × 10−9 M
ηeq,B 9.9 × 10−3 nt−1

Deq,B 6.65 × 10−2 nt−1

η∞,B 1 × 10−6 nt−1

D∞,B 1.59 × 10−5 nt−1

v∞,B 297 nt/s

042419-9



PIERRE GASPARD PHYSICAL REVIEW E 93, 042419 (2016)

Eq. (18): KP = 200 mM. In the following, we use the value
[P] = 10−4 M for the pyrophosphate concentration, which
corresponds to physiological conditions [54].

The dissociation rate of the enzyme-DNA complex in
Eq. (5) is equal to koff = 0.2 s−1 [19]. Since the polymerization
rate at full speed is k

p
+,max � 300 nt/s, the processivity of

T7 DNA polymerase takes the value lmax � 1500 nt [19].
Therefore, the processivity is large enough to justify the
assumption of steady growth in order to obtain the properties
of copolymerization.

B. Numerical and theoretical results

The kinetics is numerically simulated as a stochastic
process by using Gillespie’s algorithm [61,62]. The details
of this algorithm are given in Appendix C. The concentrations
of the four nucleotides are here supposed to be equal, which
defines the nucleotide concentration (19). The template is
taken as a Bernoulli chain of equal probabilities ν1(n) = 1

4
for n ∈ {A,C,G,T}. For every value of dNTP concentration,
the growth of 103 chains each of length 106 is numerically
simulated and the different quantities of interest are obtained
by statistical averages over this sample. The results of
numerical simulations are plotted as dots in the following
figures, the quantities of the Markov-chain model as solid
lines. and those of the Bernoulli-chain model as dashed lines.
These lines are calculated by solving the analytical equations
given in Sec. III for the Bernoulli-chain model and in Sec. IV
and Appendix B for the Markov-chain model. Since the
rates of T7 DNA polymerase are only known for correct
and incorrect pairings without further distinction, Gillespie’s
algorithm actually simulates the Markov-chain model so that
no difference is here expected between the properties of both
(up to statistical errors).

Figure 2 shows the mean growth velocity (21), the entropy
production (26), the affinity (27), and the free-energy driving
force (28) and (29) as a function of the nucleotide concen-
tration [dNTP]. The growth velocity behaves as expected
by Eq. (55) for a Michaelis-Menten kinetics. Accordingly,
the growth velocity, the entropy production, as well as the
affinity are vanishing at the critical nucleotide concentration
corresponding to the thermodynamic equilibrium. The numer-
ical value of [dNTP]eq given in Table I corresponds to the
theoretical value (82) of the Markov-chain model and is very
close to the value (52) of the Bernoulli-chain model given
in Table II. At large values of dNTP concentration, the mean
growth velocity reaches a plateau value of 288 nt/s, which is in
agreement with the values (57) and (84) of the Bernoulli- and
Markov-chain models. Besides, both the entropy production
and the affinity are increasing logarithmically with the dNTP
concentration, as described by Eqs. (61), (62), (88), and (89).
In Fig. 2, the theoretical values of the different quantities for
the Bernoulli-chain model are close to the numerical results
obtained with Gillespie’s algorithm, which here precisely
simulates the Markov-chain model.

The corresponding error probability and conditional Shan-
non disorder per nucleotide are depicted in Fig. 3 versus dNTP
concentration. We see that the numerical results (dots) agree
with the theoretical values (solid lines) of the Markov-chain
model, but differences appear with respect to the Bernoulli-

FIG. 2. Exo− T7 DNA polymerase: entropy production 	

(crossed squares), mean growth velocity v (filled triangles), affinity
A (filled squares), and free-energy driving force ε (open squares)
versus nucleotide concentration. The dots are the results of numerical
simulations, the solid lines of the Markov-chain model, and the dashed
lines of the Bernoulli-chain model.

chain model (dashed lines) in the regime close to equilibrium.
We notice that, in every case, the conditional Shannon disorder
is evaluated by Eq. (31). At full speed, the error probability
takes the very small value η∞ � 1.04 × 10−6 nt−1, showing

FIG. 3. Exo− T7 DNA polymerase: conditional Shannon disorder
per nucleotide D (filled squares) and error probability η (filled circles)
versus nucleotide concentration. The dots are the results of numerical
simulations, the solid lines of the Markov-chain model, and the dashed
lines of the Bernoulli-chain model. The equilibrium values of the
conditional Shannon disorder are shown as crosses and those of the
error probability as pluses in both models.
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FIG. 4. Exo− T7 DNA polymerase: (a) Affinity A (open squares),
mean growth velocity v (filled triangles), entropy production 	

(crossed squares), and nucleotide concentration [dNTP] (filled di-
amonds) versus the free-energy driving force ε in the regime close
to equilibrium. (b) The corresponding conditional Shannon disorder
D (filled squares) and error probability η (filled circles) versus the
free-energy driving force ε in the same regime. The equilibrium
values of the conditional Shannon disorder are shown as crosses and
those of the error probability as pluses in both models. In (a) and (b),
the dots are the results of numerical simulations, the solid lines of
the Markov-chain model, and the dashed lines of the Bernoulli-chain
model.

that T7 DNA polymerase has a high fidelity. The accurate value
given by Eq. (85) is very close to its approximation (87), which
here coincides with the value (60) of the Bernoulli-chain model
given in Table II. As the dNTP concentration is decreased
towards the regime close to equilibrium, the error probability
of the Markov-chain model slightly decreases to increase
up to the value ηeq � 2.41 × 10−3 nt−1 well estimated by
Eq. (81). In the Bernoulli-chain model, the error probability
monotonously increases to the even larger equilibrium value
ηeq,B � 9.9 × 10−3 nt−1 given by Eqs. (53) or (54). We notice
that the error probability is significantly larger at equilibrium
than at full speed, ηeq � η∞, for the T7 DNA polymerase.

Figure 4 shows the different quantities as a function of
the free-energy driving force ε = −g/(RT ), which provides
a magnification of the behavior in the regime close to
equilibrium and a comparison with previous results [6]. The
plot reveals the crossover from the regime for ε > 0 where the
growth is driven by free energy to the regime −Deq < ε � 0
where the growth is driven by the entropic effect of disorder
in the growing copy for both the Bernoulli- and Markov-chain
models [6]. The growth velocity v, the entropy production
	, and the affinity A are vanishing at equilibrium when
ε = −Deq. These quantities slowly increase in the regime of
disorder-driven growth for ε < 0, and much more for ε > 0. In
contrast, the error probability η and the conditional Shannon
disorder per nucleotide D decrease in the crossover as the

free-energy driving force ε increases. For this polymerase, the
behavior is similar to the one already observed in Ref. [6],
although the equilibrium value of the conditional disorder is
here smaller than in the Bernoulli-chain model adopted in
Ref. [6] where the rates of the reversed reactions have been
globally related to the free-energy driving force according
to W

p
−m:n = W

p
+m:n exp(−ε), which is a simplification of

the detailed kinetics. However, we observe in Fig. 4 that
the Markov-chain model has a smaller error probability at
equilibrium than the Bernoulli-chain model. Consequently, the
corresponding conditional Shannon disorder is also smaller in
the Markov-chain model by a factor 3.4 with respect to the
Bernoulli one, which explains that the solid lines remain closer
to ε = 0 than the dashed lines in Fig. 4.

We notice that the dissociation of the enzyme-DNA
complex should limit the range of validity to growth velocities
larger than the dissociation rate v > koff = 0.2 s−1, i.e., to
concentrations [dNTP] > 2.4 × 10−8 M for the T7 DNA
polymerase. In this regard, the results about the regime close
to the thermodynamic equilibrium may be more of theoretical
interest for the steady growth regime than of experimental
relevance.

VI. HUMAN MITOCHONDRIAL DNA POLYMERASE

A. Phenomenology

Human mitochondrial DNA polymerase γ is responsible
for the replication of mitochondrial genome coding for 13
proteins, 2 ribosomial RNAs, and 22 transfer RNAs in
mitochondria [21,24]. This polymerase is composed of two
subunits: a catalytic protein of 140 kDa containing the
polymerase and exonuclease domains and an accessory protein
of 54 kDa [21]. Detailed experimental data have been obtained
for an exonuclease-deficient mutant [21,24]. The data used in
the numerical simulations are given in Tables III and IV. Here,
the polymerization rate and Michaelis-Menten dissociation
constants are known for the 16 possible pairings. The rate
constants of the reverse reactions are obtained by Eq. (18) using
the same constant KP = 200 mM as for the other polymerase.
Moreover, the pyrophosphate concentration is again fixed to
the value [P] = 10−4 M.

The processivity is also high for human mitochondrial DNA
polymerase because the dissociation rate of the enzyme-DNA
complex is here equal to koff = 0.02 s−1 while the maximal
polymerization rate is k

p
+,max � 37 nt/s, giving the value

lmax � 1850 nt [21], which justifies the assumption of steady
growth for this polymerase as well.

We notice in Table III that the polymerization rate constants
are much larger for correct than incorrect base pairing, while
the Michaelis-Menten dissociation constants are smaller for
correct than incorrect ones. Moreover, the experimental data
in Table IV show that the polymerization rates are significantly
smaller after an incorrect incorporation, which again favors the
Markov-chain model with respect to the Bernoulli one.

B. Numerical and theoretical results

Using the data of Tables III and IV, the kinetics is here
also numerically simulated as a stochastic process by using
Gillespie’s algorithm [61,62]. See Appendix C for details.
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TABLE III. Exo− human mitochondrial DNA polymerase γ

at 37 ◦C: the polymerization rate constants and Michaelis-Menten
dissociation constants used in the numerical simulations for a
nucleotide attachment following a correct incorporation. The data
are from Ref. [24].

m:n k
p
+m
n |c K m

n |c
pair (s−1) (μM)

A:T 45 0.8
A:G 0.042 250
A:C 0.1 160
A:A 0.0036 25
C:T 0.038 360
C:G 43 0.9
C:C 0.003 140
C:A 0.1 540
G:T 1.16 70
G:G 0.066 150
G:C 37 0.8
G:A 0.1 1000
T:T 0.013 57
T:G 0.16 200
T:C 0.012 180
T:A 25 0.6

Again, the equality (19) of the four nucleotide concentrations
is assumed and the template is taken as a Bernoulli chain of
equal probabilities. The statistics is performed with 103 chains
of length 106 each. Here, Gillespie’s algorithm simulates the
full kinetics with different rates for the 16 nucleotide pairings
even if the dNTP concentrations are equal. In contrast to the
situation in Sec. V, we thus expect differences with respect to
both Markov- and Bernoulli-chain models where only correct
and incorrect pairings are distinguished.

The parameters of the Markov-chain and Bernoulli-chain
models have been fitted to the results of the numerical simu-
lations. The corresponding parameter values are respectively
given in Tables V and VI.

In the following figures, the results are depicted as dots for
the numerical simulations, solid lines for the Markov-chain

TABLE IV. Exo− human mitochondrial DNA polymerase γ at
37 ◦C: other rate constants from Ref. [21] used in the numerical
simulations. The parameters are from the numerical simulations.

Parameter Value Units

k
p
+c|i 0.52 s−1

k
p
+i|i 0.154 s−1

Kc|i 404 μM
Ki|i 404 μM
KP 200 mM
[dNTP]eq 3.87 × 10−10 M
ηeq 4.2 × 10−5 nt−1

Deq 5.1 × 10−4 nt−1

η∞ 1.68 × 10−4 nt−1

D∞ 1.8 × 10−3 nt−1

v∞ 34 nt/s

TABLE V. Exo− human mitochondrial DNA polymerase γ at
37 ◦C: the rate constants and other parameters of the Markov-chain
model fitted to the results of the numerical simulations.

Parameter Value Units

k
p
+c|c 37.3 s−1

k
p
+i|c 0.2628 s−1

k
p
+c|i 0.3 s−1

k
p
+i|i 0.01 s−1

Kc|c 0.774 μM
Ki|c 107 μM
Kc|i 404 μM
Ki|i 404 μM
KP 200 mM
[dNTP]eq,M 3.87 × 10−10 M
ηeq,M 4.2 × 10−5 nt−1

Deq,M 5.1 × 10−4 nt−1

η∞,M 1.68 × 10−4 nt−1

D∞,M 1.8 × 10−3 nt−1

v∞,M 34 nt/s

model, and dashed lines for the Bernoulli-chain model. These
lines are calculated thanks to the analytical methods given in
Sec. III for the Bernoulli-chain model, and in Sec. IV and
Appendix B for the Markov-chain model.

For the human mitochondrial DNA polymerase, Fig. 5
depicts the mean growth velocity (21), the entropy pro-
duction (26), the affinity (27), and the free-energy driving
force (28) and (29) as a function of the nucleotide concentra-
tion [dNTP]. As before, the velocity, the entropy production,
and the affinity vanish at the equilibrium concentration
[dNTP]eq, which is well approximated in both models by
Eqs. (52) and (82), as seen in Tables IV–VI. By increasing
dNTP concentration, the polymerase reaches its full speed
regime where the mean growth velocity culminates at the
value v∞ � 34 nt/s for this slower polymerase than the
T7 DNA polymerase. This maximum velocity is also well
approximated in both models by Eqs. (57) and (84). The
entropy production and the affinity continue to increase with

TABLE VI. Exo− human mitochondrial DNA polymerase γ at
37 ◦C: the rate constants and other parameters of the Bernoulli-chain
model fitted to the results of the numerical simulations.

Parameter Value Units

k
p
+c 34.8 s−1

k
p
+i 0.263 s−1

Kc 0.791 μM
Ki 107 μM
KP 200 mM
[dNTP]eq,B 3.87 × 10−10 M
ηeq,B 2.17 × 10−2 nt−1

Deq,B 1.29 × 10−1 nt−1

η∞,B 1.68 × 10−4 nt−1

D∞,B 1.8 × 10−3 nt−1

v∞,B 34 nt/s
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FIG. 5. Exo− human mitochondrial DNA polymerase: entropy
production 	 (crossed squares), mean growth velocity v (filled
triangles), affinity A (filled squares), and free-energy driving force
ε (open squares) versus nucleotide concentration. The dots are the
results of numerical simulations, the solid lines of the Markov-chain
model, and the dashed lines of the Bernoulli-chain model.

the dNTP concentration, as predicted by Eqs. (61), (62), (88),
and (89). However, discrepancies appear in the intermediate
regime between the numerical simulations and both the
Markov- and Bernoulli-chain models. The reason is that
the numerically simulated system is here richer than both the
Markov- and Bernoulli-chain models, which have too few
parameters to reproduce the results of the full simulation.
Nevertheless, the general behavior is qualitatively reproduced
by both models for the quantities depicted in Fig. 5.

Figure 6 shows the error probability and conditional
Shannon disorder per nucleotide versus dNTP concentration,
corresponding to the conditions of Fig. 5. We only discuss
the behavior of the error probability because the conditional
Shannon disorder is evaluated by Eq. (31) in every case. At
full speed, the results are in agreement between the numerical
simulations (dots), the Markov-chain model (solid lines), and
the Bernoulli-chain model (dashed lines). In this regime,
the error probability takes the value η∞ � 1.68 × 10−4 nt−1,
confirming that the human mitochondrial DNA polymerase
has a lower fidelity than T7 DNA polymerase. The full speed
value of the error probability is very well approximated by
Eqs. (58) and (85). The approximation (87) gives the value
η∞,M � 1.53 × 10−4, which is still a close estimation.

However, differences appear at low values of dNTP con-
centration where equilibrium is approached. As the dNTP
concentration is decreased, the error probability of the nu-
merical simulation and Markov-chain model decreases more
significantly than in Fig. 3 for T7 DNA polymerase, before
increasing slightly very close to equilibrium. Instead, the
error probability of the Bernoulli-chain model only increases,
showing the shortcoming of this model close to equilibrium.
At variance with respect to the case of T7 DNA polymerase,
the equilibrium error probability of the simulation and the

FIG. 6. Exo− human mitochondrial DNA polymerase: condi-
tional Shannon disorder per nucleotide D (filled squares) and error
probability η (filled circles) versus nucleotide concentration. The
dots are the results of numerical simulations, the solid lines of the
Markov-chain model, and the dashed lines of the Bernoulli-chain
model. The equilibrium values of the conditional Shannon disorder
are shown as crosses and those of the error probability as pluses in
both models.

Markov-chain model is lower than at full speed, ηeq �
4.2 × 10−5 < η∞ � 1.68 × 10−4, while the Bernoulli-chain
model gives a much larger equilibrium error probability
ηeq,B � 2.17 × 10−2. The reason is that the equilibrium error
probability has an extra factor smaller than unity in Eq. (81)
for the Markov-chain model, than in Eq. (54) for the Bernoulli-
chain model.

In Fig. 7, the different quantities are shown as a function of
the free-energy driving force ε = −g/(RT ) in the regime close
to equilibrium. The crossover is observed from the regime of
growth driven by free energy if ε > 0 to the regime of disorder-
driven growth if −Deq < ε � 0 [6]. The crossover is clear for
the Bernoulli-chain model because the conditional Shannon
disorder takes the large value Deq,B � 0.129 in this model.
Instead, the disorder is much smaller in the Markov-chain
model where Deq,M � 5.1 × 10−4, which explains that it is not
visible with the scale used for the driving force ε in Fig. 7. In
both models, the growth velocity v, the entropy production 	,
and the affinity A vanish at their respective equilibrium value
ε = −Deq, while the error probability η and the conditional
Shannon disorder per nucleotide D increase as equilibrium is
approached. The behavior is reminiscent of the one observed
in Ref. [6], although the equilibrium conditional disorder is
here smaller especially in the Markov-chain model.

Here also, the dissociation of the enzyme-DNA complex
should limit the experimental relevance of the study to
the range where the growth velocities are larger than the
dissociation rate v > koff = 0.02 s−1, i.e., to concentrations
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FIG. 7. Exo− human mitochondrial DNA polymerase: (a) Affin-
ity A (open squares), mean growth velocity v (filled triangles), entropy
production 	 (crossed squares), and nucleotide concentration [dNTP]
(filled diamonds) versus the free-energy driving force ε in the regime
close to equilibrium. (b) The corresponding conditional Shannon
disorder D (filled squares) and error probability η (filled circles)
versus the free-energy driving force ε in the same regime. The
equilibrium values of the conditional Shannon disorder are shown
as crosses and those of the error probability as pluses in both models.
In (a) and (b), the dots are the results of numerical simulations, the
solid lines of the Markov-chain model, and the dashed lines of the
Bernoulli-chain model.

[dNTP] > 8.2 × 10−10 M for the human mitochondrial DNA
polymerase.

VII. DISCUSSION

In this paper, the kinetic theory of exonuclease-deficient
DNA polymerases has been developed in order to determine
the speed, fidelity, and thermodynamics of DNA replication in
terms of the biochemical rate constants, the concentrations of
nucleotides and other substances, and the template sequence.
For this purpose, recent theoretical work has been used on
the growth and thermodynamics of Bernoulli and Markov
chains [6,39,70,71].

Already without exonuclease proofreading, the kinetics of
DNA polymerases is of great importance for understanding
DNA replication and many experiments are specifically de-
voted to these enzymes. Indeed, the discrimination between
correct and incorrect nucleotides may already be quite efficient
without dedicated proofreading mechanisms. By explicitly
taking into account the dependence of the rates on the concen-
trations of nucleotides and pyrophosphate, the theory provides
direct comparison with experimental observations [16–31].
In particular, the theory explains the Michaelis-Menten de-
pendence of the mean growth velocity on the nucleotide
concentration, which is a basic feature of enzymatic kinetics.

In this paper, a systematic comparison is carried out
between the Bernoulli- and Markov-chain models. Until now,
theoretical work has mainly used Bernoulli-chain models.
However, experimental observations have revealed that the
rates of DNA polymerases depend not only on the pairing and
polymerization of a new nucleotide, but also on the previously
incorporated nucleotide [17,19,21]. The reason is that, by their
structure, the DNA polymerases have a mechanical interaction
with DNA allowing their dynamics to depend on a few base
pairs in the growing DNA and to be sensitive to possible
mismatches caused by previously formed base pairs. In this
respect, a key role is played by conformational changes in DNA
polymerases during elongation [19]. These essential aspects
imply that the copy growing on a Bernoullian template is a
Markov chain, instead of a Bernoulli chain itself.

Results are obtained for the error probability, the ther-
modynamics of DNA replication, and their consequences on
the evolution of sequences from generation to generation. An
important point is that the mutual information characterizing
replication fidelity takes a value very close to the overall disor-
der if the error probability is low enough, as shown by Eq. (34).
Therefore, the contribution of the conditional disorder (32)
to the thermodynamic entropy production remains small to
the extent that the kinetics of replication has a high fidelity,
although the overall disorder takes larger values close to ln 4
since it characterizes instead the static structure of aperiodic
DNA sequences. As shown with Eq. (51), the replication tends
to increase the overall disorder between the template and the
copy without the further DNA mismatch repair mechanism.
Since the error probability is very small η � 1, the overall
disorder slowly evolves between generations close to its
maximal value D(ω) � D(α) � ln 4.

Furthermore, analytical expressions are deduced for the
error probability. In the full speed regime, the error probability
in the Bernoulli- and Markov-chain models can be expressed as

η∞,B � 3
k

p
+i Kc

k
p
+c Ki

, (90)

η∞,M � 3
k

p
+i|c Kc|c

k
p
+c|c Ki|c

, (91)

showing that fidelity is essentially controlled by the discrim-
ination between correct and incorrect pairings after correct
incorporation. The inverse of the error probability (90) is
known to characterize the fidelity of DNA polymerases [31].
In particular, this quantity has been evaluated by the theo-
retical computation of the free-energy landscape along the
conformational changes and the reaction pathway of DNA
polymerases [72–74]. The formula (91) generalizes this
result to the Markov-chain case. If the kinetic constants are
experimentally measured for every possible nucleotide pairing,
the present theory also shows that the error probability can be
approximatively evaluated according to

η∞,M � 3

〈
Kc|c
k

p
+c|c

〉〈
k

p
+i|c

Ki|c

〉
, (92)

in terms of separate averages 〈. . .〉 for the corresponding ratios
of correct and incorrect pairings.
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For the exo− DNA polymerase of T7 viruses, the expres-
sion (91) applied to the model of Sec. V gives the error proba-
bility η∞ � 10−6 in agreement with the range of experimental
values 3 × 10−7–7 × 10−6 reported in the literature [17,21].
For the exo− DNA polymerase of human mitochondria, which
has a lower fidelity than the one for T7 viruses, the error
probability takes the larger value η∞ � 1.68 × 10−4 also in
agreement with known experimental values of about 10−4 [23].

Results are also obtained for the error probability at low
dNTP concentration in the regime close to thermodynamic
equilibrium. In this regime, the present analysis reveals
differences between the Bernoulli- and Markov-chain models.
A dip is observed in Figs. 3 and 6 for the error probability in the
Markov-chain model, which is not the feature of the Bernoulli
one. Equilibrium happens at a critical dNTP concentration,
which can be calculated in both the Bernoulli- and Markov-
chain models, giving comparable values. However, the error
probability at equilibrium is much different in both models
and it varies significantly depending on the parameter set of
the polymerase. Consistently, the equilibrium error probability
only depends on the Michaelis-Menten constants associated
with quasiequilibria resulting from detailed balance between
opposite transitions. Under the assumption that dissociation
is lower for correct than incorrect base pairs, the equilibrium
error probability is evaluated as

ηeq,B � 3
Kc

Ki
(93)

in the Bernoulli-chain model, but as

ηeq,M � 3
K2

c|c
Kc|i Ki|c

(94)

in the Markov-chain model. Therefore, the equilibrium error
probability can be much smaller in the Markov- than the
Bernoulli-chain model. Moreover, the error probability may be
smaller at equilibrium than at full speed in the Markov-chain
model, as observed in Figs. 6 and 7 for the parameter set of
the exo− human mitochondrial DNA polymerase. This work
thus shows that the behavior of exo− DNA polymerases in
the regime close to equilibrium is very much sensitive to
the dependence of kinetics on the previously incorporated
nucleotide. The difference could be observed experimentally
by studying how error probability varies with nucleotide
concentration. We may expect that the computational approach
could also bring more knowledge about the thermodynamics
of DNA polymerases in the future.

In any case, the present theory predicts a thermodynamic
upper bound on minus the ratio of the free-energy driving force
ε to the conditional Shannon disorder per nucleotide D(ω|α)
in the growth regime where the velocity is positive v > 0.
Indeed, the entropy production (26) is always non-negative
according to the second law of thermodynamics. If v > 0, the
affinity (27) should thus also be non-negative, leading to the
thermodynamic inequality

− ε

D(ω|α)
� 1, (95)

meaning that it is not possible to extract more free energy than
provided by the conditional sequence disorder of the copy with
respect to the template. Figure 8 shows that this upper bound

FIG. 8. Thermodynamic upper bound on minus the ratio of the
free-energy driving force ε to the conditional Shannon disorder
per nucleotide D = D(ω|α) of the copy ω with respect to the
template α versus the mean growth velocity v for the T7 and human
mitochondrial DNA polymerases in the Bernoulli- (dashed lines) and
Markov-chain (solid lines) models.

is indeed satisfied for both exo− DNA polymerases in the
Bernoulli- and Markov-chain models. The ratio (95) reaches
its maximal value equal to unity as thermodynamic equilibrium
is approached when the growth velocity is vanishing.

The practical observation of this prediction requires that the
conditional Shannon disorder and thus the error probability
take large enough values. This is the case for low-fidelity
polymerases because their error probability can be as high
as 0.1–0.5 [75–77]. Besides, the fidelity of DNA polymerase
is known to be reduced by the presence of manganese ions
Mn2+ in the surrounding solution, which is called manganese
mutagenesis [78–81]. Under such circumstances, the con-
tribution of the conditional disorder to the thermodynamic
entropy production should thus be larger, in particular, close to
equilibrium, which could allow the experimental observation
of the crossover from the regime of growth driven by the
entropic effect of disorder to the one driven by free energy [6].
The dependence of these properties on an external force can
also be envisaged [82,83]. Similar considerations apply to
RNA polymerases.

In the companion paper [47], the goal will be to extend the
analysis to DNA polymerases with exonuclease proofreading.
For this purpose, the dependence of the rates on the previously
incorporated nucleotide and the analytical methods developed
for Markov-chain growth processes will turn out to play a
crucial role.
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APPENDIX A: EQUATIONS FOR KINETICS AND THERMODYNAMICS

1. Kinetics

For the reaction network depicted in Fig. 1, the kinetic equations ruling the time evolution of the probabilities (10) are given
by

d

dt
Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
= k

p
+mlml−1
nl nl−1

Pt

(
m1 . . . mlP
n1 . . . nl nl+1 . . .

)
+

∑
ml+1

k −ml+1ml
nl+1 nl

Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)

−
(

k
p
−mlml−1
nl nl−1

[P] +
∑
ml+1

k +ml+1ml
nl+1 nl

[ml+1P]

)
Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
(A1)

and

d

dt
Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)
= k +ml+1ml

nl+1 nl

[ml+1P]Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
+ k

p
−ml+1ml
nl+1 nl

[P]Pt

(
m1 . . . mlml+1

n1 . . . nl nl+1 nl+2 . . .

)

−
(

k −ml+1ml
nl+1 nl

+ k
p
+ml+1ml
nl+1 nl

)
Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)
(A2)

in terms of the rates (6)–(9) for l = 1,2,3,... . In Eq. (A1) for the probability of a copy ending with a monophosphate group, the gain
terms are due to polymerization by pyrophosphate release and to nucleotide dissociation, and the loss terms to depolymerization
by pyrophosphorolysis and nucleotide binding. In Eq. (A2) for the probability of a copy ending with a triphosphate group, the
gain terms are due to nucleotide binding and depolymerization, and the loss terms to nucleotide dissociation and polymerization.
For l = 1 in Eq. (A1) and l = 0 in Eq. (A2), the symbols m0 and n0 stand for the empty set: m0 = n0 = ∅. For l = 0, Eq. (A1)
should be replaced by

d

dt
Pt

(∅
n1 n2 . . .

)
=

∑
m1

k −m1∅
n1 ∅

Pt

(
m1P
n1 n2 . . .

)
−

∑
m1

k +m1∅
n1 ∅

[m1P]Pt

(∅
n1 n2 . . .

)
, (A3)

ruling the probability of the lone template bounded to the enzyme. For l = 0 and 1, these kinetic equations describe the initiation
of the copolymerization process. We notice that the initiation steps become negligible as l → ∞ in the regime of steady growth,
which is here investigated. Equations (A1)–(A3) preserve the total probability

∑
l

∑
m1···ml

[
Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
+

∑
ml+1

Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)]
= 1. (A4)

As explained in Sec. II C, the quasiequilibrium between nucleotide binding and dissociation resulting from the assumption (11)
implies that the kinetic equations (A1) and (A2) reduce to a Michaelis-Menten kinetics for the following sum:

Pt

(
m1 . . . ml

n1 . . . nl nl+1 · · ·
)

≡ Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
+

∑
ml+1

Pt

(
m1 . . . mlml+1P
n1 . . . nl nl+1 nl+2 . . .

)
(A5)

of the probabilities (10). The time evolution of the probability (A5) is ruled by the following kinetic equation:

d

dt
Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
= W +mlml−1

nl nl−1
Pt

(
m1 . . . ml−1

n1 . . . nl−1 nl . . .

)
+

∑
ml+1

W −ml+1ml
nl+2 nl+1 nl

Pt

(
m1 . . . mlml+1

n1 . . . nl nl+1 nl+2 . . .

)

−
(

W −mlml−1
nl+1 nl nl−1

+
∑
ml+1

W +ml+1ml
nl+1 nl

)
Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
(A6)

with the rates

W +ml+1ml
nl+1 nl

= W
p
+ml+1ml
nl+1 nl

and W −mlml−1
nl+1 nl nl−1

= W
p

−mlml−1
nl+1 nl nl−1

(A7)

given by Eqs. (15) and (16) with the denominator (17). Again, the total probability

∑
l

∑
m1...ml

Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
= 1 (A8)

is preserved by the kinetic equations (A6).
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2. Thermodynamics

The connection with thermodynamics is established by noticing that the ratio of the rates for opposite transitions is related by

W
p
+mlml−1
nl nl−1

W
p

−mlml−1
nl+1 nl nl−1

= exp

[
β G

(
m1 . . . ml−1

n1 . . . nl−1 nl . . .

)
︸ ︷︷ ︸

Gl−1(ω|α)

−β G

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)
︸ ︷︷ ︸

Gl (ω|α)

]
(A9)

with β = (RT )−1 to the difference of free enthalpies of the two coarse-grained states, between which the transitions happen. The
entropy production is given by [63–68]

1

R

diS

dt
=

∑
l

∑
m1...ml

[
W

p
+mlml−1

nl nl−1

Pt

(
m1 . . . ml−1

n1 . . . nl−1 nl . . .

)
− W

p
−mlml−1

nl+1 nl nl−1

Pt

(
m1 . . . ml

n1 . . . nl nl+1 . . .

)]

× ln
W

p
+mlml−1

nl nl−1

Pt

(
m1...ml−1

n1 ... nl−1 nl ...

)
W

p
−mlml−1

nl+1 nl nl−1

Pt

(
m1...ml

n1 ... nl nl+1...

) � 0. (A10)

In the regime of steady growth, this expression becomes Eq. (26) in terms of the mean growth velocity (21), the affinity (27), the
free-energy driving force

ε = − g

RT
= lim

l→∞
−1

l

∑
α,ω

νl(α) μl(ω|α) βGl(ω|α), (A11)

which is equivalent to Eqs. (28) and (29) because of Eq. (A9), and the conditional Shannon disorder per nucleotide (30) [6,70].

APPENDIX B: SOLVING THE MARKOV-CHAIN MODEL

1. Solution of the kinetic equations

In the regime of steady growth, the kinetic equations (A6)
can be solved analytically in the form given by Eq. (22) with
the factorization (70) of a Markov chain running from the
growing tip ml of the copy back to the first nucleotide m1 in
terms of the conditional and tip probabilities (71) and (72). The
analytical method has been presented in Ref. [39]. In order to
solve the problem, the partial velocities (77) are first calculated
by the following self-consistent equations:

vc = W+c|c vc

W−c|c + vc
+ 3

W+i|c vi

W−i|c + vi
, (B1)

vi = W+c|i vc

W−c|i + vc
+ 3

W+i|i vi

W−i|i + vi
(B2)

in terms of the rates (A7) given by Eqs. (15)–(17). These self-
consistent equations can be solved by numerical iterations in
order to get the partial velocities vc and vi, starting from some
positive initial values. Thereafter, the tip probabilities (72) are
calculated with

μ(c) = W+c|c
W−c|c + vc

μ(c) + 3
W+c|i

W−c|i + vc
μ(i), (B3)

μ(i) = W+i|c
W−i|c + vi

μ(c) + 3
W+i|i

W−i|i + vi
μ(i), (B4)

which satisfy the normalization condition (74). Now, the
conditional probabilities (71) can be obtained as

μ(c|c) = W+c|c
W−c|c + vc

, (B5)

μ(c|i) = W+i|c
W−i|c + vi

μ(c)

μ(i)
, (B6)

μ(i|c) = W+c|i
W−c|i + vc

μ(i)

μ(c)
, (B7)

μ(i|i) = W+i|i
W−i|i + vi

, (B8)

which satisfy the normalization conditions

μ(c|p) + 3 μ(i|p) = 1 for p = c and p = i. (B9)

The mean growth velocity is thus given by Eq. (78) in
terms of the partial velocities (B1) and (B2) and the tip
probabilities (B3) and (B4). The bulk probabilities of finding
the nucleotides in the bulk of the chain are then computed
with Eq. (73) using the conditional probabilities (B5)–(B8) or,
equivalently, with

μ̄(c) = vc

v
μ(c) and μ̄(i) = vi

v
μ(i) (B10)

in terms of the tip probabilities (B3) and (B4), the partial
velocities (B1) and (B2), and the mean velocity (78). The bulk
probabilities satisfy the normalization condition (75).

2. Thermodynamics

In the regime of steady growth, the entropy produc-
tion (A10) is here given by

1

R

diS

dt
=

∑
p p′

[W+p|p′ μ(p′) − W−p|p′ μ(p′|p) μ(p)]

× ln
W+p|p′ μ(p′)

W−p|p′ μ(p′|p) μ(p)
� 0 (B11)

with p,p′ ∈ {c,i,i,i}, in terms of the transition rates (A7)
given by Eqs. (15)–(17) and the probabilities (B3)–(B8). This
expression is equivalent to Eq. (26) with the mean growth
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velocity (78), the free-energy driving force (79), and the
conditional Shannon disorder per nucleotide (80) [39].

3. Equilibrium

For exonuclease-deficient polymerases, the partial veloc-
ities as well as the mean velocity are vanishing at the
thermodynamic equilibrium: vc = vi = v = 0. Accordingly,
Eqs. (B3) and (B4) for the tip probabilities form a closed
homogeneous set of equations, which admits a nonzero
solution under the condition∣∣∣∣zc|c − 1 3 zc|i

zi|c 3 zi|i − 1

∣∣∣∣ = 0, (B12)

where

zp|p′ ≡ W+p|p′

W−p|p′
= KP [dNTP] Qp

Kp|p′ [P] Qp′
(B13)

for p,p′ = c or i. For a given pyrophosphate concentration
[P], the equilibrium condition (B12) selects a critical value
[dNTP]eq for the nucleotide concentration. This critical con-
centration can be written as in Eq. (82) in terms of the new
variable δ. Substituting this expression into Eq. (B12) and solv-
ing for δ if Kc|c � Ki|c,Ki|i, we obtain δ � −3 K2

c|c/(Kc|iKi|c),
hence the critical concentration (82).

To get the error probability at equilibrium, we should notice
that, if the equilibrium tip probabilities are solutions of∑

p′
zp|p′ μeq(p′) = μeq(p), (B14)

the bulk probabilities satisfy

∑
p

μ̄eq(p)

μeq(p)
zp|p′ = μ̄eq(p′)

μeq(p′)
(B15)

for p,p′ ∈ {c,i,i,i}. Solving these equations, we find that the
error probability, which is defined by Eq. (76) in terms of the
bulk probabilities, is given by

ηeq,M = zc|c − 1

zc|c + 3 zi|i − 2
. (B16)

Using Eq. (B13), we have that

zc|c = 1 + δ � zi|i = Kc|c
Ki|i

(1 + δ). (B17)

Since |δ| � 1, we finally obtain that the error probability (B16)
is evaluated as ηeq,M � −δ, hence Eq. (81).

4. Full speed regime

In the full speed regime, the detachment rates become
negligible with respect to the attachment rates W−p|p′ = 0, so
that Eqs. (B1) and (B2) directly give the partial velocities as

vc = W+c|c + 3 W+i|c, (B18)

vi = W+c|i + 3 W+i|i. (B19)

On the other hand, Eqs. (B3) and (B4) for the tip probabilities
can be solved to get

μ(c) = W+c|i
W+c|i + 3 W+i|c

, (B20)

μ(i) = W+i|c
W+c|i + 3 W+i|c

, (B21)

which satisfy the normalization condition (74).
Since moreover the attachment rate of a correct base pair

after the incorporation of a correct base pair is typically larger
than the other ones, we have that vc � vi and μ(c) � μ(i) and
the mean velocity can be approximated by v � vcμ(c). Using
Eqs. (B18) and (B20) with W+c|c � 3 W+i|c, the mean growth
velocity is approximated by

v∞,M � W+c|c W+c|i
W+c|i + 3 W+i|c

. (B22)

Furthermore, supposing W+c|i � 3 W+i|c, which is equivalent
to taking μ(c) � 1, we find Eq. (84).

Now, the error probability is defined by Eq. (76), which is
combined with Eq. (B10) to obtain

η∞,M = 3 μ̄(i) = 3 μ(i)
vi

v
� 3

μ(i) vi

μ(c) vc
. (B23)

Substituting Eqs. (B18), (B19), (B20), and (B21), we get an
expression for the error probability in terms of the attachment
rates. Again, since the attachment rate W+c|c is typically larger
than the other ones, the error probability can be evaluated by

η∞,M � 3
W+i|c
W+c|c

(
1 + 3

W+i|i
W+c|i

)
. (B24)

Replacing with the expressions (63) and (64) for the attach-
ment rates, we finally obtain the error probability (87) in the
full speed regime.

5. Back to the Bernoulli-chain model

In the case where the rates no longer depend on the
previously incorporated nucleotide, i.e.,

W±c|c = W±c|i ≡ W±c, (B25)

W±i|c = W±i|i ≡ W±i, (B26)

the partial velocities are equal to the mean velocity vc = vi =
v, and the probabilities satisfy

μ(c|c) = μ(c|i) = μ(c) = μ̄(c), (B27)

μ(i|c) = μ(i|i) = μ(i) = μ̄(i), (B28)

so that we recover all the results of the Bernoulli-chain model
if the approximations are otherwise comparable.

APPENDIX C: ALGORITHM FOR SIMULATING
DNA REPLICATION

The stochastic process of DNA replication is simulated at
the single-molecule level with Gillespie’s algorithm [61,62].
Prior to the simulation, a long enough random sequence
α = n1n2 . . . nL is generated for the template. For given
nucleotide concentrations, the attachment and detachment
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rates (15) and (16) are calculated for every possible event.
There are five possible transitions that may happen to the
copy ω = m1m2 . . . ml : the attachment of four possible nu-
cleotides ml+1 ∈ {A,C,G,T} or the detachment of the ultimate
nucleotide ml of the copy. The rates (15) and (16) depend on
the previously incorporated nucleotide, as well as on at most
three consecutive nucleotides nl−1nlnl+1 of the template.

Accordingly, at each step of the process, the length l of the
copy being known, the nucleotides

ml−1ml,

nl−1 nl nl+1
(C1)

conditioning the next event are determined. The random time
interval �t until the next event is exponentially distributed
according to

p(�t) = 
l exp(−
l �t), (C2)

with


l =
∑
ml+1

W
p
+ml+1ml
nl+1 nl

+ W
p

−mlml−1
nl+1 nl nl−1

. (C3)

This random time interval is thus obtained as

�t = − 1


l

ln x (C4)

with a uniformly distributed random variable x ∈ [0,1].
Another independent such random variable y ∈ [0,1] is used
to determine the transition occurring among the five possible
ones according to the branching probabilities:

P+ml+1 = 1


l

W
p
+ml+1ml
nl+1 nl

with ml+1 ∈ {A,C,G,T}, (C5)

P−ml
= 1


l

W
p

−mlml−1
nl+1 nl nl−1

. (C6)

The change of the free-energy driving force is given by
Eqs. (28) and (29). The procedure is repeated for many
successive steps to obtain a long enough copy sequence ω =
m1m2 . . . mL. The different properties of interest are computed
by statistics over a large enough sample of so-generated copy
sequences.
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