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Accelerating oscillatory fronts in a nonlinear sonic vacuum with strong nonlocal effects
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We describe and explore accelerating oscillatory fronts in sonic vacua with nonlocal interactions. As an
example, a chain of particles oscillating in the plane and coupled by linear springs, with fixed ends, is considered.
When one end of this system is harmonically excited in the transverse direction, one observes accelerated
propagation of the excitation front, accompanied by an almost monochromatic oscillatory tail. Position of the
front obeys the scaling law l(t) ∼ t4/3. The frequency of the oscillatory tail remains constant, and the wavelength
scales as λ ∼ t1/3. These scaling laws result from the nonlocal effects; we derive them analytically (including
the scaling coefficients) from a continuum approximation. Moreover, a certain threshold excitation amplitude is
required in order to initiate the front propagation. The initiation threshold is evaluated on the basis of a simplified
discrete model, further reduced to a completely integrable nonlinear system. Given their simplicity, nonlinear
sonic vacua of the type considered herein should be common in periodic lattices.
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I. INTRODUCTION AND DESCRIPTION OF THE MODEL

Nonlocal nonlinearities naturally appear in classical models
describing the nonlinear motion of beams with restrained ends
[1,2]. For example, the transverse dynamics of a beam with
fixed ends, bending in a direction of one of the main axes
of its cross section, is described by the following partial
integrodifferential equation:

ρytt + EIyxxxx = ESyxx

2L

∫ L

0
y2

xdx. (1)

Here y(x,t) is the transverse displacement of the beam point; x
is a coordinate along its axis; ρ and E are the mass density and
Young’s modulus, respectively, of the beam; L is the length
of the undeformed beam; S and I denote area and moment
of inertia of the beam cross section. The nonlocal term in the
right-hand side of Eq. (1) appears due to a stretching of the
midplane caused by transverse displacement of the beam with
immobile ends. If the bending term is negligible and both ends
are clamped at distance L, then Eq. (1) reduces to the following
strongly nonlinear wave equation:

ρytt − ES

2L
yxx

∫ L

0
y2

xdx = 0. (2)

This equation describes the transverse oscillations of an elastic
string with fixed ends and without pretension. Only recently,
a similar approximation has been developed for a discrete
counterpart of such a string—a linear chain of particles moving
in the plane, with next-neighbor interactions through linear
springs, without pretension, and with fixed boundaries [3]. For
the sake of completeness, we outline this derivation here. Let
us consider a dissipation-less lattice of N particles of identical
unit mass, moving in the plane and connected by linear springs
with unit elastic constant (and unstretched at the horizontal
position of equilibrium) and having fixed boundary conditions
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(cf. Fig. 1). Taking into account geometric nonlinearities, the
equations of motion are [3]

z̈n + Tn cos φn − Tn+1 cos φn+1 = 0,

ÿn + Tn sin φn − Tn+1 sin φn+1 = 0,

n = 1, . . . ,N, z1 = zN ≡ 0,

y1 = yN ≡ 0, (3)

where yn and zn are the transverse and axial displacements
of the nth particle from its equilibrium positions respectively,
vn = n − 1 + zn is the axial coordinate of the nth particle,
Tn = (rn − ln) is a stretching force (tension) in the nth spring,
and ln and rn denote unstretched and stretched lengths of the
spring respectively. In addition, φn is the angle between the
nth spring and the horizontal direction, and gravity forces are
neglected.

Expressing the angles and the stretching of the springs in
terms of the axial and transverse deformations, and expanding
in Taylor series with respect to the small differences (zn −
zn−1) and (yn − yn−1) in the limit of small-energy oscillations,
Eqs. (3) are reduced to the following form [3]:

z̈n − (zn+1 + zn−1 − 2zn) − 1
2 (yn+1 − yn)2 + 1

2 (yn − yn−1)2

= 0,

ÿn − (zn+1 − zn)(yn+1 − yn) − 1
2 (yn+1 − yn)3

+ (zn − zn−1)(yn − yn−1) + 1
2 (yn − yn−1)3 = 0. (4)

We consider slow time scale t ∼ O(1/ε). Small parameter
ε expresses the assumption that the energy of the system is
relatively low, and the axial displacements are much smaller
than the transversal ones [namely yn ∼ O(ε), zn ∼ O(ε2)]. At
leading order of approximation the time derivative in the first
equation of system (4) can be neglected, and the tension in the
springs turns out to be spatially uniform and equal to

Tn = (zn+1 − zn) + 1
2 (yn+1 − yn)2 = const. (5)
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FIG. 1. The nonlinear spring-mass lattice in the plane.

Simple algebraic manipulation yields the following equation
for axial tension T in the deformed chain:

T = 1

(N − 1)

N∑
j=0

Tj = 1

2(N − 1)

N∑
j=0

(yj+1 − yj )2. (6)

In the last transformation fixed-fixed boundary conditions were
taken into account. Note that for validity of Eq. (6) it is
sufficient that only the axial displacements vanish at the chain
boundaries. With account of (5) and (6), the second equation
of system (4) can be rewrittten as follows:

ÿn − yn+1 − 2yn + yn−1

2(N − 1)

N−1∑
j=1

(yj+1 − yj )2 = 0. (7)

It is easy to recognize that Eq. (2) approximates Eq. (7) in the
long-wave limit. It should be stressed here that Eq. (7) is valid
only if the dynamic processes (in particular, wave propagation)
are slow compared to the velocity of longitudinal sound in
the chain. Besides, asymptotic regime described by Eq. (7) is
settled after initial time instance, necessary for the longitudinal
sound waves to pass through the chain. More details on the
derivation and validity of Eq. (7) are presented in Ref. [3].

Systems (2) and (7) exemplify the important concept of
sonic vacuum—linearization of both these systems yields
zero sound velocity. Thus, these systems can be classified as
nonlinearizable—one never can neglect the nonlinear terms.
Similar properties of the sonic vacuum are well known and
widely studied in systems of granular particles without external
precompression; the nonlinearity appears there due to Hertzian
contact [4–7]. Also, nonlinearizable systems of a different
structure were widely explored as possible nonlinear energy
sinks [8–11]. The essential nonlinearity of these sinks allows
them to resonate with primary oscillatory systems over a
broad frequency range [9] and efficiently absorb energy. Such
systems are investigated as possible engineering solutions for
vibration mitigation and energy harvesting in a wide range of
possible applications [9,12,13].

However, systems (2) and (7), as compared to the granular
media without precompression or the nonlinear energy sinks,
possess an additional important property—the nonlocality. If
one is interested only in modal oscillations of these systems,
then the problem becomes relatively easy, since the integral
term in Eq. (2) and the corresponding sum term in Eq. (7)
depend only on time. Therefore, the spatial modal shapes of
the strongly nonlinear sonic vacua (2) and (7) will be the
same as for simple linear string or chain with fixed ends and,
respectively, will correspond to sinusoidal standing waves. The
nonlinearity will reveal itself only in the time domain—the
oscillations will be anharmonic, and their frequency will be

proportional to the amplitude [3]. The fact that the integral
term in Eqs. (1) and (2) does not modify the spatial modal
shapes is well known and widely used in approximate modal
analysis of oscillating continuous systems [14].

II. PROPAGATION OF ACCELERATING OSCILLATORY
FRONTS: SIMULATION AND THEORY

Beyond modal oscillations, the dynamics of sonic vacua
similar to (2) and (7) is almost unexplored due to the strong
nonlinearity. Below we demonstrate that the nonlocal non-
linearity brings about some unexpected and unusual dynamic
phenomena even in very simple settings. To illustrate this, the
dynamics of a spring-and-mass chain with N particles in a
plane is simulated. The nondimensional Hamiltonian of the
lattice is expressed as

H =
N−1∑
n=2

1

2

(
v̇2

n + ẏ2
n

) +
N−1∑
n=1

1

2
(rn − 1)2, (8)

where vn denotes the axial coordinate of the nth particle and
rn = [(vn+1 − vn)2 + (yn+1 − yn)2]1/2 is the distance between
particles n and n + 1. The right end of the chain is fixed,
whereas the left end of the chain does not move in the axial (x)
direction and harmonically oscillates in transversal direction.
The equations of motion are expressed as

v1(t) ≡ 0, y1(t) = A sin(ωt),

v̈n = −∂H/∂vn, ÿn = −∂H/∂yn,

n = 2, . . . ,N − 1,

vN (t) ≡ N − 1, yN (t) ≡ 0, (9)

and are numerically integrated with zero initial velocities and
in straight initial configuration, by the velocity Verlet method
[15] with the following parameters: N ∈ [125,10000], excita-
tion amplitudes A ∈ [0.1,7], and frequencies ω ∈ [0.01,0.5].

Typical results of the simulation are presented in Fig. 2,
where we depict the “transverse component” of local kinetic
energy Ek = ẏ2

n/2 versus n at different time instances. One can
observe the propagation of the excitation front, accompanied
by an apparently monochromatic oscillatory tail. Propagating
fronts with oscillatory tails are well known in models of
phase transitions in solid-state and similar problems [16–19].
Solitary waves on an oscillatory background (nanopterons)
also involve oscillatory tails, although they propagate without
energy release [20]. However, the solution presented here has
a very interesting feature not known in the settings mentioned
above. It follows from Fig. 2(a) that this front accelerates in
the course of propagation.

To get better insight into these findings, we explore the
relationship between transversal and axial oscillations for the
cases examined in Fig. 2 (see Fig. 3). It is possible to see that
in case (a), which corresponds to the front propagation, the
kinetic energy of the axial oscillations of the lattice is about two
orders of magnitude less than that of the transversal oscillations
(so its omission from the plot in Fig. 2 is justified). However,
in case (b), no such separation of the energy scales is observed.
This latter case corresponds to the spatial localization of
the boundary excitation; no accelerating oscillatory front is
formed.
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FIG. 2. Evolution of local kinetic energy Ē = ẏ2
n/2�E at differ-

ent segments of time t̄ = t/�t in the chain with N = 625 and (a)
A = 0.5, ω = 0.05 (�E = 10−3, �t = 492); (b) A = 1, ω = 0.3
(�E = 1, �t = 164). �E is a rescaling coefficient for energy,
introduced for better appearance of the graphs.

In order to explain the observed propagation of the oscilla-
tory front analytically, we consider a simplified model of the
oscillatory region in the chain and suppose a monochromatic
wave in the oscillatory tail after the front in continuum ap-
proximation. Then the field of displacements in the oscillatory
zone is approximately described as follows:

y(x,t) =
{
A sin(ωt − kx), 0 � x � l(t),
0, l(t) < x � L.

(10)

Here l(t) is the instantaneous coordinate of the front and k

is the wave number. It is also assumed at this stage that the
front propagation is slow enough compared to the frequency of
transverse oscillations of the particles; i.e., dl(t)/dt � ωl(t).
To establish complete correspondence between the continuum
approximation (2) and the discrete model (7)–(9), one should
set ρ = E = S = 1, L = N − 1. Then, by substituting (10)
to (2) and balancing principal terms, the following equation is
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FIG. 3. Total kinetic energy (curves 1 and 4, in blue), kinetic
energy of the transversal oscillations (curves 2 and 5, in green)
and kinetic energy of the axial oscillations (curves 3 and 6, in red)
for the chain with N = 625. The parameters correspond to those
used for simulations presented in Fig. 2. (a) A = 0.5,ω = 0.05 (front
propagation); (b) A = 1.0,ω = 0.3 (spatial localization close to the
boundary). Both energy and time are presented in logarithmic scales.

obtained:

Aω2 sin(ωt − kx) ≈ k4A3l(t) sin(ωt − kx)

4(N − 1)
. (11)

An additional condition can be obtained from the assumed
stationary character of the front propagation. To this end, the
phase velocity of the oscillatory tail should be equal to the
front velocity [18] so Vph = ω/k = dl(t)/dt . Combining this
expression with Eq.(11), one obtains an explicit expression for
the position of the accelerating front:

k4l(t) = 4ω2(N − 1)

A2
⇒ 1

l

(
dl

dt

)4

= A2ω2

4(N − 1)

⇒ l(t) = Kt4/3, K =
(

81A2ω2

1024(N − 1)

)1/3

. (12)

Thus, the front indeed accelerates with velocity V ∼ t1/3.
Wavelength of the oscillatory tail obeys the same scaling
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FIG. 4. Dependence of the position of the leading edge of the
front l(t) on time t for three different sets of parameters: N =
2500, A = 0.5, ω = 0.03; N = 5000, A = 1.5, ω = 0.08 and N =
1000, A = 0.6, ω = 0.03 (curves 1, 2, and 3 respectively). Dashed
line corresponds to the slope t4/3.

law. Prediction of Eq. (12) is completely supported by the
numerical simulations, as is demonstrated in Fig. 4, for three
different sets of parameters, with the curves depicting the
front position versus time (shifted by ln K) collapsed into a
straight line with slope 4/3. So the considerations presented
above predict not only the correct scaling law for the front
position but also the scaling coefficient, which depends on
a specific set of parameters. One can note that coefficient
K in (12) explicitly depends on the total chain length N ,
although the oscillatory front has not achieved yet the right
boundary. Therefore, the nonlocality of the model is crucial
for the observed acceleration of the oscillatory front.

III. INITIATION THRESHOLD FOR THE
ACCELERATING OSCILLATORY FRONT

Numeric simulations presented in the previous section
demonstrate that for low excitation amplitude the accelerating
oscillatory front is not formed, and the zone of oscillations
remains localized. From the other side, derivation presented
above (10)–(12) does not imply any threshold for the front
initiation and propagation. It means that the observed threshold
cannot be explained in terms of the continuum model (2).
Therefore, to understand these observations, one should resort
to the discrete model of the chain. We will adopt a simplified
approach and establish the minimal amplitude of oscillations
of particle n = 1 that allows efficient energy transport to
particle n = 2 and, thus, substantial excitation of the chain and
initiation of the wave front. Accordingly, we analyze (7) with
y1 = −A sin ωt, yn = 0, n � 3, and zero initial conditions
for y2(t). This system is rescaled with ωt = τ , y2 = αu(τ ),
A = αa, α = ω

√
2(N − 1). Then one arrives at the following

equation for variable u(τ ):

uττ + (2u + a sin τ )[u2 + (u + a sin τ )2] = 0. (13)

One thus expects that the dynamics of the front initiation
is governed by a single nondimensional parameter a =
A[ω

√
2(N − 1)]−1. The primary frequency of the oscillatory

front is expected to be close to the normalized value of unity.

Therefore, the complex variable ϕ(τ ) exp(iτ ) = uτ (τ ) + iu(τ )
is introduced [21]. Supposing that variable ϕ(τ ) varies slowly,
balancing principal terms in Eq. (13), we arrive at the following
slow-flow equation:

ϕτ + 1
2 iϕ − 1

8 i[2(2ϕ + a)(|ϕ|2 + |ϕ + a|2)

+ (2ϕ∗ + a)(ϕ2 + (ϕ + a)2)] = 0. (14)

Though far from obvious, this slow-flow equation is com-
pletely integrable. The integral of motion is expressed as:

C = |ϕ|2 − 1
8 [2(|ϕ|2 + |ϕ + a|2)2 + |ϕ2 + (ϕ + a)2|2].

(15)

To see this, it is sufficient to note that Eq. (14) is equivalent to
ϕτ = − i

2
∂C
∂ϕ∗ . Since C is real, one immediately obtains ϕ∗

τ =
i
2

∂C
∂ϕ

and, consequently, dC
dτ

= ∂C
∂ϕ

ϕτ + ∂C
∂ϕ∗ ϕ

∗
τ = 0. Then we

split the slow variable into polar components ϕ = R exp(iδ).
The initial condition ϕ(0) = 0 corresponds to C = −3a4/8.
Therefore, the averaged phase trajectories of the particle n = 2
for different values of the external excitation are expressed by
the following family of implicit equations:

R2

(
1 − 3

2
R2 − a2

)
− 3Ra

(
R2 + 1

2
a2

)
cos δ

− 2(Ra cos δ)2 = 0. (16)

The family of solutions of Eq. (16) for various values of a

is presented in Fig. 5. One can see that for small values of a

the phase trajectory stays in the region of small values of R.
This regime corresponds to localization of forced oscillations
near the excited end of the chain, similarly to the regime
demonstrated in Fig. 2(b). There exists an excitation threshold
above which the phase trajectory is attracted to a region of
relatively large R. So the energy of oscillations is intensively
irradiated into the chain, and it seems natural to associate
this regime with the formation of the oscillatory front. The
threshold excitation corresponds to the phase trajectory, which
passes through the saddle point in Fig. 5 (curve 3). This yields
the following evaluation for this threshold: acr ≈ 0.3574.
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δ
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5

FIG. 5. Phase trajectories corresponding to Eq. (16) for zero
initial conditions and a = 0.3,0.34,0.3575,0.37,0.42 (curves 1, 2,
3, 4, and 5 respectively).
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FIG. 6. Relationship between the frequency ω and the amplitude
A for the oscillatory front initiation for chain lengths N = 125 and
N = 250 (lines 1 and 2). The black dashed lines represent linear fitting
of the markers 1 and 2. The region above a corresponding dashed line
corresponds to a propagating front regime, and no front is initiated for
parameters below the dashed line. The linear fitting relations are given
by A = 0.274ω

√
2(N − 1) for N = 125 and A = 0.287ω

√
2(N − 1)

for N = 250.

Similar transitions are widely discussed in terms of limiting
phase trajectories [21–23].

Thus, the boundary for formation of the oscillatory front
is described by the line A = acrω

√
2(N − 1). This prediction

is verified in Fig. 6. Approximate linear dependence of A on
ω is observed, but the coefficient of these lines turns out to
be somewhat overestimated. This discrepancy is presumably
related to the number of simplifying assumptions adopted in
our analysis.

All simulations and derivations presented above explored
the idealized model without bending elasticity. Experimen-
tally, the model with negligible bending elasticity can be
realized as a chain of springs linked by high-quality bearings.
As one can learn from the paper, such a system can efficiently
absorb energy in a wide range of frequencies when excited at
sufficient amplitude. Therefore, it may be a viable candidate
for the design of nonlinear energy sinks [8,9].

At the microscopic or mesoscopic level, one can consider
other physical realizations of the model considered—for
instance, slender microbeams or polymer macromolecules.
Such systems can have some nonzero bending elasticity. Thus,
it is important to establish whether the accelerating oscillatory
front will exist also in this case. To check that, we simulate
the chain with all conditions similar to the reported above
[Eqs. (8) and (9)], but with an additional bending term in
the Hamiltonian �Hb = ε

∑N−1
n=2 (1 + cos θn), where θn is the
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FIG. 7. Evolution of local kinetic energy Ē = ẏ2
n/2�E at dif-

ferent segments of time t̄ = t/�t in the chain with N = 1500 and
A = 0.5, ω = 0.05, �t = 792, �E = 10−4, ε = 0.001.

angle between the neighboring links adjacent to particle n.
The continuum limit of this system corresponds to Eq. (1)
with ρ = E = S = 1, L = N − 1, I = ε. The results of this
simulation are presented in Fig. 7. One can see that, at least
for a relatively small bending coefficient, the accelerating
oscillatory front is indeed observed. It should be mentioned
that perturbation of the exact conditions of the sonic vacuum
brings forward rich and interesting dynamics, which will be
explored and reported elsewhere.

IV. CONCLUDING REMARKS

To conclude, we revealed a new type of excitations in
a lattice representing a nonlinear sonic vacuum with strong
nonlocal dynamical interactions (despite only next-neighbor
physical coupling). These excitations are accelerating fronts
with oscillatory tails. The fronts accelerate according to the
scaling law l ∼ t4/3 due to nonlocal dynamical interactions.
The tails have constant frequency, but their wavelength is not
constant—it scales with time as λ = 2π/k = 2πlt/ω ∼ t1/3.
Such fronts reveal themselves in most well-known and popular
models, such as the suspended string without pretension
and the chain of linear springs and masses with fixed ends.
Simple analytic considerations allow the derivation of all main
parameters of the front, including the scaling characteristics
and the excitation threshold.
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