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Simplest relationship between local field potential and intracellular signals in layered neural tissue
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The relationship between the extracellularly measured electric field potential resulting from synaptic activity
in an ensemble of neurons and intracellular signals in these neurons is an important but still open question.
Based on a model neuron with a cylindrical dendrite and lumped soma, we derive a formula that substantiates
a proportionality between the local field potential and the total somatic transmembrane current that emerges
from the difference between the somatic and dendritic membrane potentials. The formula is tested by intra-
and extracellular recordings of evoked synaptic responses in hippocampal slices. Additionally, the contribution
of different membrane currents to the field potential is demonstrated in a two-population mean-field model.
Our formalism, which allows for a simple estimation of unknown dendritic currents directly from somatic
measurements, provides an interpretation of the local field potential in terms of intracellularly measurable synaptic
signals. It is also applicable to the study of cortical activity using two-compartment neuronal population models.
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I. INTRODUCTION

Extracellular potentials are commonly used in neurophys-
iology. However, an interpretation of these signals in terms
of intracellular parameters of neuronal activity is unclear
[1–5]. In particular, even in the case of synchronous neuronal
epileptiform events the relationship between simultaneously
registered extracellular and intracellular signals is nontriv-
ial [6]. Assuming a homogeneous and isotropic extracellular
space (but see Ref. [7]), an extracellular potential is commonly
described by the Poisson equation with macroscopically
averaged transmembrane currents as distributed sources [8,9]
or by the Laplace equation with the transmembrane currents
distributed along all membrane surfaces [10–15]. If neu-
ronal activity is modeled by multiple compartment neurons,
then calculation of the local field potential (LFP) with the
Poisson equation is straightforward. However, in most cases
researchers only have access to measure signals at the somatic
compartment, making estimation of the contribution of single
neurons to LFP challenging because their dendritic currents
cannot be directly estimated. Moreover, biophysically detailed
mean-field models also deals with somatic signals of neuronal
activity exclusively, and the question of how to estimate the
LFP from these somatic signals is unclear [16–18]. Instead
of Poisson equation-based models, simple formulas linking
intracellular parameters of neuronal activity to extracellular
field potential have been proposed [19–24] coming from
phenomenological considerations that are still debated [22,25].
Some of such simple phenomenological models include
those that relate the LFP to: (a) the somatic membrane
voltage [26,27], (b) the sum of absolute values of the excitatory
and inhibitory synaptic currents [20,28], (c) the sum of
synaptic and intrinsic currents of slow voltage-gated ionic
channels [21], or (d) to the difference of dendritic and somatic
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membrane voltages [23]. Is there any possibility to analytically
model extracellular field potentials resulting from dendritic
synaptic activity using simple models of neurons?

In the present work, we derive an approximation of LFP that
is compatible with two-compartment neuron-based population
models and relates the LFP to somatic intracellular recordings
that account for dendritic contribution. To that purpose, first
the Poisson equation is applied to a distributed neuron (DN)
consisting of a cylindrical dendrite of a given length stemming
from the soma (Sec. II A), which gives a formula of LFP as a
function of membrane potentials at the soma and dendrite
(Sec. II B). Then, in order to apply the LFP formula in
the framework of population modeling approaches, a two-
compartment neuron (TCN) model is constructed, based only
on somatic recordings in voltage- and current-clamp mode.
Joint solution of two boundary problems each corresponding to
one of these modes with linear approximation of the potential
distribution along the dendrite constitutes the TCN (Sec. II C).
Such a derivation, which was initially proposed in Ref. [29]
for a particular case, is now generalized in the present work.
The TCN model provides an estimation of the synaptic current
at dendrite given the resulting current measured in the voltage-
clamp mode at the soma. In Sec. III, the derived formula
for the LFP is verified with patch-clamp and extracellular
recordings in hippocampal slices. The proposed TCN and
LFP models are recommended for an implementation into
a population firing-rate-type model proposed in Ref. [30]
(Sec. IV) or a conductance-based refractory density model
proposed in Ref. [31]. This model is suitable to examine the
relationship between intracellular and LFP synaptic signals in
layered neural tissue like the hippocampus or the neocortex.

II. MATHEMATICAL MODEL OF LFP

In order to construct a model for an extracellular potential
measured on layered neural structures, we make the following
assumptions: (1) the neuronal populations are homogeneously
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FIG. 1. (Color online) Schematic of the layered hippocampal
structure under consideration and model details. Glutamatergic
pyramidal cells are modeled as a passive cylindrical dendrite of length
L lumped to a soma at one extreme. Synaptic currents impinging at
the dentrites (I d

syn) at z = L flow into the (J s
m). The extracellular field

potential is calculated along the z axis of a conductive cylinder of
radius a1, with z = 0 at the soma. Activation of the excitatory synaptic
input pathway lead to dendritic synaptic inward currents impinging
on aligned pyramidal cells at a distance from the soma (L), as well as
outward perisomatic synaptic inhibition resulting from feedforward
activation of local circuit GABAergic interneurons.

distributed in the space; (2) only one-type (pyramidal) cells
influence the extracellular potential; (3) the complexities
of neuronal dendritic trees can be neglected and single
equivalent dendrites are aligned in vertical direction; and
(4) the extracellular potential changes are negligible for
transmembrane potential calculations, i.e., V = Vintra. Note
that only synaptic activities will be included, i.e., no active
ionic currents are considered and compartments are passive.
However, we introduce later a contribution of spikes in the
LFP model (Sec. IV).

A. Distributed neuron model (DN) of a single neuron

We model a neuron as a passive cylindrical dendrite with the
soma at one extreme, i.e., as a boundary condition. Therefore
the neuron is considered a passive cable aligned along the
vertical coordinate z, with soma at z = 0 and the end of
the dendrite at z = L (Fig. 1). Synaptic currents input into
the soma, I s

syn, and at the end of the dendrite, I d
syn. The

cable equation for the membrane potential V (t,z) along the
distributed model neuron is

1

2πa

∂

∂z

(
1

ri

∂V

∂z

)
= jm(z,t), (1)

where a is the radius of the dendrite and ri is the specific
intracellular resistivity. The transmembrane current jm(t,z) is
a sum of a leakage and capacity terms, i.e.,

jm(z,t) = C
∂V

∂t
+ gLV, (2)

where gL is the specific leak conductance and C is the specific
capacitance. The voltage V (z,t) is assumed to be measured
from the resting level.

Under current clamp mode boundary conditions at the soma
take the form:

1

ri

∂V

∂z

∣∣∣∣
z=0

=
(

C
dU

dt
+ gLU

)
Ssoma − I s

syn ≡ J s
m(t), (3)

where we use the notation U (t) ≡ V (t,0) for the measurable
somatic voltage, I s

syn is the synaptic current impinging on
the soma, J s

m is the total current flowing through somatic
membrane, and Ssoma is the somatic membrane area. At the
end of the dendrite, boundary conditions take the form:

1

ri

∂V

∂z

∣∣∣∣
z=L

= I d
syn. (4)

B. Extracellular field potential equations

In order to get the next level approximation, we derive
the LFP equation resulting from the DN model. Following
Ref. [32] we consider a cylindrical layer of radius a1 (Fig. 1),
where neurons are homogeneously distributed with the density
p per area and their dendrites aligned along the radial
coordinate z from 0 to L. Our goal is to estimate the
extracellular potential ϕ(t,z) along the axis of symmetry.

Extracellular potential in a conductive medium is calculated
as a superposition of current sources and described by the
Poisson equation [8]:

∇ · (σ∇ϕ) = −J, (5)

where J is the average of the inward currents per unit volume
and σ is the mean conductivity of extracellular medium,
assumed to be a constant tensor. For a one-dimensional source
function J (t,z) distributed along the cylinder, the solution
of (5) for the extracellular potential at z = z0 is given by the
convolution [32]:

ϕ(t,z0) =
∫ L

0
G(z0,z) J (t,z) dz, (6)

with the kernel that reflects the potential at the axis of
symmetry of a unit charge distributed on a disk with

radius a1 [33]: G(z0,z) = (
√

(z0 − z)2 + a2
1 − |z0 − z|)/2σ .

(Though the potential distribution off the z axis is not planar
for limited disk.) The potential within and near the thin layer
(L � a1) can be approximated for |z0 − z| � a1 as

G(z0,z) ≈ (a1 − |z0 − z|)/2σ . (7)

For the system of distributed parallel dendrites (i.e., DN
model) with boundary sources at z = 0 and z = L:

J (t,z) = 2πap jm(t,z) + p J s
m(t) δ(z − 0)

−p Id
syn(t) δ(z − L). (8)

After substitution (7) and (8) into (6), the potential ϕ becomes:

ϕ(t,z0) = p

2σ

[
2π a

∫ L

0
jm(t,z) (a1 − |z0 − z|) dz

+ J s
m(t)(a1 − z0) − I d

syn(t)(a1 − |z0 − L|)
]
. (9)

Now we note that the transmembrane current jm may be
calculated from Eq. (1). Thus substituting Eq. (1), the first
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term in commas is rewritten and then integrated by parts with
the boundary conditions defined in Eqs. (3) and (4), as follows:

2π a

∫ L

0
jm(t,z) (a1 − |z0 − z|) dz

=
∫ L

0

1

ri

∂2V

∂z2
(a1 − |z0 − z|) dz

= (a1 − |z0 − L|) I d
syn(t) − (a1 − z0) J s

m(t)

− [2 V (t, min(z0,L)) − V (t,0) − V (t,L)]/ri .

Inserting this expression into (9), ϕ(t,z) is obtained as

ϕ(t,z0) = p

2 σ ri

[−2 V (t, min(z0,L)) + V (t,0) + V (t,L)].

(10)

Note that this simple formula is obtained because of the
similarity of the Poisson and cable equations. Considering the
position of somas (z0 = 0) and dendrites (z0 = L), the somatic
and dendritic extracellular potentials are

ϕ(t,0) = −ϕ(t,L) = p

2 σ ri

[V (t,L) − V (t,0)]. (11)

Note that the extracellular potentials at the levels of somas
and synapses are opposite in signs. As follows from (10),
the distribution of ϕ along the z axis is a linear combination
of the somatic and dendritic membrane potentials. This
approximation is roughly consistent with depth multielectrode
measurements of LFP in layered structures [34]. It reveals the
main intracellular terms contributing in LFP (after zero term
in one-compartment models), showing the consistency of the
conventional representation of LFP by a dipole.

In order to meet the typical experimental constraints, we
eliminate nonsomatic measures from the LFP estimation by
applying a linear approximation of the membrane potential
along the dendrite and rewriting formula (11) with the help
of (3) as follows:

ϕ(t,0) = −ϕ(t,L) = p L

2 σ
J s

m(t). (12)

Equations (11) or (12) constitute the model of LFP expressed
as the difference of the measurable somatic transmembrane
potentials or membrane current defined by (3) as a sum of
capacitive, leak, and synaptic currents. Note that a single-
compartment consideration would imply the transcompart-
ment current in the left-hand part of (3) to be 0, thus the total
transmembrane current J s

m in the right-hand part is always zero,
too. Because J s

m is the major contributor to LFP according to
Eq. (12), one-compartment models cannot be used to simulate
LFP signals.

C. Two-compartment neuron model (TCN)

In order to apply the LFP formula (12) in the framework of
population modeling approaches, at least a two-compartment
consideration is required that copes for dendritic effects on
somatic recordings. To this end, we now derive a TCN from
the DN model, extending the derivation from Ref. [29] to
the case of arbitrary dendritic length. In contrast to the
conventional consideration [35], we base our model only on
somatic variables that can be determined experimentally using

patch recordings. Our purpose is to relate somatic currents
recorded under conditions of fixed voltage (i.e., voltage-clamp)
to voltage deflections recorded in current-clamp conditions.
These two regimes correspond to two different boundary
problems for the spatially distributed neuron described by
Eqs. (1) and (2). The current-clamp (CC) case is set by the
boundary conditions (3) and (4), whereas for the voltage-
clamp (VC) case the boundary condition (3) is substituted by
V (t,0) = 0 (i.e., resting membrane potential) and the recorded
current is given by the current flux through the soma, i.e.,

IVC = 1

ri

∂V

∂z

∣∣∣∣
z=0

+ I s
syn. (13)

The two-compartment model equations are derived as a
reduction of the equations for the two joint boundary problems
[(1)–(4)] with the help of a linear approximation of the voltage
distribution along the dendrite with the extreme values of U at
the soma and Ud at the center of the dendrite, as proposed in
Ref. [29]:

V (t,z) = U (t)(1 − 2z/L) + 2Ud (t)z/L. (14)

For the first VC boundary problem, integration of Eq. (1)
along the dendrite with (14) and U (t) = 0 gives

L

(
C

dUd

dt
+ gLUd

)
= 1

2πa

(
I d

syn − Ud

riL

)
. (15)

For the VC problem we know the measured somatic current
IVC, whereas the synaptic current at the distal part of the
dendrite I d

syn is experimentally unknown. Linear approxima-
tion (14) applied to (13) gives IVC − I s

syn = 2Ud/(riL). With
this expression we can eliminate Ud from Eq. (15) and obtain

I d
syn =

[
πaL2ri C

d

dt
+ 1 + πaL2ri gL

] (
IVC − I s

syn

)
. (16)

Introducing the characteristic length λ = 1/
√

2πagLri and the
membrane time constant at rest τ 0

m = C/gL, we get

I d
syn =

[
L2

2λ2
τ 0
m

d

dt
+ 1 + L2

2λ2

] (
IVC − I s

syn

)
. (17)

Next we solve the boundary problem for the CC regime.
The somatic voltage is now determined by the boundary
condition (3), which for the linear approximation (14) reads as
follows:(

C
dU

dt
+ gLU

)
Ssoma − I s

syn = 2

ri

Ud − U

L
. (18)

Integration of (1) with (14) and boundary conditions (18)
and (4) gives

C
dUd

dt
+ gLUd = I d

syn

πaL
− 2

Ud − U

πaL2ri

. (19)

The estimate of the synaptic current at the distal end of
the dendrite I d

syn, obtained from the somatic current IVC by
Eq. (17), is then substituted in the Eqs. (18) and (19) of the CC
boundary problem. In spite of low precision of I d

syn estimation,
seen in comparison with the original synaptic current in the
distributed model, the joint solution of both direct and reverse
problems provides much more precise approximation of the
somatic voltage U .
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Finally, we rewrite (18), (19), and (17) as follows:

τ 0
m

dU

dt
= −U + 2γ

l
(Ud − U ) + I s

syn

Gs
, (20)

τ 0
m

dUd

dt
= −Ud − 2

l
(Ud − U ) + I d

syn

γ Gs
, (21)

I d
syn =

(
l

2
τ 0
m

d

dt
+ 1 + l

2

)
(
IVC − I s

syn

)
, (22)

where γ = Sdendr/Ssoma, l = L2/λ2, Gs = gLSsoma, and
Sdendr = 2πaL. Thus, Eqs. (20)–(22) govern the relationship
between the somatic voltage U and the synaptic currents
measured at the soma, I s

syn and IVC, contributed by two
synaptic inputs, one impinging on the soma (I s

syn) and another
on the dendrite (I d

syn). In comparison to the Pinsky-Rinzel
model [35], the proposed model provides an estimate of the
somatodendritic coupling gc = γgL/l and the estimate for
the dendritic synaptic current from its somatic estimation
[Eq. (22)]. The input conductance at rest is given by Gin =
Gs(3 + 2γ )/(3 + γ ).

III. EXPERIMENTAL RESULTS

In this section we check our predictions experimentally by
comparing extracellular field recordings with those estimated
from somatic patch-clamp measurements. To this purpose we
recorded intracellular and extracellular responses to electric
stimulation in hippocampal slices known to have a layered
structure (Fig. 1). The experimental microcircuit under con-
sideration consists of aligned pyramidal cells that are directly
activated by an input pathway targeting their dendrites at a
distance from the somatic layer. A major feature of hippocam-
pal and cortical circuits is perisomatic feedforward inhibition
accompanying input pathway stimulation, which is caused by
pathway activation of local GABAergic interneurons. Thus by
stimulating extracellularly we will be able to evoke both, a
dendritic excitatory synaptic current and a somatic inhibitory
current in hippocampal cells.

In our experimental design, a stimulating bipolar electrode
was located in the CA2 region of 400-μm-thick hippocampal
slices, the recording patch-clamp pipette targeted CA1 pyra-
midal cells in stratum pyramidale and the field electrode was
placed in the stratum pyramidale [Fig. 2(a)]. Note that this
placement of the field electrode is equivalent to measure LFP,
ϕ(t,0), as predicted by Eq. (12) or (13) at the somatic layer, i.e.,
the stratum pyramidale. Stimulation consisted of two pulses
of 0.2 ms at a 50-ms interval.

We adopted two experimental approaches to validate our
model of LFP estimations. The first approach requires record-
ings in both voltage-clamp and current-clamp modes and
uses dynamic computer control, whereas the second exploits
the standard voltage-clamp mode solely. Both approaches
encompass the most common recording modes available at
electrophysiological labs nowadays.

A. Experiment 1

First, the somatic membrane potential U (t) was measured
in the current-clamp mode. Next, the compound synaptic
current resulting from dendritic activation and feedforward

perisomatic inhibition was measured in the soma under VC
mode at different holding voltage levels. From these recordings
the excitatory and inhibitory conductances gE′E and gIE were
estimated by the method from Ref. [36] using standard values
for reversal potentials VE and VI , as well as the resting
voltage Vrest and the input conductance at rest Gin. Finally,
in order to estimate the compound somatic transmembrane
current [J s

m(t) in Eq. (12)], we recorded its nonsynaptic
components, the somatic capacity and leak current by setting
the initially recorded voltage response in CC mode as a profile
of holding voltage in VC mode, i.e., I s

C + I s
L ≈ Iat Vh=U (t)

(see the Appendix A). This was done by dynamic computer
control of the amplifier (dynamic voltage-clamp). The total
somatic transmembrane current is J s

m(t) = I s
C + I s

L + I s
syn,

according to its definition (3). According to the circuit structure
(Fig. 1), activation of the synaptic input pathway lead to
dendritic synaptic currents I d

syn,E′E , as well as somatic synaptic
inhibition I s

syn,IE resulting from feedforward activation of local
circuit GABAergic interneurons. Thus we imply that I d

syn =
I d

syn,E′E and I s
syn = I s

syn,IE , and hence IVC − I s
syn = I s

syn,E′E in
Eq. (22) used to estimate I d

syn,E′E . This dendritic source I d
syn,E′E

affects LFP through the capacitive and leak somatic currents.
The somatically measured excitatory and inhibitory synaptic
currents at Vrest were estimated as I s

syn,E′E = gE′E[U (t) − VE]
and I s

syn,IE = gIE[U (t) − VI ]. The formula (12) for LFP at the
stratum pyramidale is then written as

ϕ(t,0) = p L

2 σ

[
Iat Vh=U (t) − I s

syn,IE

]
. (23)

The values of parameters for estimations (11) and (12) are
taken from the literature: the pyramidal cell density p = 8 ×
104 cm−2 [37]; the bulk conductivity of extracellular medium
along the z axis σ is estimated as the conductivity of interstitial
fluid, 0.004 S/cm [8], multiplied by the factor 0.2 derived
in Ref. [38] from the consideration of extracellular space
as a hexagonal array of cylinders; the specific intracellular
resistivity ri is estimated by the intracellular longitudinal
resistance 500 
 cm [8] and the mean dendrite diameter
3 μm to obtain 7 × 109 
/cm; and, finally, the distance from
soma to excitatory synapses, L, is taken as 200 μm [39].
These values result in factors p/(2σri) = 0.007 for (11) and
pL/(2σ ) = 1 M
 for (12) and (23).

Data are presented in Figs. 2(b) and 2(c) for two cells
of different slices. The top plots represent the recorded
postsynaptic potentials U (t) (red traces) recorded at soma in
CC mode. Below are the current components as estimated
directly from somatic recordings: [Fig. 2(a)] a dendritically
originated excitatory current I s

syn,E′E (green trace), [Fig. 2(b)]
the perisomatic inhibitory current I s

syn,IE (blue trace), and
[Fig. 2(d)] the somatic capacity and leak current Iat Vh=U (t)

(light orange trace), recorded in dynamic VC mode.
The resulting current J s

m(t) ≈ Iat Vh=U (t) − I s
syn,IE allowed

us to estimate the LFP as predicted by Eq. (23) and is shown
in blue in the bottom plot (blue trace). This predicted LFP can
be then compared with the real LFP experimentally recorded
(black trace).

Qualitative comparison between the estimated and real LFP
signals suggest strong similarities. The time to peak, polarity,
and the relative amplitude of peaks are comparable though
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FIG. 2. (Color online) Experimental validation. (a) Image of the experimental preparation. Hippocampal slices were used to validate LFP
estimations from Eq. (12). These experiments were part of ongoing projects in the laboratory [40]. A bipolar stimulating electrode (right)
was placed to activate the CA2 region of the hippocampus which inputs into the dendrites of CA1 pyramidal cells. Individual pyramidal cells
were recorded with patch pipettes filled with cesium-gluconate (40 mM) and K-gluconate (90 mM) solutions while a second glass pippette
filled with extracellular solution was used to record LFP from the stratum pyramidale. (b), Data obtained from one CA1 pyramidal cell (cell
1). Panels from top to bottom show: (top plot) the somatic postsynaptic potential V (red solid line) recorded in current-clamp mode; (middle
plot) the somatically measured but dendritically originated excitatory current I s

syn,E′E (middle, red dashed line), the somatic inhibitory current
I s

syn,IE (blue dash-double-dotted line), the somatic capacity and leak current I s
C + I s

L ≈ Iat Vh=U (t) (orange solid line) recorded in dynamic VC
mode, and the dendritic synaptic current I d

syn,E′E (green dash-dotted line) estimated by Eq. (22) from I s
syn,E′E ; (bottom plot) the estimated LFP

according to Eq. (23) (blue dash line) and the recorded LFP (black solid line) are shown at the bottom plot. (c) Same as in (b) for another
CA1 pyramidal cell (cell 2). The passive parameters of input conductance GL and membrane time constant τm were estimated to be 6.5 nS and
15 ms for cell 1 and 13 nS and 12 ms for cell 2; Vrest was about −50 mV for both cells. The dendritic synaptic current I d

syn,E′E was estimated
by Eq. (22) from I s

syn,E′E with l = 0.5 [41] and corresponding τm.

not identical. Quantitative differences between these signals
would suggest deviation of decay time and some early fast
components. Most of this residual contribution may result from
the fact that the LFP signal, by its nature, reflects averaged
activity across a cellular population, whereas the estimate in
Eq. (23) is more likely to reflect the contribution of a single cell

to that population LFP. This can be further exploited experi-
mentally to estimate the partial contribution of different cell
types to the global LFP signal [40]. Importantly, we noted that
TCN model estimation of LFP signals resulting from active
excitatory and inhibitory currents flowing into the dendrite
and soma were roughly similar to estimations obtained from
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two-population models of excitatory and inhibitory neurons
(see Appendix A).

B. Experiment 2

Most experimental data are obtained using the VC mode
without dynamic control. We therefore also checked for the
ability of our model to predict extracellular LFP signals by
Eq. (11) using direct estimations of synaptic currents. To
this purpose, as in experiment 1, the compound synaptic
current resulting from dendritic activation and feedforward
perisomatic inhibition was measured at the soma under
VC mode at different holding voltage levels. From these
recordings the excitatory and inhibitory conductances gE′E
and gIE were estimated by the method from Ref. [36], as well
as the resting voltage Vrest and the input conductance at rest
Gin. Then the conductances were set as an input to a neuron
governed by Eqs. (20)–(22) with τ 0

m and Gin measured from
CC recordings with conductance-step stimulation, and the
parameters l and γ fitted to match the modeled and recorded
LFPs for one of the cells. The examples of the recorded and
estimated LFPs are presented in Fig. 3(a). The shape of the

ms
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FIG. 3. (Color online) Experimental validation. Excitatory
(dash-dotted red lines) and inhibitory (solid blue lines) conductances
estimated from voltage-clamp recordings in four cells (a)–(d). LFP-
signals registered simultaneously with the intracellular recordings
(solid black lines) and estimated by Eqs. (11) and (20)–(22)
(dashed blue lines), using the estimated conductances and the
parameters VE = 0, VI = −65 mV, Gin = 10 nS, τm = 15 ms,
l = 4, γ = 1.

signals, their polarity, the timing of the peaks, and the order
of magnitude are qualitatively similar for the model and the
experiments, as in experiment 1.

We also compared the proposed LFP model with the models
mentioned in the Introduction that represent the LFP as a signal
proportional to |EPSC| + |IPCS| (i.e., |I s

syn,E′E| + |I s
syn,IE|) or

a signal proportional to the somatic voltage U . We computed
the coefficients of correlation between the real LFP and each
of the signals reconstructed with the three models on a base
of the estimated synaptic conductances and found out with the
t test (eight trials in six cells) that with 99% confidence our
model provides the highest correlation (0.86).

We conclude that in comparison to the phenomenologi-
cally derived models of LFP for one-compartment models
mentioned in the Introduction, the proposed simplified two-
compartment model is supported by its analytic derivation
from the cable equation and the Poisson equation, as well as by
experiments thus providing the simplest biologically inspired
formulation of LFP in layered neural tissue.

IV. MODELING LFP FROM A SINGLE POPULATION OF
INTEGRATE-AND-FIRE TWO-COMPARTMENT NEURONS

Finally, having proved the validity of the single-neuron
model we aimed to generalize our formalism to the population
level by considering synaptic activity emerging from a popu-
lation of discharging cells. To this purpose, we generalized the
firing-rate- (FR) type model of a single population previously
proposed in Ref. [42] to the case of two-compartment leaky
integrate-and-fire (LIF) neurons. The model consists of the
Eqs. (20) and (21) and the following formulas for the firing rate:

ν(t) = A(U,gsyn) + B(U,dU/dt), (24)

A(U,gsyn)

=
{ √

π τ 0
m

1 + gsyn/gL

∫ (Vth−U )/σV

√
2

(Vreset−U )/σV

√
2
eu2

[1 + erf(u)] du

}−1

≈ 1 + gsyn/gL

τ 0
m Vth

[U − Vth − 2σV ]+, (25)

B(U, dU/dt) = 1√
2πσV

[
dU

dt

]
+

exp

[
− (U − Vth)2

2σ 2
V

]
,

(26)

where steady and nonsteady regimes of firing are considered
separately and described by the terms A and B, respectively.
The formula (25) for the steady-state regime was derived
in [43] for one-compartment LIF neurons; its approximation
is empiric, where gsyn is the total synaptic conductance;
τm = C/(gL + gsyn). The formula (26) for B was derived by
considering variability of membrane voltage between neurons
according to Gaussian distribution around the mean, U . If the
mean voltage U (t) is monotonically increasing, then the mean
firing rate can be calculated from the distribution provided a
constant threshold value, Vth.

Comparison of such a firing-rate model of a population
of one-compartment LIF neurons with a refractory-density
model was presented in Ref. [42] and for adaptive neurons in
Ref. [30]. The comparison revealed that the FR model correctly
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reproduces steady states [i.e., the term A in Eq. (24)] as well as
population rate bursts in response to rapid voltage rise during
strong stimulation [i.e., the term B in Eq. (24)].

The value of U and dU/dt in the firing-rate model based
on Eqs. (24)–(26) can be estimated from the two-compartment
model for the subthreshold voltage based on Eqs. (20)–(22).
In order to take into account the contribution of spikes
into the LFP, we introduce a phenomenological extention to
Eq. (12). To this purpose, we assume that the contribution
of sodium channels is proportional to the charge of sodium
ions transferred during a single spike multiplied by the spike
frequency. The sodium current profile during a spike is a
triangle-like function, thus the charge is approximated as
Imax

Na τ sp/2, where Imax
Na is the sodium channel amplitude and τ sp

is the duration of a spike. The sodium current contributes into
J s

m, resulting in the following generalized formula for the LFP:

ϕ(t) = pL

2σri

{[
C

dU

dt
+ gLU − τ spImax

Na

2
ν(t)

]
Ssoma − I s

syn

}
.

(27)

Consequently, the simplest mean-field model relating
synaptic currents to multiunit activity and LFP consists of
Eqs. (20)–(22) for somatic voltage, Eqs. (24)–(26) for the
firing rate, and Eqs. (27) for the LFP.

V. SUMMARY

In summary, we have derived the simplest analytical
estimation of synaptic LFP signals [Eq. (11) or Eq. (12)]
resulting from single neurons, based on a two-compartment
model that account for simple somatodendritic integration of
synaptic inputs in layered structures. This model is supported
by experimental validation using extracellular stimulation of
the layered input pathway and patch recordings in hippocampal
slices. It is also consistent with the phenomenological
consideration of LFP as the difference of dendritic and
somatic membrane voltages [23] and the analytical solution
obtained by Ref. [32] for a particular case of homogeneously
distributed cylinders with a certain synaptic input current.

We further extend our model [Eq. (27)] to account for
the contribution of synaptic activity resulting from multiunit
firing in a simple integrate-and-fire analytical model of two-
compartment neurons. Together, these models provide the sim-
plest biologically inspired formulation of LFP in layered neural
tissue and can be further exploited to estimate the contribution
of different neuronal types to population LFP dynamics.
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APPENDIX: LFP IN MEAN-FIELD MODELS OF
RECURRENTLY CONNECTED POPULATIONS

In order to clarify the contribution of different membrane
currents to the evoked LFP signal, we model recurrently

connected populations, based on Eqs. (12)–(14) and (23)–
(26) for excitatory (E) and inhibitory (I ) neurons, both
excited by incoming collaterals (E′). For simplicity, we
assume that excitatory and inhibitory neurons are the same
in biophysical terms. The inhibitory synapses are located
on soma, thus the inhibitory synaptic currents on so-
mas of excitatory and inhibitory neurons are I s

syn,IE(t) =
gIE(t)[V E(t) − VI ] and I s

syn,I I (t) = gII (t)[V I (t) − VI ], cor-
respondingly, where double subscripts IE and II mark the
types of pre- and postsynaptic neurons, VI is the reversal
potential, and gIE(t) and gII (t) are somatically measured
synaptic conductances. The excitatory synapses are on the
dendrites, thus they are estimated according to (14) as
follows: I d

syn,E′E(t) = (l/2 τ 0
md/dt + 1 + l/2) I s

syn,E′E(t) and
I d

syn,E′I (t) = (l/2 τ 0
md/dt + 1 + l/2) I s

syn,E′I (t), where somat-
ically measured currents are approximated as I s

syn,E′E(t) =
gE′E(t)[V E(t) − VE], I s

syn,E′I (t) = gE′I (t)[V I (t) − VE]; VE is
the reversal potential of excitatory currents. The synaptic
kinetics is determined by the following equations expressed
via synaptic gating variables mI (t) and mE′(t) controlled by
presynaptic rates of inhibitory neurons νI (t) and incoming
collaterales νE′(t):

gIE(t) = ḡIEmI (t), gII (t) = ḡIImI (t), (A1)

gE′E(t) = ḡE′EmE′(t), gE′I (t) = ḡE′ImE′(t), (A2)

τ 2
I

d2mI

dt2
+ 2τI

dmI

dt
+ mI = eτI νI (t), (A3)

τ 2
E

d2mE′

dt2
+ 2τE

dmE′

dt
+ mE′ = eτE νE′(t). (A4)
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FIG. 4. (Color online) Simulation of recurrently connected pop-
ulations evoked by a pulse of activity of the incoming collaterales
with two-population mean-field model.
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For the case of electric stimulation of the incoming collaterales,
the firing rate νE′(t) is set as a δ function. The constant
parameters ḡE′E , ḡE′I , ḡIE , and ḡII are the maximum synaptic
conductances; τE , τI are the synaptic kinetics time constants.
For simulation the following parameter values were chosen:
ḡE′E = 2.5 nS, ḡE′I = 25 nS, ḡIE = ḡII = 250 nS, τE = 4
ms, τI = 7 ms; Vth − VL = 8 mV, Vreset = VL, σV = 2 mV,
τ 0
m = 15 ms, Gs = 3.3 nS, γ = 3, l = 0.5.

The simulation presents the currents in excitatory neu-
rons, which contribute to the LFP ϕ(t) (Fig. 4). The
membrane potential, LFP and synaptic currents are sim-
ilar to the experimental signals shown in Fig. 2. Also
note that the current Iat Vh=U (t), obtained as if in voltage-
clamp mode with the holding voltage equal to V E(t), is
close to I s

C + I s
L, i.e., it might be estimated by somatic

measurements.
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