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In this paper, a regularized lattice Boltzmann model for a class of nonlinear convection-diffusion equations with
variable coefficients is proposed. The main idea of the present model is to introduce a set of precollision distribution
functions that are defined only in terms of macroscopic moments. The Chapman-Enskog analysis shows that the
nonlinear convection-diffusion equations can be recovered correctly. Numerical tests, including Fokker-Planck
equations, Buckley-Leverett equation with discontinuous initial function, nonlinear convection-diffusion equation
with anisotropic diffusion, are carried out to validate the present model, and the results show that the present
model is more accurate than some available lattice Boltzmann models. It is also demonstrated that the present
model is more stable than the traditional single-relaxation-time model for the nonlinear convection-diffusion

equations.
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I. INTRODUCTION

The lattice Boltzmann method (LBM), as a kinetic-based
numerical method, has gained a great success in the study
of complex hydrodynamic problems across a broad range of
scales [1-3]. Compared with the traditional computational
fluid dynamics method based on the macroscopic continuum
equations, it has some distinct advantages, such as easy im-
plementation of boundary conditions and parallelism. Simul-
taneously, the LBM has also been shown to have potential in
solving some partial differential equations [4—7], including the
widely encountered nonlinear convection-diffusion equations
(NCDEs), which have been used to describe the heat and mass
transport caused by the diffusion and advection processes.

Actually, there exist many lattice Boltzmann (LB) models
for the NCDEs [8-17,30]. van der Sman et al. [8] developed
an LB model for the NCDE with irregular lattices. In their
work, some traditional methods, including finite-difference
and finite-element methods, were compared with the LBM, and
the results show that the LBM has a comparable performance
with these traditional methods. Shi ef al. [9] proposed a
scheme for source term in the LBM for NCDEs, in which a
differential operator of the source term is added to the evolution
equation. Shi and Guo [10] also presented a LB model for the
NCDE. Unlike some previous models, an auxiliary moment is
introduced in this model such that the NCDE with a source term
can be recovered, and also, this model can be used to solve the
real and complex-valued nonlinear evolutionary equations and
NCDEs with anisotropic diffusion [11]. For the NCDEs with
anisotropic diffusion, some LB models have also been pro-
posed [12-15]. Ginzburg [12] presented the equilibrium-type
and link-type models to handle the NCDEs with anisotropic
diffusion, and recently, the author also summarized some
alternative ways to study anisotropic diffusion problems with
a focus on the numerical diffusion [13].

Although many LB models have been proposed for the
NCDEs, there are still two limits among these available mod-
els. First, as shown by the Chapman-Enskog analysis, there
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are some additional terms in the corresponding macroscopic
equations when the convection term is a function of space
or time, which may also influence the accuracy of the LBM
[16,17]. Second, the most widely used model for NCDEs is
the single relaxation time (SRT) or Bhatnagar-Gross-Krook
(BGK) model. As we know, the SRT model is numerically
most efficient, but suffers from inaccuracy and instability
problems [18,19]. To overcome these two defects, some
improved models have also been proposed. Chopard et al. [16]
constructed an LB model for the CDE, where a time-derivative
or space-derivative term is added in the evolution equation, and
found that the model with the space-derivative term is more
accurate. This method has also been extended to study the
multiphase flows [20] and thermal flows [21]. On the other
hand, to improve the numerical stability of the SRT model,
some improvements have also been made in the available
works [12,14,22-24], and most of them are based on the
the two-relaxation-time (TRT) or multirelaxation-time (MRT)
models. The TRT and MRT models are superior over the
SRT model for a number of problems, however, as pointed
out in Refs. [12,25], the optimal relaxation time of these
two models cannot obey universal criteria. Recently, Latt
and Chopard proposed a regularized version of the SRT
LBM (denoted as RLB model) that offers an improvement
in accuracy and stability without introducing any substantial
complication with respect to the original SRT model [26].
The main idea of the RLB model is to introduce a set of
precollision distribution functions that are defined only in
terms of the macroscopic moments, and all the higher-order
nonequilibrium information is discarded [27,28]. Recently, the
regularized lattice Boltzmann method (RLBM) is also used to
investigate the classical lid-driven cavity and Womersley flows
[28,29], and the numerical results show that compared to the
traditional SRT model, the RLB model is more stable and more
accurate.

In this work, we will extend the regularized procedure
described in Ref. [26] from fluid dynamics to NCDEs, and
present a simple and efficient RLB model for the NCDE with
variable coefficients. The Chapman-Enskog analysis shows
that the NCDE can be recovered exactly from the present
model, and more importantly, the regularized procedure
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FIG. 1. (Color online) Numerical and analytical solutions of Ex-
ample 3.1 at different times.

described in this paper can be easily extended to some existing
LB models. The rest of the paper is organized as follows. In
Sec. II, an RLB model for the NCDE with variable coefficients
is developed, and some of its special cases are also discussed.
We then performed some tests to validate the present model in
Sec. 111, and finally, some conclusions are given in Sec. I'V.

II. REGULARIZED LATTICE BOLTZMANN MODEL
FOR NCDE

In this section, we will present a RLB model for n-
dimensional (nD) NCDE with variable coefficients, which can
be written as

al‘¢ + V : B(Xa¢’t) = V ° [(X(X,t)v ° D(X5¢’t)] + F(X5¢’t)a
(D
where ¢ is a scalar function of position x and time ¢, V is the
gradient operator with respect to the position x in n dimensions.
B(x,¢,t) and D(x,¢,t) are the known convection and diffusion
terms, and usually they are related to position X, ¢, and time
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t, a(x,t) and F(x,¢,t) are the diffusion coefficient and source
term, respectively.

The evolution equation of the RLB model for the NCDE
reads

1 ¢ - ITPeD(x ¢
fi(x+e; At t+Ar) =f(x,1) + (1 — _)wc—z(x)
T c:

Ar? .
+ TBtFi(X,qﬁ,t), i=0,...,g—1,
2
where {¢;, i =0, ...,q — 1} is the set of discrete velocity, Ar

is the time step, T and w; are the dimensionless relaxation time
and weight coefficient, respectively.

D (x,r) =M(x,7) — TOx,7)

q—1 q—1
=Y cifixn =Y ¢ f{lx0)
j=0 j=0

with fi(x,t) and f“(x,r) representing the local particle
distribution function and equilibrium distribution function
at position x and time t. G;(X,¢,t) is the correction
term to eliminate the additional term [i.e., (t — 0.5)AtV -
0;B(x,¢,t); see the details in the following Chapman-
Enskog analysis] in the corresponding macroscopic equation,
and F;(x,¢,t) is the distribution function of the source
term.

The key point of using Eq. (2) to solve Eq. (1) is to construct
proper f?(x,t), G;(X,¢,t), and F;(X,¢,t) which must satisfy
some constraints. Inspired by our previous works [10,11], the
equilibrium distribution f?(x,7) and source term F;(X,¢,t)
are given as

c - B(x,¢,t)+ (Cx.¢,1) — c2¢1) : Q;

4
2cy

A1) = w; [¢+

2
Cs

3)

Fi(x,¢.1) = w; F(X,$.1), “
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FIG. 2. (Color online) The errors of different models with different lattice steps for Example 3.1: (a) GREs; (b) GME:s.
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TABLE I. Comparison of the GREs and the GME:s at different times for Example 3.1.

t Error Present RLBM Present LBM Ref. [10] Ref. [6]
0.50 GRE 42282 x 107 5.8181 x 10~ 5.4382 x 10~ 7.0312 x 10~
GME 2.3612 x 107* 3.2304 x 107* 3.1140 x 107# 4.1040 x 1074
0.75 GRE 2.0061 x 10~* 2.8410 x 10~ 3.3324 x 1074 5.6469 x 10~
GME 7.0850 x 1073 9.9146 x 1073 1.0792 x 10~* 1.8812 x 10~*
1.00 GRE 1.1475 x 10~* 1.6812 x 10~* 2.9057 x 10~* 5.4461 x 10~
GME 2.7987 x 1073 4.0799 x 1073 6.0996 x 1073 1.5158 x 10~
1.25 GRE 9.2022 x 1073 1.3701 x 10~* 4.1127 x 10~* 6.7231 x 10~
GME 1.2244 x 1073 1.8949 x 1073 4.9219 x 1073 1.4868 x 10~*
1.50 GRE 1.6516 x 10~* 2.4023 x 10~ 1.2395 x 1073 2.1250 x 1073
GME 2.6976 x 107¢ 4.0074 x 107° 3.2954 x 1073 4.9276 x 1073
which satisfy the following conditions: w; satisfy some isotropic constraints,
— — _ -1 g—1
f' - f’eq - ¢’ c‘f'eq - B(X7¢’t)a e
D=2 2 St Sew=0
®) i=0 i=0 ®
€
Doee [ =Clxpu).
i Zcicia)i =C31, Zcicicia)i = 0,
Y Fi=Fx¢.n, Y c¢F =0, 6) = =
i i

where I is the unit tensor, Q; is a tensor, and is defined Q; =
ciC; — ch, ¢, is related to the particle velocity ¢ (¢ = Ax/At,
Ax is the lattice spacing) and weight coefficient w; through the
relation Y, w;¢;¢; = 21 C(x,¢,1) = c2BD(x,¢,1), B is a pa-
rameter, and can be used to adjust the dimensionless relaxation
time [30]. The correction term G;(X,¢,t) is defined as

1 )wici . 8,B

Gix,¢.,1) = (1 —5c (7

27

which satisfies ), G; =0and ), ¢;G; =(1 — %)&B.
In this work, our model is developed based on the DnQgq
lattice (g is the number of discrete velocity directions in n-
dimensional space), where the discrete velocity ¢; and weight

2
Cs

J

For the D1Q3 lattice model, {cgy, ¢;, ¢} = {0, ¢,—c},
wy = 2/3, w; = wy = 1/6; while for the D2 Q9 lattice model,
{c;, j=0,---,8} ={(0,0), (c,0), (0, £ ¢), (£c, £ o)},
wy)=4/9, w14 =1/9, ws_g = 1/36. We note that c? =c2/3
is satisfied in both models. Besides, from Eq. (8), we can
obtain

g—1 g—1
ZwiQi =0, ZwiciQi =0. &)
i=0 i=0

In what follows, we will perform a detailed Chapman-Enskog
analysis to derive Eq. (1). To this end, we first expand the
distribution function f;, the derivatives of the space and time
as

ﬁzﬁ(0)+5f}(l)+52f‘,-(2)+"‘,

G =eGY +£2G?, (10)
F=¢FV 3 = €0y, +828,2, V =¢V,,
where ¢ is a small parameter. Taking the Taylor series expansion to Eq. (2) at time ¢ and space x, we have
Atz 2 (eq) 1 w; C; (neq) Atz
ﬁ+AtDiﬁ+TD,~ﬁ+~--=f,- +{l-=|— 1 q—i—AtGi—l—AtE—i—Ta,E, (11)
T) 2

where D; = eDy; + &%3,, with Dy; = 8;, + ¢; - V1. Substituting Eq. (10) into Eq. (11) yields the following equation:

At?
FO+efV+ 22 + At(eDi +€%8,) (£ + efV + 2 £P) + T(SDU +629,) 2 (fO + e + 62 £2)

1

w; C;

q—1 2
At
= £l 4 (1 - ;>_2 SV +efV e fP — £ + AeGV+ A1 GP + AreFV + (0, + 39, F.
j=0

N

12)
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TABLE II. Comparison of the GREs among different models for Example 3.1 (r = 1.0, ¢ = 150).

N Present RLBM Present LBM Ref. [10] Ref. [6]

160 4.7964 x 10~* 2.5912 x 10~ 5.2102 x 10~ 6.4933 x 10~
320 1.8624 x 10~* 3.0951 x 10~ 5.2020 x 10~* 9.8464 x 1074
640 1.2031 x 10~* 3.7537 x 107* 5.4580 x 10~ 1.0690 x 1073
1280 1.5392 x 10~ 3.9272 x 107* 5.5324 x 10~ 1.0882 x 1073

Based on Eq. (12), we can derive the equations at different orders of ¢,

g—1
0(80) f(O) f(eq) ( ) ch f(O) fj(eq)), (13)
) © o 0 0 )
oY) V' 4+ AtDy; f =<1 - —)—zci.zcjfj + AtGY + ArtED, (14)
T)cs =
2y £ ©) oy A 0 1 @ o , A M
o) £+ At(3, £V + Dy f; )—I—TDlifi = 1—; Zcf + AtGY + 28F (15)

Multiplying Eq. (13) by ¢; and summing it over i, one can obtain
q—1 g—1
ZCifi(O)ZZCifi(eq)“r ( ) Zw,c,c, ch(fjo)—f;eq)). (16)
i=0 i=0 a i=0 j=0

With the aid of Eq. (8), we can get
Z ¢ f” = Z o fr. (17)

Substituting Eq. (17) into Eq. (13), we can derive the following equation:
f(O) f(efl ) ( 1 8)

then from Egs. (5), (10), and (18), the mass conservation condition can be obtained,
gq—1
Zf;") =0k = 1. 19)

i=0

Applying Eq. (14) to the left side of the Eq. (15), we have

(2) (0) (1) 1\ wic; — (1) Ar? Y] ()
At —D, - ) == S — Dy, (G}’ + F;
f + f f + 1[( ‘L’) C? jX_(:)cjf] i|+ 2 1( i + i )
Do S 2 2 | AL 1
:(1—;>?c,-.chf;)+AtG§>+TatIE.”. (20)
s j=0
Summing Eqgs. (14) and (20) over i and using Eqs. (5), (6), (8), and (18), we can obtain

¢+ Vi-Bx.p,1)=F, 1)

I | S qicf“) L2 (1= L)aB] =0 (22)
153 1 7 ot iJi D) 1 7 t =Y.
Based on Eq. (14), we have

Zc,f“ Ar(aan,f“le me“”) ( ) Zwlc,cl Zc,f‘”Mth,GE”, (23)

i=0 i=0 Si—O
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TABLE III. GREs of Example 3.1 with different 8 and ¢ (Ax = 0.1, = 1.0).

B c Present RLBM Present LBM Ref. [10] Ref. [6]
0.75 60 1.1220 x 1073 5.2800 x 1073 6.4712 x 1073 1.0652 x 102
120 2.7866 x 10~* 1.2679 x 1073 1.5834 x 1073 2.5724 x 1073
1.00 60 8.8911 x 107* 2.4308 x 1073 3.4371 x 1073 6.8515 x 1073
120 1.9327 x 107* 5.6337 x 10~ 8.4298 x 107+ 1.6447 x 1073
1.25 60 7.4445 x 10~ 1.3147 x 1073 2.2439 x 1073 5.0155 x 1073
120 1.4320 x 107* 2.8415 x 10~ 5.5334 x 10~ 1.1951 x 1073
then substituting Eq. (8) into Eq. (23), one can obtain
qg—1 q—1 qg—1 q—1
Zcifl.(l) =—TAt (8,, Zci fi(o) +V;- Zcic,- fi(o)) + TAt ZciGEI)
i=0 i=0 i=0 i=0
1
:—tAt(B,]B + 2BV, - D) + tAt|:<l — 2_>8t1Bi|
T
’ At
=—tAtc;fV;-D — TB,IB. (24)
With the help of the above equation, Eq. (22) can be rewritten as
1
3,90 — Vi - [cf <7: - E)AtﬂVl : D(x,q),t)] =0. (25)
Taking Eq. (21)xe+ Eq. (25)x &2, we can obtain the recovered equation,
0,0+ V- -BXx,¢,t)) =V - [ax,0,0)V - DX,0,1)] + F(X,0,1), (26)
with
1
a(x,p,t) = c? <r - 5) AtB. 27)

Now, some remarks on the present model are listed as follows.

Remark 1. From the above Chapman-Enskog analysis, it is clear that fi(o)(x,t) = fi(eq)(x,t) at the zero order in ¢ is still
satisfied, and the present model can be viewed as a general solver for the NCDEs with variable coefficients.

Remark 2. The key of the RLB model is that fi("eq) can be approximated by

.¢; - [IMed
S (28)
CS
which can be derived from the Chapman-Enskog analysis. Keeping this in mind, Eq. (2) can also be rewritten as
(eq) 1\ meq Ar?
ﬁ(x+c1Atat+At)= f‘l (Xat)+ - f; (th)+AIG1(X7¢7I)+AIE(X7¢’I)+TatE(X7¢7t)’

T

(29)

i=0,....q —1.

As described in Eq. (29), the evolution of the particle distribution function f; depends only on the scalar variable ¢ and the
nonequilibrium distribution function. And fi("eq) = fi — fi(eq), which can be used to derive the corresponding SRT model for Eq.
(1),

1 q) Ar? _

fixtc At t + AD)— fi(x,t) = —=(fi(x,1)— f; (X,t))—l—AtG,»(x,¢,t)+AtF,-(x,¢,t)+78,E(x,¢,t), i=0,...,qg—1.

i (30)
Actually, compared to the standard LBM, a modified nonequilibrium distribution function has been used to replace the traditional
nonequilibrium part such that the stability and accuracy of the LBM can be improved. In addition, the regularized procedure
described above can be easily extended to some other LB models for NCDEs [9-11,17,30].

Remark 3. It should be noted that when B(x,¢,f) = 0, Eq. (1) becomes the diffusion equation with a source term,

then the equilibrium distribution function feq, correction term G;, and distribution function of the source term F; can be

1
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[ = wi[

G; =0,

which are the same as those in Ref. [10].

¢ + (C(X7¢7I) - C_32¢I) : Qli|

2c G

Fi=wF, (32)

Remark 4. When the diffusion term D(¢) is a linear function of ¢ [e.g., D(¢) = ¢I], the equilibrium distribution function

£°9 can be simply taken as

[Px,0) = o [qs +

Ci - B(X’¢7t)
—2} (33)

s

For this special case, the DnQ2n or DnQ(2n 4 1) model can be used.
Remark 5. It can be found from the above analysis that the present RLBM is only described by two quantities ¢ and II,

which can be computed from the distribution functions f; and fi(eQ). Actually, based on Egs. (2) and (5), we can obtain

q—1 qg—1
1-1
px.r+ AN =Y PR — A+ % > lwic; - (M(x — ¢; A1) — TO(x — ¢; Ar,1))]
i=0 CS i=0
4! At
+ At Z [Gi(x - CiAt,¢,t) + E(X - CiA[,¢,t) + 78ZE(X - ciAtﬂ¢at)i|v (34)
i=0

g—1

1—1/7) &
Mo+ 80 =Y e 0% — e arn+ 23 wee, - (Mx = ¢ A0 — IO — ¢ Ar)]
C

i=0 S i=0
q—1
At
+ Ay [ciGi(x — ALY + G F(X — G AL + B¢ Fi(x — cim,qxr)]. (35)
i=0

Here we would like to point out that the evolution Eq. (2)
in the RLB model can be replaced by Egs. (34) and (35),
where only the macroscopic variables ¢ and II are used.
And simultaneously, the nonequilibrium extrapolation method
proposed by Guo et al. [31] can be also used to treat boundary
conditions, which seems easier to be conducted.

III. NUMERICAL SIMULATION

In this section, we presented several numerical tests to
validate the RLB model. The nonequilibrium extrapolation

3

s 10~ ‘
A
| | —©—Present RLBM /|
3.5 .
- 8 -Present LBM X
3} |0 Ref.[10] o
-A- Ref. [6] /

FIG. 3. (Color online) The GREs of different models at different
relaxation times (Example 3.1).

(

scheme proposed by Guo et al. [31] is employed to treat the
boundary conditions. Besides, the D1Q3 and D2Q9 lattice
models are used for the tested one-dimensional (1D) and
2D problems, and the backward difference scheme is used
to compute o; F(x,¢,t) and 9;B(x,¢,1),

OF(x,¢.1)  F(x,¢,1) — F(X,¢,1 — A1)

, 36
Jat At (36)

0B(x,¢,1)  B(x,¢,1) — B(x,¢,1 — At)

37
ot At 37

O Numerical solution
0.8} | — Analytical solution

u(x,t)

FIG. 4. (Color online) Numerical and analytical solutions of Ex-
ample 3.2 at different times.

043311-6



REGULARIZED LATTICE BOLTZMANN MODEL FOR A ...

—©—Present RLBM
3.5 |~ B-Present LBM
0 Ref. [10]

PHYSICAL REVIEW E 92, 043311 (2015)

—6—Present RLBM
4.5 |- =-Present LBM
-0 Ref. [10]

o -2 Ref. [6] o 4 il
5 ° | &
V‘Q ~5 3.5¢ q
8 25} 18
| ] 3L 4
2%2«‘ ] 2. 1
15 1 1 L L 2 L L L L
0.8 1 1.2 1.4 1.6 0.8 1 1.2 1.4 1.6
-log, ,(Ax) —log, ,(Ax)
(@) (b)

FIG. 5. (Color online) The errors of different models with different lattice steps for Example 3.2: (a) GREs; (b) GMEs.

Here we note that although the use of the backward difference
scheme will bring larger memory consumption, it can produce
more accurate results.

In our simulations, the global relative error (GRE) and the
global maximum error (GME) are used to test the accuracy of
the present model, and can be defined as

GRE — > lox;.0) — *(x;,0)] |
2 1 (x;.0)]
GME = max|¢(x;,1) — ¢*(x;,1)l, (39)
J

(38)

where ¢(x;,t) and ¢*(x;,t) are the numerical and analytical
solutions, respectively. The summation is taken over all grid
points.

For simplicity, in the following numerical tests, we denote
the RLB model given in Eq. (2) and the SRT model given
in Eq. (30) as present RLBM and present LBM, respectively.
To further show the capacity of the present models, we also
compare the present models with the model proposed by Wu
et al. [6] and the model presented by Shi er al. [10]. Unless
otherwise stated, the RLB model is used in our simulations and
the distribution function f;(x,?) is initialized by fi(eq)(x,t) for
all nodes at r = 0. Here it should be noted that for the initial
condition with the Dirac condition, i.e., ¢(x,0) = 6(x — Xq),
where

the initial condition of ¢(x,0) is taken as
1
Ax ? |X' - X()l < n,

$(x;,0) =" 7 -

42
0, X # X, (42)

where Ax is the lattice spacing, 1 is a small constant [6].
Example 3.1. We first performed a test of the present RLB
model by the following nonlinear Fokker-Planck equation [6]:

du N [tx + (x(O)u}  9*(2tu)
ot dx Toax2

with the initial condition

(43)

u(x,0) =8(x — 1.0).
The analytical solution of the problem can be given as [6]

1 exp {_[x_w»p} 44)
Va4 n(t) exp(t?) 4n(r)exp(r?) |’

where n(t) = 1 — exp(—t?), (x(¢)) = exp(t + %).

In our simulations, the computational domain is fixed on
Q = [—2,8]. The initial macroscopic variable u(x,0) is zero
except for the point at x; = 1 with u(1,0) = 40. We present the
results at different times in Fig. 1. As seen from this figure, the

u(x,t) =

8(X —Xg) = {oo, X = Xo, (40) numerical results agree well with the corresponding analytical
0, X Xo, solutions. Besides, we also note that although the solution has
+00 _ :
5(x —x0) = 1, @1 an abrupt change at ¢+ = 0.1, the present RLBM still works
oo well.

TABLE IV. GREs of Example 3.2 with different § and ¢ (Ax = 0.1,¢ = 1.0).

B c Present RLBM Present LBM Ref. [10] Ref. [6]
0.75 50 2.5214 x 1073 5.6466 x 1073 6.4094 x 1073 6.1346 x 1073
75 1.3848 x 1073 1.6149 x 1073 1.9482 x 1073 1.7792 x 1073
1.00 50 1.1837 x 1073 1.8779 x 1073 2.4467 x 1073 2.3508 x 1073
75 5.8232 x 10~ 3.1558 x 10~ 3.8985 x 10~ 2.6712 x 107
1.25 50 4.9543 x 1074 4.1511 x 107* 8.2527 x 10~ 9.0950 x 107*
75 42152 x 1074 7.1796 x 10~* 5.2200 x 10~# 5.7636 x 10~*
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FIG. 6. (Color online) The GREs of different models at different
relaxation time (Example 3.2).

To test the convergence rate of the present RLBM, some
simulations were carried out at different lattice resolutions
(Ax = 1/41t0 1/32), and c is correspondingly changed from
20 to 160. As shown in Fig. 2, where the GREs and GMEs
at + = 1.0 are presented, the slopes of the fitting lines for
different results are very close to 2, which indicates that
all four models have a second-order convergence rate in
space.

In addition, we also conducted a comparison of GREs and
GMEs at different times for the case of Ax = 0.025 and ¢ =
200, and presented the results in Table I.

From Table I, one can find that the errors obtained by the
present RLBM and LBM are usually less than the other two
models, while for the present RLBM and LBM, the RLBM
performs better than the LBM, which indicates that the RLB
model is more accurate. Besides, we also present the GREs
at different resolutions in Table II. As seen from Table II, the
numerical results of the present models obtained with 160 grid
points are better than or comparable to the numerical results of
the other models [6,10] obtained with 320 grid points, which
implies the present models are more accurate or more efficient
with the same convergent criterion.

In order to study the effects of the parameters 8 and c,
we calculate the GREs under different § and ¢, and present

()

PHYSICAL REVIEW E 92, 043311 (2015)

the results in Table III. From the table it can be found that
the GREs decrease with the increase of 8 and ¢, and the
present RLBM is also more accurate than the other three
models.

Finally, we studied the relaxation time effect on the
numerical results. For the case of Ax = 0.025 and 8 = 1.0,
we compute the GREs under different relaxation times t, and
present the results in Fig. 3 where t = 1.0.

As shown in this figure, when the relaxation time t is
smaller than 1, the RLB model is better than or comparable
to the other three models, while when the relaxation time is
larger than 1, the present RLBM is more accurate than the
other three models, and the model in Ref. [6] performs worse
since the GREs grow fast with the increase of the relaxation
time.

Example 3.2. We also considered another type of the 1D
Fokker-Planck equation [32],

ou n d[2 tanh(x)u] _ du?

— = — 45
ot 0x 9x2’ (“43)
with the analytical solution
(1) = — Vit )
ux,t)=——1exp| — —
4 | P 21
 \2
+ exp| — t— —— . 46
(g [l

The simulations are performed on the domain [—5, 5], and
the results are presented in Fig. 4, where 8 = 0.06, At =
0.0001, Ax = 0.1, u(x,0) is zero except for u(0,0) = 10.0 at
x = 0.0. As seen from this figure, the numerical results are in
good agreement with the exact solutions. Besides, it can also
be found that the numerical solutions transit from a unimodal
profile to a bimodal profile at + = 0.5, which indicates that
the proposed model can also be used to handle unimodality-
bimodality transition [32].

To test the convergence rate of the RLB model for this
problem, we set § = 1.0 and performed some simulations
under different lattice resolutions (Ax = 1/4 — 1/32), and ¢
is correspondingly varied from 20 to 160. Based on the GREs
and GMEs in Fig. 5, it can be found that the slopes of the fitting

1.5 T T T T T 0.9
0.8

1t
0.7
0.5f 0.6
0.5

> Or
0.4
-0.5 0.3
0.2

1t
0.1

-1.5

(®)

FIG. 7. (Color online) The distributions (a) and the corresponding contours (b) at t = 0.5 for Example 3.3.
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FIG. 8. (Color online) The distributions [(a), (c), (¢)] and corresponding contours [(b), (d), (f)] of scale variable p(x,y,t) at different time

for Example 3.4.

lines for the results are about 2, indicating that all four models
have a second-order accurate convergence rate in space.
Similar to previous discussion, to study the effects of 8
and ¢ on numerical results, we also computed the GREs under
different 8 and c, and presented them in Table IV. From the
table, one can find that when the parameter 8 is fixed, the
GREs decrease obviously with the increase of time step or
the increase of the speed c. Besides, it is also found that the

present RLBM always performs better than the other three
models.

Finally, the same as the discussion in Example 3.1,
we also investigated the relaxation time effect. To this end,
we first fixed Ax = 0.1, and B = 1.0, and then computed
the GREs at different relaxation time 7. As shown in Fig. 6
where ¢ = 1.0, we can find that there is an optimal relaxation
time that can be used to produce the smallest error, and the
value is located in the range of [0.75,0.95]. Besides, the
difference between GREs of Refs. [6] and [10] is very small,
while the present LBM shows a little better performance than
those in Refs. [6,10]. And also, the present RLBM seems better

043311-9
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FIG. 9. (Color online) Numerical and analytical solutions of Ex-
ample 3.5att = 0.5.

than the other three models, especially when t approaches 0.5
or exceeds 1.0.

Example 3.3. In this example, we will consider the two-
dimensional Buckley-Leverett equation [33]

ou Jdf(u) dgu) %u  3%u
— =¢l—+—, 47
o T Ty e T “47)

PHYSICAL REVIEW E 92, 043311 (2015)

TABLE VI. GRE:s of the model [10] incorporated the regularized
procedure. (Blanks mean that the model is unstable.)

Ax = 0.05

t c=10 c=15 c=10 c=15

0.5 2.1624 x 1072 2.4126 x 1072 4.6102 x 1072 4.9427 x 1073
1.0 4.4458 x 1072 6.7418 x 1072 8.8363 x 1073 9.8789 x 1073
1.5 6.2927 x 102 1.2281 x 1072 1.7452 x 1072

where f(u)=u?/[u? + (1 — w)l,g() = f@)[1-5(1—u),
e =0.01.

We note that the problem is more complicated since there is
no analytical solution available. In the following simulations,
the computational domain is fixed on Q = [—1.5, 1.5] x
[—1.5, 1.5], which is the same as that in Ref. [33]. We
presented the numerical solution at + = 0.5 in Fig. 7, where
Ax =0.01 and ¢ = 100. As seen from the figure, the results
agree well with those reported in Ref. [33].

Example 3.4. Now we consider another 2D Fokker-Planck
equation [34],

dp(x.y.0)  dyp(x.y.t) _ 3Qey —x + cx)p(x.y.1)

with the initial data ot 9x Ay
1, x2+32 <0.5, _ 0(Lyx? + Ly)p(x,y.1) 29
ux,y,0) = {O, otherwise, (“48) ay? ' 49
TABLE V. Comparison of GREs at different time for Example 3.5. (Blanks mean that the model is unstable.)
D=0.1 D =0.01
Ax c Method t d; =0 dy =1 d; =0 dy =1
0.1 10 Present RLBM 0.5 6.5691 x 1073 5.4372 x 1073 1.1138 x 1072 2.0670 x 1072
1.0 1.7245 x 1072 1.5144 x 1072 2.8303 x 1072 4.5020 x 1072
1.5 2.8083 x 1072 2.5276 x 1072 4.4329 x 1072 6.5755 x 1072
Present LBM 0.5 6.8152 x 1073 8.1523 x 1073 1.1963 x 1072
1.0 1.9632 x 1072 2.0196 x 1072 3.0721 x 1072
1.5 3.5074 x 1072 5.2597 x 1072 4.8376 x 1072
15 Present RLBM 0.5 7.4175 x 1073 7.8539 x 1073 1.1749 x 1072 2.3511 x 1072
1.0 2.0575 x 1072 2.2402 x 1072 3.0116 x 1072 6.4079 x 1072
1.5 3.4330 x 1072 3.8004 x 1072 4.7029 x 1072
Present LBM 0.5 8.4228 x 1073 1.0431 x 1072 1.1853 x 1072
1.0 2.3629 x 1072 2.7466 x 1072 3.0499 x 1072
1.5 4.2403 x 1072 4.8820 x 1072 4.8005 x 1072
0.05 10 Present RLBM 0.5 6.5523 x 107 9.8464 x 10~ 2.7444 x 1073 4.5346 x 1073
1.0 1.2211 x 1073 1.9854 x 1073 6.5336 x 1073 8.9663 x 1073
1.5 1.8660 x 1073 2.9241 x 1073 9.9516 x 1073 1.2648 x 1072
Present LBM 0.5 1.4508 x 1073 1.0663 x 1073 2.9100 x 1073
1.0 1.7079 x 1073 2.9279 x 1073 7.5728 x 1073
1.5 1.6802 x 1073 4.9443 x 1073 1.1879 x 1072
15 Present RLBM 0.5 8.4940 x 10~* 7.4292 x 10~ 1.7846 x 1073 3.1030 x 1073
1.0 2.1072 x 1073 1.2356 x 1073 4.2660 x 1073 6.7396 x 1073
1.5 3.5255 x 1073 2.1970 x 1073 6.9221 x 1073 9.9502 x 1073
Present LBM 0.5 1.2797 x 1073 1.3320 x 1073 2.9066 x 1073
1.0 3.8932 x 1073 3.0506 x 1073 7.5078 x 1073
1.5 6.7043 x 1073 5.3264 x 1073 1.1740 x 1072
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FIG. 10. (Color online) Numerical and analytical solutions of
Example 3.6 att = 1.0.

with the initial condition

p(x,y,O) = leeXP(_xz - yz) (50)

We carried out several simulations on the computational
domain [—5.0, 5.0] x [-5.0, 5.0] with Ax =0.1, Ar =
m/1000. Here we use the same parameters reported in
Ref. [34], and set ¢ = 0.2, ¢ = 0.1, L;; =0, and Ly = 0.4.
Besides, the boundary condition is given by p(x,y,t) =
0.0 at any time ¢t. We conducted some simulations, and
present the results in Fig. 8. It can be seen that these
numerical results are quantitatively in agreement with the
results in Ref. [34], which demonstrate the capability of
the present RLB model in solving the 2D Fokker-Planck
equation.

Example 3.5. In this example, we consider a 2D NCDE with
anisotropic diffusion and a source term [11]

9%u 3%u ou
=D|d— +dr— +2d3—— F,
|: 1952 + 28y2 + 38x8y:|+
(51)

to test the present models. The problem has the follow-
ing analytical solution with proper initial and boundary

8u+
ot

aum
0x

ou"

dy

5.5
5 —6— Present RLBM
-8 -Present LBM
w
4+
(]
~o Y
E? 35 ~ _
T - &
3l = .
25} ®
2 o L L L L L
1.4 1.6 1.8 2 2.2 2.4 2.6
—Iogm(Ax)
(a)

PHYSICAL REVIEW E 92, 043311 (2015)

conditions:

u(x,y,t) = sech[2(x +y — t)], (52)

and the source term F' is defined as

F =29 — mu™ — nu") — 4Du(d, + d> + 2d3)(29% — 1),

(53)
where ¢ = tanh[2(x + y — t)],d;,d>,d3 and D are real con-
stants. In our simulations, we will focus on the effect of
the regularized procedure (see remark 2) on the stability and
accuracy of the LB model.

The simulations are performed on [—5,5] x [—5,5] with
m=n=2,d,=1,d, =2, and dz = 0 or 1, which are the
same as those used in Ref. [11]. We present the results in
Fig. 9 where D =0.01, dx =0.05, c =10, and d3 = 1. It
can be seen that the numerical result agrees well with the
corresponding analytical solution. Besides, we would like to
point out that both the present LBM and the model proposed in
Ref. [10] are unstable, and do not work for this special case.

Furthermore, a more detailed comparison between present
RLBM and present LBM is also conducted. The effects of
the parameters D and d; are mainly considered since they
have a great influence on the stability [11]. We present the
results in Table V, and find that the GREs of different models
increase in time, and the GREs decrease as the grid resolution
increases. From Table V, one can also find that the present
RLBM can produce a more accurate and more stable solution
than the present LBM. Actually, for the case of D = 0.01 and
d3 = 1.0, the present LBMs are usually unstable, while the
present RLBM almost still works which indicates that the use
of the regularized procedure can produce more stable results.

In addition, we also noted that as pointed out in Ref. [11],
the model in Ref. [10] is unstable for the case of D = 0.01 and
d; = 1.0. To further show the superiority of the regularized
model in stability, the regularized procedure is also used for
the model in Ref. [10], and the numerical results are shown in
Table VI. As seen from the Table VI, the model incorporated
the regularized procedure works well except for the case of
D =0.1, c =15, t = 1.5, while the model in Ref. [10] is
unstable for all cases. From the above discussion, it is clear
that the regularized procedure can be used to improve the
stability of LB models.

4
35 —6—Present RLBM
: - B -Present LBM
3l -0 Ref. [10]
m)
S 2.5} o
=4
o0 2r - !
= o %
1.5+
Y
1
o
0.5 L L L L L L
1.4 1.6 1.8 2 2.2 2.4 2.6
—Iogm(Ax)
(b)

FIG. 11. (Color online) The errors of different models with different lattice steps for Example 3.6: (a) GREs, (b) GMEs.
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TABLE VII. Comparison of the GRE:s at different time for Example 3.6.

Method t=05 t=1.0 t=2.0 t=4.0 t=28.0

Present RLBM 1.0233 x 10~* 1.0233 x 1074 1.0233 x 1074 1.0233 x 107* 1.0233 x 10~*
Present LBM 2.0134 x 107* 2.0140 x 10~ 2.0140 x 107* 2.0140 x 107* 2.0140 x 10~
Ref. [10] 2.5839 x 1073 2.5851 x 1073 2.5851 x 1073 2.5851 x 1073 2.5851 x 1073

Example 3.6. We now consider the following NCDE with
a source term:

du  9(10 3(10
du | 9(10xw)  3(10yu)

ot ax ay
Pu L P o+ )+ 19] (54)
= — _— M,
0x2  0y? rry

and the exact solution of the problem can be given as
u(x,y,t) =exp(x +y-+1). (55)

In our simulations, the computational domain is fixed on
Q = [0,1] x [0,1]. We first presented the result at # = 1 and
y = 0.5 in Fig. 10 where 8 = 3.0, Ax =0.02, and Ar =
2.0 x 10™*. As seen from this figure, the numerical result is

in good agreement with the exact solution, and the
corresponding GRE is 7.8752 x 107, Besides, to test the
convergence rate of different models, some simulations
are also carried out at different lattice resolutions (Ax =
1/25 to 1/200), and c is correspondingly changed from 40 to
320. We presented the GREs and GMEs at different resolutions
in Fig. 11, where t+ = 1.0. As shown in this figure, the slopes
of the fitting lines for the results are about 2, indicating that
all of these three models have a second-order convergence rate
in space. Besides, we also presented the GREs at different
times in Table VII where ¢ = 80, Ax = 0.02, and 8 = 3.0.
From Table VII, it can be seen that the present RLBM is
better than the other two models in accuracy. In addition,
the effects of B and c¢ are also studied. To this end, we
calculated the GREs under different 8 and ¢, and presented
the results in Table VIII. From this table, one can find that
the errors of the present RLBM are less than those obtained
by the other two models. And also, it is found that for
B = 3.0 and ¢ = 160, both the present LBM and the model
in Ref. [10] are unstable, while the present RLBM works
well, which indicates that the RLB model is more stable
than the other three models. Finally, we investigated the

TABLE VIII. GREs of Example 3.6 with different 8 and ¢ (Ax =
0.02, r = 1.0). (Blanks mean that the model is unstable.)

B c Present RLBM Present LBM Ref. [10]

0.9 80 1.3008 x 1073 57739 x 107> 4.2107 x 1073
160 4.0288 x 107* 1.1375 x 1073 1.2299 x 1073

1.0 80 1.1086 x 1073 45622 x 1073 4.2952 x 1073
160  3.2422 x 107* 8.5470 x 10~ 1.2647 x 1073

2.0 80  3.3685 x 107+ 8.6143 x 10~  3.3602 x 1073
160 1.7524 x 1073 3.5957 x 107> 1.0789 x 1073

3.0 80 1.0233 x 10~* 2.0140 x 10~*  2.5851 x 103
160 1.2834 x 107*

relaxation time effect on the accuracy of different models,
and present the results in Fig. 12 where Ax = 0.02, 8 = 2.0,
t = 1.0. From this figure, it can be seen that the present
RLBM performs better than the present LBM and the model in
Ref. [10].

IV. CONCLUSIONS

In this paper, a regularized lattice Boltzmann model is
developed for NCDEs with variable coefficients. Through
the Chapman-Enskog analysis, it is shown that the NCDE
can be recovered correctly from the present scheme without
adopting any assumptions or auxiliary moments, which is
different from some available LB models. We then tested
the RLB model by using some classic NCDEs, and found
that the numerical results agree well with the analytical
or numerical solutions reported in some previous studies.
Besides, it is also found that the present RLB model is more
accurate and more stable than some available LB models,
and has a second-order convergence rate in space. Finally,
we would like to point out that the idea of the regularized
procedure can be directly extended to the traditional LB
models.
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