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Effects of target heating on experiments using Kα and Kβ diagnostics
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We describe the impact of heating and ionization on emission from the target of Kα and Kβ radiation induced
by the propagation of hot electrons generated by laser-matter interaction. We consider copper as a test case and,
starting from basic principles, we calculate the changes in emission wavelength, ionization cross section, and
fluorescence yield as Cu is progressively ionized. We have finally considered the more realistic case when hot
electrons have a distribution of energies with average energies of 50 and 500 keV (representative respectively of
“shock ignition” and of “fast ignition” experiments) and in which the ions are distributed according to ionization
equilibrium. In addition, by confronting our theoretical calculations with existing data, we demonstrate that this
study offers a generic theoretical background for temperature diagnostics in laser-plasma interactions.
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I. INTRODUCTION

Kα emission from tracer layers, or dopants, embedded in
laser-irradiated targets has long been used as a diagnostic of
the presence and the propagation of hot electrons produced in
laser-matter interaction. In the typical experimental setup used
in most experiments (see Fig. 1), the high-intensity short-pulse
laser [obtained through chirped pulse amplification (CPA)] is
focused on the surface of the target where the fast electrons
are produced and accelerated inside the material. They cross
a first “propagation layer” and then arrive at one or two Kα

fluor layers where they induce the emission of Kα photons. By
varying the thickness of the propagation layer it is possible to
reconstruct the typical penetration range of the fast electrons.
After the fluor layers, an additional plastic layer may be
placed. This will prevent any spurious Kα emission due to fast
electrons which go around the target or which have crossed the
targets and are pulled back towards it by electrostatic forces.

The use of two (or more) fluor layers should be preferred
to the use of a single layer. Indeed the number of Kα emitted
photons will mainly depend on two parameters: the initial
number of fast electrons and their energy (which fixes the
propagation range). Hence, in principle, the use of two tracer
layers will allow these two parameters to be determined shot
by shot. Also, in the limit in which only collisional effects are
important (stopping power limit), the ratio of Kα yield from
the two layers will be independent of the initial number of fast
electrons and dependent only on their energy.

Kα emission was first observed in the pioneering early
work of Zigler et al. [1] and Key et al. [2]. Kα tracer layers
were also used in connection with the first observation of
collective effects (due to resistive electric fields) in hot electron
penetration in matter in 1982, i.e., long before the advent
of short-pulse high-intensity lasers. In this experiment Bond
et al. [3] used a gold foam target. Since collisional effects are
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proportional to target density, the stopping power is sensitive
only to the total areal mass density of the target, m = rd.
Hence using low-density foams is a good method of affecting
the relative weight of electric field effects with respect to
collisional ones.

Depending on the laser intensity on the target and on the
laser duration, hot electrons are produced by several mecha-
nisms like resonant absorption [4], parametric instabilities [5]
[stimulated Raman scattering (SRS) and two-plasmon decay
(TPD)], and, at higher laser intensity by direct ponderomotive
acceleration (including the so-called J×B effect) [6] or by the
Brunel effect (quasiresonant absorption) [7].

Once generated, the hot electrons penetrate into the target
material and produce inner shell ionization by collisions.
Such inner holes are then filled in by radiative recombination,
emitting the characteristics line of the elements of the material.
This process is in competition with emission of Auger
electrons, and the branching ratio between these two processes
is called the fluorescence yield of the material (which is a
function of its atomic number Z).

As said above, the emission of characteristic lines (usually
the Kα line) can be used for various diagnostics. First, by
putting tracer layers at different depths inside the target, one
can infer the propagation range of hot electrons in matter,
which provides measurements of the hot electron temperature
(at least as long as collective effects do not influence the
propagation). More recently, imaging techniques, in particular
based on spherically bent x-ray crystals [8–10] have also been
used, which provide information on the spatial shape of the
Kα source, which is related to the spatial shape of the beam
of hot electrons as they cross the tracer layer.

A more sophisticated variant of Kα diagnostics is Kα

spectroscopy [11–13]. This is based on the fact that, when
material is heated by the passage of fast electrons, atoms
are ionized and subsequent Kα radiation has a shifted
wavelength depending on the ionization state of the emitting
ions. More recently Kβ radiation has also been used [14] since
Kβ spectroscopy provides easier separation of the satellite
lines and at lower ionization states in comparison with Kα

spectroscopy. This feature allows measuring the temperatures
of relatively cold matter, even for high-Z materials. Usually, in
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FIG. 1. Typical experimental setup for measuring the penetration
range of fast electrons through Kα spectroscopy.

K-shell spectral analysis, the plasma temperature and density
are inferred from fitting predictions from available atomic
models to the measured data.

The goals of this paper are to evaluate the effects of the
induced ionization on shift of the Kα and Kβ lines, but also
to evaluate the effects of the changes induced in the ionization
cross section and fluorescence yield when tracer atoms become
ionized. While the first effect has already been seen in the
past and described in the literature, this study also takes into
account the changes in cross section and fluorescence yield.
Our goal is not to try to reproduce the data from one or another
experiment exactly; rather we want to show the influence of
the studied processes using simple “academic” cases.

II. IMPORTANCE OF Cu TRACER AS A TEST CASE

In the following we will refer to Cu as a “test” case, since
this has been used as a tracer element in many experiments.
Indeed it is very difficult to cite all the articles which are using
Cu tracer layers or Cu dopants to trace the propagation of hot
electrons in matter.

Some early works date back to the 1980s and were concen-
trated on use of Kα emission to trace the hot electrons and see
the effects of lateral energy transport out of the focal spot in
either planar [15] or spherical targets [16]. In some cases these
experiments were performed at long irradiation wavelength
(first harmonics of a Nd:laser or even a CO2 laser) since
long wavelengths are well known to maximize hot electron
generation even at laser intensities which are relatively low.

With the advent of short-pulse very-high-intensity lasers
based on the CPA technique, relativistic electrons could be
created at energies up to a few MeV. A lot of studies on fast-
electron propagation in matter have been conducted, mainly in
the framework of the fast-ignition approach to inertial fusion.

Several works were addressed at assessing the impact
of collective effects on transport of fast electrons, i.e., the
effects induced by the self-generated electric and magnetic
fields, and the relation with the electrical conductivity of the
target material. Typically propagation in metal vs insulator
targets allowed such effects to be discriminated [17,18]. Other
works concentrated on studying the effects of the influence
of the “preplasma” created before the solid target by the
laser prepulse [19,20], or the divergence of the fast-electron
beam [21]. The role of electron refluxing was studied in [22].
Finally Cu Kα emission was also used as a diagnostic of fast
electrons in experiments using cone-guiding targets (one of
the most studied variants of fast ignition) either in spherical

integrated experiments with imploding targets [23], in planar
experiments using cone targets [24], or in the configuration of
a wire attached to a cone [25].

In addition, the use of Cu Kα photons as diagnostics of
fast electrons received a big impulse due to the introduction of
imaging techniques. This was largely due to the fact that for Cu
Kα radiation (≈8 keV) spherically bent crystals are available,
allowing a very good spatial resolution to be achieved (better
than 10 μm in the best conditions). The development of such
imaging techniques is largely due to the work of Faenov, Pikuz
and co-workers [8–10]. It allowed getting high-resolution
images of Cu Kα sources and has provided much more
insight into the physics of electron transport. For instance, the
technique has been applied to study electron beam collimation
or spreading in matter compressed by cylindrical implosions
[26] and to compare transport of fast electrons in insulators
vs metals and assess the effects of collective effects and
beam filamentation [27]. Indeed it was the very small spectral
acceptance of spherical crystals which drove attention to the
Kα shift as matter is heated and ionized. The Kα shift
implied a strong reduction of the collected Kα signal even
in conditions when this was expected to increase. This was
typical, for instance, of experiments done even recently on the
Omega laser. Higher pulse energy should correspond to larger
Kα yield but indeed the collected signal was smaller: more
electrons imply a stronger heating of tracer atoms and therefore
their emission was shifted outside the crystal spectral range
[28]. As a result, this has also driven attention to the use of
Kα spectroscopy, i.e., assessment of the temperature reached
in the background target by looking at the Kα line shape and
Kα wavelength shift as a results of thermally-induced heating
[11–13]. Of course, this has attracted interest also to the use of
Kβ emission as a complementary diagnostic [14]. Finally, Cu
tracer layers have recently been used in experiments related
to shock ignition, at subrelativistic laser intensities and with
hot-electron energies in the range 30–100 keV [29,30].

As we have already said, such a large number of papers
using a Cu tracer (and indeed many more) justifies our attention
to copper Kα emission. Nevertheless let us again stress the fact
that here we do not want to reproduce data from any particular
experiment, but rather describe the physical trends.

III. K -SHELL EMISSION MODELING
AND ATOMIC DATA USED

In the present study, we considered that the Cu K-shell
emission is due entirely to a two-step atomic process, where
a K-vacancy level of an ion of charge state Z∗, i.e. the atomic
number, Z = 29 minus the number of bound electrons, is
populated from the ground level of the parent ion of charge
state Z∗ − 1 by fast-electron impact ionization in the first
step, and then decays through either a radiative (Kα or
Kβ transition) or an Auger transition (KLL, KLM, or KMM
channel) in a second step. In this model, the number of x-ray
photons per unit of time per unit of volume in a particular K line
(Kα or Kβ) of an ion of charge state Z∗, N (Kα or Kβ,Z∗),
will be proportional to the product of the total K-shell electron
impact ionization cross section of the ground level of the parent
ion, σK (E; Z∗ − 1), and the K-shell fluorescence yield for that
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particular line, Y (Kα or Kβ,Z∗), i.e.:

N (Kα or Kβ,Z∗) ∝ σK (E; Z∗ − 1)Y (Kα or Kβ,Z∗), (1)

where E is the kinetic energy of the fast electron, and the
coefficient of proportionality is equal to the product of the
velocity and the number per unit of volume of fast electrons

with kinetic energy E by the number of ions of charge state
Z∗ − 1 per unit of volume.

The fluorescence yield for a particular K line,
Y (Kα or Kβ,Z∗), is in turn defined as a branching ratio of
atomic transition probabilities of the decay branch X,A(X), as
follows:

Y (Kα or Kβ, Z∗) = A(Kα or Kβ,Z∗)

A(Kα,Z∗) + A(Kβ,Z∗) + A(KLL,Z∗) + A(KLM,Z∗) + A(KMM,Z∗)
(2)

The copper atomic data involved in Eqs. (1) and (2) were
taken from Palmeri et al. [31,32] and averaged, as they are
given for all charge states up to Li-like Cu in Refs. [31,32] for
fine-structure atomic energy levels and not for atomic shells.

The average K-shell fluorescence yields Y (Kα or Kβ,Z∗)
have been estimated using the following formula:

Y (Kα or Kβ,Z∗) =
∑

i, j Y (i, j, Z∗)

n(Z∗)
, (3)

where the summation runs over all Kα or Kβ fine-structure
i → j transitions emitted from all the upper K-vacancy levels
i populated by K-shell electron impact ionization (KEII) from
the parent ion ground level, these K-vacancy levels are given
as daughter ion fine-structure level indices in Table 2 of
Ref. [31], and n(Z∗) is the total number of upper K-vacancy
levels populated by the KEII atomic process. The fine-structure
fluorescence yields Y (i,j,Z∗) that appear in Eq. (3) have
been calculated using the radiative transition probabilities
Ar (i, j, Z∗), and the Auger widths, Aa(i, Z∗), published by
Palmeri et al. [31] following the equation given below:

Y (i, j, Z∗) = Ar (i, j, Z∗)∑
k<i Ar (i, k, Z∗) + Aa(i, Z∗)

, (4)

where the summation in the denominator runs over all the
radiative decay channels from the upper K-vacancy fine-
structure level i.
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FIG. 2. Average fluorescence yield (in %) of (a) Kα and (b) Kβ

transition arrays as functions of the charge state Z∗.

In Fig. 2, the average fluorescence yields are given as
functions of the charge state Z∗ for the Kα and Kβ transition
arrays. A slight decrease of the Kα fluorescence yield for Z∗
up to 12 is observed with a corresponding increase of the Kβ

fluorescence yield. For Z∗ > 12, the trends are inverted, with
an increase of Y (Kα) with a corresponding steep decrease of
Y (Kβ) which reaches zero for Z∗ > 18 where the 3p shell is
empty.

The transition array average energies E(Kα or Kβ; Z∗)
have been in turn evaluated from the fine-structure transition
energies E(i,j ; Z∗), of Ref. [32] and from the fine-structure
fluorescence yields calculated by Eq. (4) using the formula
given below:

E(Kα or Kβ; Z∗) =
∑

i,j∈(Kα or Kβ) E(i, j ; Z∗) Y (i, j ; Z∗)∑
i, j∈(Kα or Kβ) Y (i, j ; Z∗)

.

(5)

Our Kα emission (average) energies as calculated using
Eq. (5) have been compared with those of the FLYCHK code
[33] in Fig. 3, where, for Z∗ < 20, Kα1 and Kα2 transition
arrays have been distinguished to facilitate the comparison. For
Z∗ > 20, the average energy value of the Kα lines is provided
for simplicity. One can see a good agreement although a slight
redshift is predicted by the data of Ref. [32] as the charge state
goes from 0 to 12, as is experimentally confirmed for other
elements (iron, nickel, and titanium) by Aglistkii et al. [34].
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FIG. 3. Comparison of Kα emission energies as calculated from
Eq. (5) with those of FLYCHK [33].
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Concerning the ground level total KEII cross sections
σK (E; Z∗), they have been estimated for each ion charge
state Z∗ as the sum over all partial KEII cross sections
σK (E; 1, j, Z∗), of fine-structure transitions from the parent
ion (here, with charge Z∗) ground level i = 1 to all the possible
final daughter ion (here, with charge Z∗ + 1) K-vacancy levels
j as given in Ref. [31]:

σK (E; Z∗) =
∑

j

σK (E; 1, j, Z∗). (6)

In Fig. 4, we have plotted all the total KEII cross sections
for each charge state as functions of incident electron kinetic
energy. One can see that the threshold energies increase with
Z∗ from ∼8 to ∼10 keV and the cross sections decrease with
Z∗ [31].

In Fig. 5, the ratios with respect to Z∗ = 0 of the KEII
cross sections taken at the 30 keV peak energy and of the
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FIG. 5. Ratios with respect to (a) neutral species for the KEII
cross section at the 30 keV peak energy, and (b) the Kα and (c) Kβ

fluorescence yields as functions of charge states Z∗.

fluorescence yields are presented as functions of Z∗. The
decreasing trend is quite smooth for the cross section (the
overall decrease is ≈30%), while it is relatively steeper for
the fluorescence yields. In the case of Kα, it follows pretty
well the cross section trend up to Z∗ = 12 and then steeply
increases up to a factor of ≈2. From this figure, it is clear
that for the low- to moderate-charged ions (Z∗ < 18) the Kβ

emission yield will be more sensitive to the mean charge state
of the plasma, i.e., to the ionization balance and therefore to the
plasma temperature. For plasma temperatures where the ions
with Z∗ > 18 dominate, the Kα emission yield is expected to
be a good diagnostic for plasma temperature. Ranges of Z∗
where a specific subshell is last occupied are also displayed in
the figure. This shows that the Kα fluorescence yield starts to
increase and the corresponding Kβ fluorescence yield starts to
decrease when the 3p subshell starts to be open.

IV. INFLUENCE OF TARGET HEATING
ON Kα AND Kβ OBSERVABLES

We performed Monte Carlo GEANT4 [35] simulations to
predict the number of Kα and Kβ photons produced in
a 10-μm-thick Cu target due to hot electrons produced
in the laser-plasma interaction. Usually these electrons are
characterized by a distribution function f (E), which is often
represented as a Maxwellian, or more simply an exponential
slope. At high intensity a relativistic Maxwellian (Jüttner
distribution) is used [36]. In the following we have used for
simplicity exponential functions:

f (E) = f0exp

(
− E

Thot

)
, (7)

where Thot is the average energy of the distribution (this is often
referred to as the “temperature” in the literature; however, let
us notice that for a Maxwellian distribution the average energy
is 3Thot/2 while for an exponential distribution it is Thot. We
have studied two cases Thot = 50 keV and Thot = 500 keV as
representative cases of hot electrons which may be produced
in the interaction with matter of nonrelativistic lasers (such as
those which can be used in shock ignition experiments [37])
and of hot electrons produced in relativistic interaction with
high-intensity lasers, such as those which should be studied in
fast-ignition experiments [38].

Using for instance the LIVERMORE [39] or PENELOPE [40,41]
physics library, GEANT4 allows simulation of the atomic
deexcitation within materials. To investigate the influence of
target heating on the Kα and Kβ production, we performed
individual simulations for each Z∗ by using σK (E; Z∗)
and Y (Kα or Kβ, Z∗) presented in the previous section. As
illustrated in Fig. 6, we calculated the Kα and Kβ intensities
at different Z∗ and normalized them per joule of incident
electrons.

Simulation results show that, first, when we change the
initial electron temperature Thot, the absolute Kα and Kβ

intensities change. This is due to the fact that distributions with
different temperatures have a different number of electrons
with energies which are more effective in producing inner shell
ionization (and then emission of characteristic lines). Second,
when we change Z∗ for a given Thot, the Kα intensity is found
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Full symbols correspond to calculations made for individual Z∗

while empty symbols correspond to Z∗-averaged calculations over
the realistic ion distribution of Fig. 9.

to decrease slightly up to Z∗ = 12 and then rises by up to a
factor of 2 at higher Z∗, while the Kβ intensity increases with
Z∗ below Z∗ = 12 and then collapses above.

We also observe that the relative behavior of Kα and Kβ

intensities is quasi-independent of f (E). within a few percent.
This can be rather simply understood since for the following
reasons:

(1) When Z∗ is changed, σK (E; Z∗) has a shift that is
almost exactly the same all over the energy range (of course
this is not true at the threshold energy but the shift of the
binding energy when Z∗ is increasing is found to be lower
than 2 keV over the whole Z∗ range).

(2) Y (Kα, Z∗) and Y (Kβ, Z∗) are independent of the
incident electron kinetic energy.

The relative behavior of Kα and Kβ intensities, illustrated
in Fig. 7, can hence be assumed to be independent of Thot.
The Kα production decreases by 10% for Z∗ < 12, and then
slightly rises above. For instance, at Z∗ = 25, the Kα intensity
is higher by 20% with respect to what happens in a cold
copper target, i.e., at Z∗ = 0. On the other hand, the Kβ

intensity is found to change more drastically: it increases by
30% from Z∗ = 0 to Z∗ = 12. Therefore, the Kβ emission
is more sensitive than Kα to the changes in Z∗ in the latter
range. However, for Z∗ > 15, the Kβ emission practically
disappears so it can no longer be used as a diagnostic. Note
that, in terms of plasma temperature, Z∗ = 15 corresponds to
nearly T = 150 eV (as calculated with FLYCHK [33]).

In Fig. 8, we give the calculated Kα/Kβ ratio as a function
of Z∗. This relative value is also independent of f (E) but is
sensitive to Z∗. A slight decrease is observed for Z∗ < 13.
That is why the Kα/Kβ ratio could be a relevant observable
for studying warm dense matter with temperatures below
T = 100 eV. For 12 < Z∗ < 18, the ratio can also be used
to diagnose the plasma up to T = 400 eV. However, above
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FIG. 7. Evolution of Kα and Kβ intensities as functions of
Z∗ with respect to cold matter (i.e., with Z∗ = 0). Full symbols
correspond to calculations made for individual Z∗ while empty
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ion distribution of Fig. 9.

this temperature, the Kβ production becomes negligible and
the Kα/Kβ ratio tends to +∞.

In the following, we will discuss the effect of target
ionization under “realistic” conditions on the Kα and Kβ

emission. Up to now, in this paper, we have studied the
case in which the atoms in the targets all have the same
ionization state. But, in reality for a given temperature, and
hence a given average ionization Z∗, there will be an ionization
equilibrium in the material with several ionization states
simultaneously present. Such equilibrium will be described
by a Saha-like equation with corrections for high density and
electron degeneration. The ionization state Z∗ as a function of
the temperature of the target background material is shown in
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FIG. 8. Evolution of Kα/Kβ ratio as a function of Z∗. Full
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circles correspond to Z∗ averaged calculations over the realistic ion
distribution of Fig. 9.
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Fig. 9 calculated with FLYCHK [33] for T = 50,150,250,350,

and 450 eV and Ne = 1019/cm3, where Ne is the electron
density. These are temperatures which can really be reached
in experiments, especially the lowest ones, and for which at
the same time we see a big change of Z∗.

When we deal with such realistic conditions and the simul-
taneous presence of several ionization states, the emission and
shift of characteristic lines will need to be averaged over the ion
distribution. We have done this using the g(Z∗) distributions
from Fig. 9. Corresponding results are shown using empty
circles in Fig. 6, 7, and 8, where Z∗ corresponds to the mean
value of g(Z∗). We notice that in general the shift of all
quantities is negligible.

Let us notice again that the cases we have studied here
are simple “school cases” in which the Cu layer is uniformly
heated at a given temperature T . In the previous section we
considered that the ionization state was also uniform inside
the layer. Now we have used a statistical distribution g(Z∗)
of ionization states at the temperature T . But in no case have
we tried to really simulate the real state of a target following
laser irradiation and passage of hot electrons. In the “real” case
we will have a distribution of temperatures inside the targets,
bringing a much more complicated situation. But the general
trends remain the same and, indeed, they are better evidenced
by studying such simpler school cases.

V. APPLICATION TO EXISTING DATA

In this section, we use data from [42] in order to support
our theoretical calculation and illustrate how it could be useful
for temperature diagnostics in laser-plasma experiments. In
[42], Nilson et al. studied the interaction of small-mass
copper foil targets with a high-intensity 1019W/cm2 laser
pulse. K-shell x-ray spectroscopy was used to infer the bulk
temperature. By changing the geometry of the target (both
thickness and surface), the fast-electron refluxing and hence
the energy density within the target were modified. Since the
geometry of the target was not fixed, the Kβ and Kα absolute
intensities cannot be used to diagnose the temperature. That
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FIG. 10. (Color online) (a) Temperature T vs mean ionization
state 〈Z∗〉, as calculated by FLYCHK; (b) Kα/Kβ ratio as a function
of Z∗, deduced from Figs. 8 and 10(a); (c) experimental data for
the Kα/Kβ ratio as a function of energy density (J/mm3), as taken
from [42]; (d) bulk temperature inferred using our calculations (full
triangles) compared to results given in [42] (dashed line).

is why the temperature was inferred by measuring the strong
modification of the cold Kβ photon fluorescent probability
suppression with increasing energy density, through strong
modification of the cold Kβ/Kα ratio. The relation between
bulk temperature and the cold Kβ/Kα was based on hybrid
particle-in-cell simulations coupled to a K-photon production
model, not detailed by the authors. By making use of their
data, we applied our theoretical calculations to deduce the
bulk temperature. In Fig. 8, we already gave the evolution
of the Kα/Kβ ratio as a function of Z∗. In addition, we
performed FLYCHK calculations to link the mean ionization
state 〈Z∗〉 with a plasma temperature T ; see Fig. 10(a). This
enables us to infer a direct relation between the Kα/Kβ

ratio and the temperature; see Fig. 10(b). In Fig. 10(c), we
report the experimental Kα/Kβ ratio as a function of the
energy density within the target (J/mm3), as measured in [42].
It can be seen that the Kα/Kβ ratio is found to decrease
first when the energy density is increased up to 104 J/mm3

and then it increases strongly above this limit. The data
follow the same behavior as our theoretical predictions as
a function of Z∗ (Fig. 8) and T [Fig. 10(b)]. In Fig. 10(d),
we deduced the bulk temperature from the Kα/Kβ ratio (full
triangles) and compared our results to those obtained in [42]
(dashed line). An excellent agreement is found. However, we
believe that our temperature determination is more accurate
than that in [42]. Indeed, at low temperature, i.e., where
T < 50 eV, Nilson et al. did not take into account the decrease
of the Kα/Kβ ratio. Our theoretical calculations show that
this effect should not be neglected. At higher temperature,
when the Kβ transitions become improbable, our temperature
determination through the Kα/Kβ increase is very similar to
that in [42]. As a conclusion, this comparison demonstrates
that our calculations could be used as a generic theoreti-
cal background for temperature diagnostics in laser-plasma
interactions.
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VI. CONCLUSIONS

In this paper, starting from first principles, we have studied
the problem of the shift of characteristic lines (Kα and Kβ), the
ionization cross section, and fluorescence yield vs ionization
induced by target heating. We have compared our results with
those provided by the numerical code FLYCHK and we have
found a good agreement, although the redshift at low charge
states (Z∗ < 12) is not predicted by FLYCHK.

The shift in emission is an already known issue. On one
side, it can be the basis of so-called “Kα spectroscopy”,
i.e., the analysis of the Kα wavelength and line shape to
recover the temperature of the background material. On the
other side, it is well known to bring to experimental problems
in the case in which monochromatic x-ray imagers are used
(the shift may be significant with respect to the instrument
bandwidth and may “blind” the instrument). Concerning the
ionization cross section, there is a small shift to higher
electron energies in both the ionization threshold and the
maximum of the function. However, this shift is small and
balanced by the fact that the fluorescence yield change has
an opposite trend. To study the effects on Kα and Kβ

intensities, we implemented Z∗-dependent atomic data in the
Monte-Carlo GEANT4 code. A change of the total number of
emitted photons is clearly highlighted as a function of Z∗.
This change is in general more drastic for Kβ photons. This
trend is true for both monoenergetic electrons and for the
more realistic case in which we consider an electron energy
distribution function, as is really produced in laser-plasma
experiments.

A clear signature of the atomic shell structure is recogniz-
able in the behavior of the fluorescence yields. For instance, the
Kα yield begins to increase more when the shell 3p begins to
open. As for the Kβ yield it increases when the 3d shell opens
and sharply decreases when the 3p shell opens, due to the
dramatic loss of electrons, which can cause the Kβ transition
following ionization. Indeed, the almost total disappearance of
Kβ for ionization states larger than Z∗ ≈ 16 allows for more
sensitive diagnostics of the target background temperature. In
particular the Kα/Kβ ratio will allow measurement of Z∗
and temperature without the need for an absolute calibration
(measurement of absolute photon yields).

We also showed that the total Kα and Kβ photon emissions
(and their ratio) are not really sensitive to the changes in the
hot electron temperature Thot, nor to the details of the energy
distribution of ionic states in the target, g(Z∗). This means
that the total number of emitted photons will not change
if we consider the target uniformly ionized with only one
ionization state, or we consider the real distribution of ionic
states corresponding to the temperature of the material. Of
course, instead the detailed line shape will be sensitive to
g(Z∗) because different ions will contribute to emitting Kα

(or Kβ) photons of different wavelengths, therefore producing
changes in line shape and a line broadening.

In addition, we confronted our theoretical calculations with
existing data provided by Nilson et al. [42]. We used the
modification of the Kα/Kβ ratio to infer the bulk temperature
as a function of the energy density within a target. We
demonstrated that our calculations can be used as a generic
tool for temperature diagnostics in laser-plasma interactions.

Finally we notice that all the changes become more
pronounced as we approach the limit of large temperature
and ionization becomes larger (let us say Z∗ ≈ 20 and T �
500 eV). In this range Kβ emission disappears and the Kα

yield has a more pronounced shift. Also the emitted Kα

spectrum becomes more complicated and is characterized by
the presence of multiple “thermal” satellites (in the limit where
Z∗ is very large, lithiumlike, hydroge-like, and heliumlike
ions are present and the emitted spectra become “thermal”).
These effects will need to be considered carefully when
new-generation lasers with short-pulse and larger energy
(e.g. PETAL in France [43]) become available, allowing
“isochoric heating” experiments to be performed at much
higher temperaturesthan are possible now.
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