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We derive a general fluctuation theorem for quantum maps. The theorem applies to a broad class of quantum
dynamics, such as unitary evolution, decoherence, thermalization, and other types of evolution for quantum
open systems. The theorem reproduces well-known fluctuation theorems in a single and simplified framework
and extends the Hatano-Sasa theorem to quantum nonequilibrium processes. Moreover, it helps to elucidate the
physical nature of the environment that induces a given dynamics in an open quantum system.

DOI: 10.1103/PhysRevE.92.032129 PACS number(s): 05.70.Ln, 05.40.−a

I. INTRODUCTION

Completely positive, trace-preserving (CPTP) quantum
maps capture a vast diversity of quantum dynamical evo-
lutions, including arbitrary open-system dynamics such as
decoherence, measurement, and thermal relaxation [1,2]. Con-
sequently, the thermodynamic analysis of processes described
by CPTP maps is a major issue in the development of quantum
thermodynamics [3–7]. One of the main tools of such thermo-
dynamic analysis are fluctuation theorems, since they reveal
the statistical properties of thermodynamic quantities such as
work or entropy production along arbitrary nonequilibrium
processes [8–10]. Therefore, fluctuation theorems for arbitrary
CPTP maps will be relevant to understand the role of quantum
effects in thermodynamics.

In recent years, there have been several derivations of
fluctuations theorems for specific classes of CPTP maps
falling into two broad categories: detailed fluctuation theo-
rems for quantum trajectories and fluctuation theorems for
thermodynamic variables, such as work and entropy. Campisi
et al. obtained a detailed fluctuation theorem for a unitary,
driven evolution punctuated by unital maps—maps for which
the identity matrix is invariant, such as projective measure-
ments [11,12]. This work was followed up and extended by
Watanabe et al. [13]. General quantum Markov semigroups
were explored by Crooks using time-reversed or dual maps
[14], which were then applied by Horowitz et al. to nonequi-
librium quantum jump trajectories [5,15]. An alternative,
operator formulation for driven Lindbald master equations was
independently developed by Chetrite and Mallick [16], and its
equivalence to the quantum jump approach was investigated
by Liu [17,18]. Fluctuation theorems under unital CPTP
maps for thermodynamic quantities, like work, energy, and
information-theoretic entropy, have appeared in numerous
works [19–21], while predictions for nonunital CPTP maps
usually take the form of an integral fluctuation theorem with a
so-called correction [6,20–23].

In this paper we present a general formalism based on
a generalized detailed balance condition that includes and
extends many of the previous results without the need for
a correction term. As a consequence, our result clarifies the
minimal hypotheses needed to derive a fluctuation theorem
for quantum maps. Our theorem is independent of the physical

nature of the process that induces the CPTP map. This is
a relevant feature. It makes the fluctuation theorem general
enough to be applied to situations far from equilibrium,
like systems in contact with coherent reservoirs [15,24,25].
Moreover, such a general result could be useful to analyze the
thermodynamics of quantum processes whose physical details
are not completely known, such as decoherence or quantum
collapse.

In order to derive this general fluctuation theorem for CPTP
maps, we introduce the concept of a nonequilibrium potential,
which is proportional to the logarithm of the invariant density
matrix associated to the map. This potential is the analog
of the one introduced by Hatano and Sasa in a classical
context [26], and it has been implicitly used by Sagawa in
Ref. [4] for quantum maps as well as by Yukawa [3] and
Spohn [27] for continuous-time quantum dynamics. It vanishes
for unital maps and accounts for the heat flow between the
system and the reservoir in the case of thermalization maps.
For classical systems subjected to nonequilibrium constraints,
this potential allows one to split the entropy production into
adiabatic and nonadiabatic contributions and is also a key
ingredient to characterize the response of a system to external
time-dependent perturbations in the linear regime [28].

The paper is organized as follows. In Sec. II we review
the theory of CPTP maps and the Kraus representation,
introducing the nonequilibrium potential and the dual map,
necessary to state the fluctuation theorem. In Sec. III we prove
the general theorem for single maps and for a series of con-
catenated maps. Some applications are discussed in Sec. IV.
Finally, in Sec. V, we summarize our results and present the
main conclusions of the paper.

II. QUANTUM OPERATIONS AND DUAL DYNAMICS

Consider a generic CPTP quantum map ρ → ρ ′ ≡ E(ρ)
acting on the density matrix ρ of a quantum system. Any CPTP
map admits a Kraus representation in terms of a collection of
linear operators {Mk} as [1,2]

E(ρ) =
∑

k

Ek(ρ) =
∑

k

MkρM
†
k , (1)
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with
∑

k M
†
kMk = 1, a condition that ensures the trace-

preserving property of the map E . It is important to stress
that the choice of {Mk} is not unique: any family of operators
M ′

l = ∑
k UlkMk , with Ulk the entries of a unitary matrix,

is also a valid Kraus representation. Not even the number
of Kraus operators is unique for a given map. For instance,
if the Hilbert space of the system has finite dimension N ,
there exists a Kraus representation for any map with at most
N2 operators. However, using more than N2 operators is
sometimes necessary for a complete description of the physical
process associated to the map (as we will see below).

A. Quantum trajectories and nonselective states

The Kraus representation (1) is not just a mathematical
way of writing the map; it also provides a physical picture
of the map as a random transformation of pure states. A
specific representation decomposes the map into a number
of operations Ek(·) = Mk · M

†
k . Each operation transforms a

pure state |ψ〉 into a new pure state

|ψ ′
k〉 = Mk|ψ〉

||Mk|ψ〉|| , (2)

with probability pk(|ψ〉) ≡ ||Mk|ψ〉||2 [
∑

k pk(|ψ〉) = 1].
This picture extends to mixed states of the form ρ =∑

i pi |ψi〉〈ψi |, which represents a classical ensemble of pure
states |ψi〉 each sampled with probability pi . Thus, the
probability that operation k occurs is

pk(ρ) =
∑

i

pipk(|ψi〉) = Tr[Ek(ρ)] (3)

and the final state conditioned on this operation is

ρ ′
k =

∑
i

pi

Mk|ψi〉〈ψi |M†
k

||Mk|ψi〉||2 = Ek(ρ)

pk(ρ)
. (4)

If we know which operation Ek has occurred, then k can
be seen as the outcome of a generalized measurement and
ρ ′

k as the selective postmeasurement state of the system. If
we do not know which operation took place (or we decide
not to incorporate that information into our description), then
the state after the transformation is ρ ′ = E(ρ) = ∑

k pk(ρ)ρ ′
k ,

usually referred to as the nonselective postmeasurement state
[although the transformation given by the map ρ ′ = E(ρ) does
not necessarily imply any measurement and not even a specific
Kraus representation]. This setup defines an efficient general-
ized measurement in quantum mechanics, more restrictive than
generalized measurements where the observer has access only
to a function f (k) of the operation index k, which may not be
one to one [29].

A generic quantum evolution is described by a concatena-
tion of maps Er with Kraus operators M

(r)
k . For the initial state

ρ(0), the nonselective state evolves as

ρ(r) = ErEr−1 . . . E1ρ(0). (5)

This density matrix ρ(r) can be interpreted as the average
of the stochastic evolution. If the initial state is pure ρ(0) =
|ψ(0)〉〈ψ(0)|, then a stochastic trajectory γ ≡ (k1,k2, . . . ,kr )
is given by the operations kr that occurred in the application

of map Er and determines the evolution of the pure state:

|ψ(r)〉 = M
(r)
kr

M
(r−1)
kr−1

. . .M
(1)
k1

|ψ(0)〉. (6)

B. Dual dynamics

Now consider a particular Kraus representation of a map
E = ∑

k Ek , and suppose that the map has a positive-definite
invariant state π (not necessarily unique), i.e., E(π ) = π . For
such maps, we introduce an auxiliary or dual map Ẽ with
respect to π and to a fixed, arbitrary unitary, or antiunitary
operator A. Inspired by Crooks, we define this dual map
through the equality [14,15]

Tr
[
Ek2Ek1 (π )

] = Tr
[
Ẽk1 Ẽk2 (π̃ )

]
, (7)

where π̃ ≡ AπA† is the invariant state transformed by A.
Equation (7) states that the probability of observing the
outcome k1 followed by k2 when we apply the map twice to the
invariant state π equals the probability of observing the reverse
outcome—k2 followed by k1—when the dual map is applied
twice to π̃ . In this way, the dual map induces a dynamics in the
invariant state that is the reverse of the original one. Following
the derivation introduced by Crooks in Ref. [14], one can prove
that the Kraus operators of the dual map are given by

M̃k ≡ Aπ
1
2 M

†
kπ

− 1
2 A†. (8)

Trace preservation (
∑

k M̃
†
kM̃k = 1) follows immediately from

E(π ) = π , and one can verify that the dual map preserves the
dual invariant state, Ẽ(π̃ ) = π̃ .

The inclusion of the operator A in the definition of the dual
map is not mathematically necessary to derive the fluctuation
theorem. In fact, A does not appear in the original definition
by Crooks [14]. However, in some situations an appropriate
choice of the operator A is needed to find a dual dynamics
with a precise physical interpretation or that is suitable of
being implemented in the laboratory. The customary choice
is the time-reversal operator A = � that changes the sign
of odd variables, like linear and angular momenta. � is
an antilinear, antiunitary operator, satisfying �2 = �†� =
��† = 1 [8,30]. For instance, � acts on a spinless particle
by complex conjugation of the wave function in the position
representation. The need of � in the definition of the dual
process is clear, for example, if the map is a unitary evolution,
i.e., a map given by a unique Kraus operator U with U † = U−1.
In that case the invariant state is proportional to the identity
matrix and the dual dynamics reads

Ũ = �U †�†. (9)

The dual map is again a unitary evolution given by the unitary
operator Ũ and corresponds to the operational time reversal
of the original unitary evolution given by U [31]. For instance,
if U is the evolution of a system under a constant Hamiltonian
H , U = e−iHt/�, and H is time-reversal invariant, [H,�] = 0,
then Ũ = U , i.e., the dual map is identical to the original
one. On the other hand, if the Hamiltonian depends on time
according to some protocol, and U is the evolution between
t = 0 and t = τ , then Ũ is the evolution that results when the
protocol is reversed (which, in general, differs from U †).

The operator A can also account for other transformations
of the system state that are necessary to exploit dynamical
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and static symmetries. In fact, this freedom has a classical
counterpart in fluctuation theorems that incorporate various
symmetry transformations [32–34].

III. FLUCTUATION THEOREMS

A. Nonequilibrium potential and detailed balance

We now prove a general fluctuation theorem for a large
family of CPTP maps. To begin our introduction of these maps,
let us focus on an important class of maps that admit the
following Kraus representation:

Mji = αji |πj 〉〈πi |, (10)

in terms of the eigenstates {|πi〉} of the invariant density π .
Here the Kraus operators are labeled by two indices (i,j )
that identify jumps or transitions between eigenstates of π ,
|πi〉 → |πj 〉, occurring with probability ||Mji |πi〉||2 = |αji |2.
These maps are special in that a single application of E
destroys any coherences between eigenstates of π in the
initial state ρ, reducing the subsequent action of the map to a
classical Markov chain on the eigenstates {|πi〉}. Therefore,
the dynamics induced by CPTP maps of the form (10) is
essentially classical. On the other hand, quantum effects arise
if the Kraus operators are linear combinations of the transition
operators |πj 〉〈πi |, preserving coherences between eigenstates
of the invariant density matrix.

The family of maps that obey a fluctuation theorem go
slightly beyond the “classical” case outlined above (10).
To make this family precise, we assign to each eigenstate
|πi〉, whose strictly positive eigenvalue is denoted by π (i),
a nonequilibrium potential, similar to the one used in the
classical Hatano-Sasa theorem [26],

	π (i) ≡ − ln π (i). (11)

Then the maps that obey our fluctuation theorem are those
where each Kraus operator Mk is formed from a superposition
of jump operators, all of them inducing the same change in
nonequilibrium potential 
	π (k):

Mk =
∑
i,j

mk
ji |πj 〉〈πi |, (12)

with mk
ji = 0 if 	π (j ) − 	π (i) �= 
	π (k). That is, by mea-

suring the operation Mk we know without uncertainty the
change in the nonequilibrium potential, even though that
change could have occurred through a superposition of jumps.
One simple example of this construction is a harmonic
oscillator coupled to an equilibrium reservoir of resonant two-
level atoms at temperature T [35]. Here the nonequilibrium
potential is the energy of each eigenstate, divided by kT , and
the change in the nonequilibrium potential in a transition is
proportional to the energy transferred to the reservoir as heat.
By measuring the reservoir we are able to detect jumps in the
oscillator, but the measurement, in general, does not provide
information about the specific system state [35].

It is straightforward to check that condition (12) is equiva-
lent to

[Mk, ln π ] = 
	π (k)Mk

(13)
[M†

k , ln π ] = −
	π (k)M†
k

and, consequently, [M†
kMk, ln π ] = [M†

kMk,π ] = 0. These
commutation relations are similar to those satisfied by
the Lindblad operators that appear in Davies’s theory of
systems weakly coupled to thermal baths (see below and
Refs. [36–38]). They indicate that the pair Mk , M

†
k acts as

ladder operators, inducing jumps between the eigenstates |πi〉
of π with a fixed change 
	π (k) in the nonequilibrium
potential 	. Finally, (12) ensures that the dual Kraus operators
obey a generalized detailed balance condition

M̃k = e
	π (k)/2 AM
†
kA† (14)

that can be obtained by plugging (12) into (8). One can also
prove that the form (12) is the only one for which the dual
operators M̃k in (8) are proportional to AM

†
kA†. Remarkably,

for maps with multiple invariant states the 
	π (k) do not
depend on the specific invariant state π chosen to define the
nonequilibrium potential and the dual dynamics [61]. In other
words, the set of values 
	π (k) is a property of the map E .

B. Fluctuation theorem for a single CPTP map

The basis of our fluctuation theorem is codified in the
proportionality between Kraus operators and their dual coun-
terpart in (14). This generalized detailed balance condition
connects the probability to observe a given jump, say, k, with
the probability to observe the same jump in the dual dynamics.
Specifically, suppose that we initially prepare the system in
the pure state |ψn〉 and then apply the map E , registering the
occurrence of the operation k. We then perform a quantum yes
or no measurement of the projector |φm〉〈φm|. The subscripts
n and m are added to the initial and final states so later
we can consider measurements of arbitrary observables with
eigenstates |ψn〉 and |φm〉.

Now, let p(m,k|n) be the probability that given an initial
state |ψn〉 we observe operation k and the final state |φm〉,
that is, the probability to observe the jump |ψn〉 → |φm〉 under
the action of Mk . Let p̃(n,k|m) be the probability to observe
the inverse jump |φ̃m〉 → |ψ̃n〉, with |ψ̃〉 = A|ψ〉, under the
action of the dual operator M̃k . Using (14), the ratio of these
two conditional probabilities is

p(m,k|n)

p̃(n,k|m)
= |〈φm|Mk|ψn〉|2

|〈ψ̃n|M̃k|φ̃m〉|2 = |〈φm|Mk|ψn〉|2
|〈ψn|A†M̃k A|φm〉|2

= |〈φm|Mk|ψn〉|2
|〈ψn|M†

k |φm〉|2
1

e
	π (k)
= e−
	π (k). (15)

Equation (15) can be considered as a modified detailed balance
relation for the operation Ek and its dual Ẽk , which remarkably
is independent of the initial and final states.

Suppose now that we prepare the system in the initial
mixture ρi = ∑

n pi(n)|ψn〉〈ψn| and apply the map E . By
measuring the initial state |ψn〉, the operation Ek and a final
state |φm〉 we obtain a trajectory (m,k,n) that is observed with
a probability p(m,k,n) = p(m,k|n)pi(n). We compare this to
a dual process induced by the map Ẽ applied to the initial
state ρ̃f = ∑

m p̃f(m)|φ̃m〉〈φ̃m|. The dual trajectory (n,k,m) is
given as well by the initial state |φ̃m〉, the dual operation Ẽk ,
and the final state |ψ̃n〉, and it is observed with probability
p̃(n,k,m) = p̃(n,k|m)p̃f(m). The ratio of the probability to
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observe a trajectory (n,k,m) and the probability to observe the
reverse trajectory (m,k,n) in the dual process is then, from (15),

�(n,k,m) ≡ ln
p(n,k,m)

p̃(m,k,n)
= σ (n,m) − 
	π (k), (16)

where σ (n,m) ≡ − ln p̃f(m) + ln pi(n) is a boundary term,
only depending on the initial state of the process ρi and the
initial state of the dual ρ̃f . The quantity � is a measure of how
different the original and the dual trajectories are. In particular,
when the dual is the time-reversed process (see below), � is a
measure of the irreversibility of the process for a given trajec-
tory. In the rest of the paper we will show that it can be identi-
fied with an entropy production in many situations of interest.

A Jarzynski-type intergral fluctuation theorem immediately
follows from (16):

〈e−�〉 = 1, (17)

where the average is over forward trajectories, p(n,k,m).
Finally by Jensen’s inequality 〈ex〉 � e〈x〉, we have the second-
law-like inequality

〈�〉 = 〈σ 〉 − 〈
	π 〉 � 0. (18)

C. Fluctuation theorem for concatenated maps

Our fluctuation theorems (16) and (17) can be eas-
ily extended to a concatenation of CPTP maps, � =
ERER−1 . . . Er . . . E1, which is the case of general quantum
Markov evolution, unitary evolution punctuated by projective
measurements, driven systems in contact with thermal baths,
and so on. A trajectory now is given by the initial |ψn〉 and final
states |φm〉 and the outcomes kr of all the measurements asso-
ciated to the maps r = 1,2, . . . ,R: γ = (n,k1,k2, . . . ,kR,m).
Each map Er has a Kraus representation, given by the operators
M

(r)
k , and an invariant state π (r) for which the dual map Ẽr and

the nonequilibrium potential 	π (r) (i) are defined as in Eqs. (8)
and (11).

To derive the fluctuation theorem, we reverse the con-
catenation of maps. We define the dual process as �̂ =
Ẽ1 . . . Ẽr . . . ẼR−1ẼR (notice that, for R > 1, in general, �̂ �= �̃,
i.e., the dual process does not coincide with the dual map of
�). If each map obeys condition (12) [or, equivalently, (14)],
then we get the following symmetry relation:

p(m,kR, . . . ,k1|n)

p̃(n,k1, . . . ,kR|m)
=

∣∣〈φm|M (R)
kR

. . . M
(1)
k1

|ψn〉
∣∣2∣∣〈ψ̃n|M̃ (1)

k1
. . . M̃

(R)
kR

|φ̃m〉∣∣2

= exp

[
−

R∑
r=1


	π (r) (kr )

]
. (19)

A detailed fluctuation theorem can be now obtained by
comparing the probability of a trajectory γ = (n,k1, . . . ,kR,m)
in the forward process and the probability of the inverse
trajectory γ̃ = (m,kR, . . . ,k1,n) in the dual process:

�(γ ) ≡ ln
p(γ )

p̃(γ̃ )
= σ (n,m) −

R∑
r=1


	π (r) (kr ), (20)

with a corresponding integral fluctuation theorem that follows
readily, like in (17). Thus, for a concatenation of maps
implemented in sequence, we merely have to add the changes

in the nonequilibrium potential along the trajectory. Notice
also that we effectively used a Kraus representation for the map
� where each Kraus operator was labeled with the sequence
{k1, . . . ,kR}, requiring possibly many more than the necessary
N2 operators.

A clear interpretation of �(γ ) arises if we consider the
concatenation of the same map E , acting on the stationary
density matrix π , and the corresponding dual process acting
on π̃ . In this case pi(n) = πn and p̃f(m) = πm, yielding

�(γ ) = ln πn − ln πm −
R∑

r=1


	π (kr ) = 0 (21)

for any trajectory γ . This is expected from the (modified)
Crooks definition (7): the original and the dual maps acting
on π and π̃ , respectively, produce a trajectory γ and its
reverse γ̃ with identical probability. Therefore, � can be
considered not only as a measure of the distinguishability of
the original and the dual processes, but also as a measure of
how far the system is from the stationary state. These two
equivalent interpretations are familiar in thermodynamics
when π is an equilibrium state: the dual is the reverse process
and �(γ ) is the entropy production which measures both
irreversibility and departure from equilibrium [39]. In more
general situations, �(γ ) is the part of the entropy production
due to the fact that the state of the system does not coincide
with the stationary state. This can occur in the transient from
a nonsteady initial condition to the stationary state, or due to
a finite-speed, or nonadiabatic, driving. In any case, �(γ ) is
known as the nonadiabatic [40–42] or excess [26,43] entropy
production, in contrast with the entropy production needed
to maintain the stationary state, which is often referred to as
adiabatic or housekeeping entropy production [44].

The fluctuation theorem stated in (20) exploits the dynam-
ical symmetries of the process through the dual map and the
nonequilibrium potential, in the same spirit as the detailed
fluctuation theorem for processes connecting nonequilibrium
states developed by Esposito and Van den Broeck [40–42].
Finally, the integral theorem (17) is the quantum version of the
Hatano-Sasa theorem [26], extending the Jarzynski equality
to nonequilibrium states. The corresponding second-law-like
inequality (18) extends to arbitrary boundary conditions the
quantum Hatano-Sasa inequality for concatenated CPTP maps
proposed by Sagawa [4].

IV. APPLICATIONS

Despite their simplicity, the above fluctuation theorems
include as special cases many of the known quantum fluctu-
ation relations. In the section, we explain how these relations
come about in our formalism. We first discuss the boundary
term σ (n,m) and then apply the general theorem to different
dynamics. Here we specify A = �, the antiunitary time-
reversal operator.

A. Boundary terms

There are two common choices for boundary terms: (i)
setting the initial state of the dual equal to the final state of the
forward process ρ̃f = AρfA†, ρi being an arbitrary state, and
(ii) setting the initial state ρi of the forward process and the
initial state ρ̃f of the dual process as equilibrium states. Notice
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that by selecting the initial states of the forward and dual
processes we are also fixing the basis in which the quantum
measurements are performed at the beginning and end of the
processes.

In the first case, the boundary term

σ (n,m) = − ln pf(m) + ln pi(n) = sf(m) − si(n) (22)

is the increase of the stochastic or trajectory entropy
[15,35,45,46], whose average over forward trajectories yields
the increase of von Neumann entropy.

This choice is relevant from a theoretical point of view,
but the resulting dual process is hard to implement in general,
except when the system is small enough to be prepared in an
arbitrary state (say, a few qubits or a harmonic oscillator).

The second choice, equilibrium initial states for the forward
and dual dynamics, is more interesting from an operational
point of view, since the dual dynamics can be easily imple-
mented in the laboratory by equilibrating the system with a
thermal reservoir and reversing the protocol that drives the
Hamiltonian [8,21,47]. Let us suppose that, before applying
any quantum map, the system Hamiltonian is initially fixed
Hi, whereas after the Hamiltonian is Hf . We further take
the initial state of the forward process to be equilibrium at
inverse temperature β, that is, ρi = eβ(Fi−Hi), where Fi is the
corresponding free energy. Similarly, we initialize the dual
process in the final equilibrium at the same temperature,
ρ̃f = eβ(Ff−Hf ). Then,

σ (n,m) = β
(
Ef

m − Ei
n − Ff + Fi

) ≡ β(
En,m − 
F ),

(23)

where the {Ei,f
l } are the eigenvalues of the initial and final

Hamiltonians, respectively.

B. Unital work relations

As a first example, we take our quantum map to be unital
(or bistochastic [48]), that is, the identity is an invariant state,
E(1) = 1 (although the identity may not be the only one).
Any unitary evolution U is unital, U1U † = 1, and its dual
map is the time-reversal Ũ = �U †�†. Another example of
a unital map is the projective measurement of an observable
but, more generally, any minimally disturbing measurement is
unital [29]. For these maps, the Kraus operators are self-adjoint
M

†
k = Mk , leading to dual operators M̃k = �Mk�

†. Finally,
pure decoherence is also implemented with unital maps that
remove all the off-diagonal elements in a specified basis. For all
such unital maps or concatenation of such maps, 
	π (k) = 0
for all k, and the fluctuation theorem only consists of the
boundary term.

Let us now consider a concatenation of unital maps as
describing a physical process. An important example is a
process consisting of several unitary transformations induced
by driven time-dependent Hamiltonians, punctuated by a
number of measurements and/or pure decoherence processes.
In each map, energy can be transferred to the system. We
call the energy input into the system due to the driving
Wdrive, driving work, and Wmeas the energy input due to the
measurements and/or decoherence processes. Whereas the
driving work Wdrive has a clear interpretation as the energy

supplied by driving, the origin of the energy input due to
measurement is still obscure. This energy transfer occurs,
for instance, in a projective measurement of an observable
that does not commute with the Hamiltonian. In any case,

En,m = Wdrive + Wmeas and if we choose equilibrium initial
states, then the boundary term σ is given by (23) and

�(γ ) = β(Wdrive + Wmeas − 
F ) = βWdiss. (24)

The fluctuation theorem (20), therefore, reproduces the
work fluctuation theorems for unital processes derived in
Refs. [11,13,19,21] (see also Refs. [49,50]). Notice that if we
allow the system to relax to equilibrium after the maps have
been applied, then �(γ ) equals the entropy production along
the whole process. We stress that this result is valid for any
concatenation of unital maps. On the other hand, if we choose
the initial state of the dual process as the final state of the
original process, � = − ln pf(m)/pi(n) is just the change in
stochastic entropy. When averaged, the entropy production �

becomes the change in the von Neumann entropy of the system


Ssys = 〈�〉 � 0, (25)

whose positivity follows from (18). This provides an alter-
native thermodynamic proof of the well-known property that
unital maps can only increase the von Neumann entropy [2].

C. Thermalization and heat

Another interesting example is a generic thermalization
map [14] at inverse temperature β = 1/(kT ) (or Gibbs-
Preserving map [51]), that is, a map whose invariant state
is the equilibrium density matrix π = eβ(F−H ), where H =∑

j Ej |ej 〉〈ej | is the Hamiltonian of the system and F its free
energy at temperature T . Thus, the nonequilibrium potential is
related to the energy as 	π (j ) = − ln π (j ) = β(F − Ej ). To
verify our fluctuation theorem, each Kraus operator Mk must
promote transitions between energy eigenstates involving a
given change of energy 
E(k), that is, Mk = ∑

ji m
k
ji |ej 〉〈ei |,

where the sum runs over pairs of energy eigenstates with the
same energy difference 
E(k) = Ej − Ei . Now, since the
energy is supplied by a thermal reservoir, we can identify
these energy exchanges as heat flowing to the reservoir,
Q(k) = −
E(k). The dual Kraus operators M̃k ∝ M

†
k =∑

ji mk
ji |ei〉〈ej | (for a time-reversal invariant H ) induce the

reverse transitions accompanied by the reverse flow of heat
Q̃(k) = −Q(k) and thus can be identified with a Kraus
operator in the original map.

We now can consider a thermodynamic process formed by
a concatenation of thermalization steps by N distinct thermal
reservoirs with inverse temperatures {βi}Ni=1 interspersed by
unital transformations (unitary drivings, measurements, or
decoherence). For this setup, if we choose the initial state
of the dual process as the final state of the original process, we
arrive at

�(γ ) = sf(m) − si(n) +
N∑

i=1

βiQi(γ ), (26)

with Qi(γ ) the total heat flow into the ith reservoir. In this
case, we get a fluctuation theorem for the total irreversible
entropy production in the process.
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On the other hand, the equilibrium boundary terms are
interesting when restricted to one thermal reservoir, leading to

�(γ ) = β[
En,m − 
F + Q(γ )] = β[W (γ ) − 
F ], (27)

employing the energy balance 
En,m = W (γ ) − Q(γ ).
Again, � equals the entropy production along the whole
process consisting of the map concatenation followed by a
thermal relaxation. The detailed and integral fluctuation theo-
rems following from the identification (27) are, respectively,
the quantum Tasaki-Crooks and Jarzynski fluctuation theorems
for thermal maps punctuated by unital maps [8].

D. Lindblad master equations

Another nice illustration of our results are the Lindblad
master equations that model the Markovian dynamic evolution
of open quantum systems [2,38]. For a quantum system with
Hamiltonian H , a Lindblad master equation is specified by a
collection of positive Lindblad operators {Lk}Kk=1 as

∂tρt = −i[H,ρt ] +
∑

k

D[Lk]ρt ≡ Lρt , (28)

where the dissipator D is defined as D[L]ρ = LρL† −
1
2 (L†Lρ + ρL†L). To make contact with our fluctuation
theorem, we begin by observing that the solution to (28) can
be obtained by concatenating a sequence of maps together that
evolve the system forward in small time steps dt :

E(ρt ) = (1 + Ldt)ρt = M0ρtM
†
0 +

K∑
k=1

MkρtM
†
k , (29)

with Kraus operators

M0 = 1 −
(

iH + 1

2

∑
k

L
†
kLk

)
dt, (30)

Mk = Lk

√
dt, 1 � k � K. (31)

This map has at least one invariant state π [38], obeying
Lπ = 0.

To satisfy our fluctuation theorem, the Kraus operators
{Mk} must be of the form (12) and verify the generalized
detailed balance relations (14). Enforcing these conditions on
{Mk}k�1 immediately leads to a restriction on the Lindblad
operators similar to (12). Namely, each Lindblad operator
must induce jumps between invariant-state eigenstates, Lk =∑

ji m
k
ji |πj 〉〈πi |, where mk

ji = 0 for all i,j such that 	π (j ) −
	π (i) �= 
	π (k). In this case, the generalized detailed bal-
ance relation (14) holds:

L̃k = e
	π (k)/2 �L
†
k�

†, k � 1. (32)

As for the Kraus operators, if the Lindblad operator Lk induces
jumps where the nonequilibrium potential change equals

	π (k), then they obey commutation relations similar to (13):

[Lk, ln π ] = 
	π (k)Lk

(33)
[L†

k, ln π ] = −
	π (k)L†
k,

and [L†
kLk, ln π ] = [L†

kLk,π ] = 0.

Let us verify now whether M0 also satisfies our conditions.
The dual operator (8) reads:

M̃0 = �π
1
2

[
1 −

(
− iH + 1

2

∑
k

L
†
kLk

)
dt

]
π− 1

2 �†. (34)

Since [L†
kLk,π ] = 0, for our generalized detailed balance

condition to hold, that is, M̃0 ∝ �M
†
k�

†, we must assume
that [H,π ] = 0, forcing the invariant state to be diagonal
in the energy eigenbasis. An immediate consequence of this
observation is that in fact the 
	π must correspond to jumps
in the energy. With this additional assumption, we have

M̃0 = �

[
1 −

(
− iH + 1

2

∑
k

L
†
kLk

)
dt

]
�†

= �M
†
0�

†. (35)

Thus, M0 satisfies our generalized detailed balance relations
with 
	π (0) = 0, as one would expect for a Kraus operator
that does not induce transitions. The restrictions on the
Lindblad operators outlined here as assumptions can in general
be proved as consequences of the requirement that the dual map
also be CPTP [52].

Consider now the following process. We run the Lind-
bladian evolution for an interval of time [0,τ ] and measure
some observables at time t = 0 and t = τ . In this scenario,
a trajectory γ = (n,k1,k2, . . . ,kN ,m) is given by the initial
and final measurement outcomes, n and m, respectively, and
a set of jumps kl occurring at times tl . Notice that the
stochastic trajectory, as defined in the previous sections, should
contain a big number of instances kr = 0, i.e., corresponding
to operation M0, between jumps. However, these operations
do not contribute to �(γ ) and we can omit them from the
discussion. In this case,

�(γ ) = σ (n,m) −
∑

l


	π (kl). (36)

With the entropic boundary conditions (22), we arrive at
the quantum generalization of the Hatano-Sasa theorem [26]
for the nonadiabatic entropy production of Lindblad master
equations, as developed in Ref. [15]. Its average over trajecto-
ries corresponds to the integrated expression first introduced
by Spohn for arbitrary quantum dynamical semigroups [27]
and then extended by Yukawa to driven quantum Markov
processes [3]. The equivalence between our trajectory picture
and the average thermodynamics behavior has been discussed
in Ref. [5].

So far we have been treating the dissipation in the Lindblad
master equation as a whole. When the dissipation can be inter-
preted as coming from M distinct thermodynamic reservoirs
(or Markovian noise processes), we can employ our formula
for the entropy production of concatenated maps (20) to arrive
at a complementary formulation of the thermodynamics. The
effect of each of the M reservoirs is captured in the dynamics
by a separate collection of Lindblad operators {Lk,α}Kα

k=1, where
α = 1, . . . ,M labels the reservoir:

∂tρt = −i[H,ρt ] +
∑

α

∑
k

D[Lk,α]ρt . (37)
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Similarly to before (29), we can implement the evolution of
this equation over a small time interval dt by a map, except
now it is formed by a concatenation of intermediary maps,
E(ρt ) = EαM

· · · Eα1E0(ρt ), each arising from the different
dynamical influences. The first map E0(ρt ) = ρt − i[H,ρt ]dt

captures the unitary part of the dynamics with a single Kraus
operator M0,0 = 1 − iHdt ; the subsequent maps describe the
dissipative reservoirs, whose Kraus operators are

M0,α = 1 −
(

1

2

∑
k

L
†
k,αLk,α

)
dt (38)

Mk,α = Lk,α

√
dt, 1 � k � Kα. (39)

Notice that the exact sequence of maps Eα is immaterial as
they all commute to first order in dt . Crucially, each reservoir
is assumed to have its own invariant state, Eα(π (α)) = π (α)

(or, equivalently,
∑

k D[Lk,α]π (α) = 0), while the invariant
state of the map E0 is just the identity, 1. For example, a
thermal reservoir at inverse temperature β(α) would have the
equilibrium Boltzmann density matrix π (α) = eβ(α)(F (α)−H ) as
its invariant state. The corresponding Lindblad operators must
then induce jumps in that state, Lk,α = ∑

i,j m
k,α
ji |π (α)

j 〉〈π (α)
i |,

to satisfy our generalized detailed balance relation (14). As
a result, the {M0,α}Mα=0 immediately satisfy the generalized
detailed balance relations with 
	π (α) = 0, which remarkably
does not require the invariant state to commute with the
Hamiltonian.

Now, a trajectory for this setup corresponds to a list
γ = (n,k

(α1)
1 ,k

(α2)
2 , . . . ,k

(αN )
N ,m), given by the initial and final

measurement outcomes, n and m, and a set of jumps k
(αl )
l

occurring at times tl in the αl reservoir. Notice that only one
jump in one of the M reservoirs can happen in any given dt ,
since the probability to observe two jumps is negligible. The
result from (20) is then

�(γ ) = σ (n,m) −
∑

l


	π (αl )

(
k

(αl )
l

)
. (40)

This point of view allows us to treat multiple reservoirs at
once, such as an engine operating between hot and cold thermal
reservoirs, each represented by a different set of Lindblad oper-
ators [53]. Using the entropic boundary conditions (22), the re-
sulting average entropy production has long been known from
the works of Spohn and Lebowitz [54] and Alicki et al. [53].

Remarkably, condition (33) is fulfilled by almost all known
examples of driven Lindblad equations for systems weakly
coupled to reservoirs. If the Hamiltonian H of the system is
constant, the weak coupling limit results in a Lindblad equation
where the operators Lω,L†

ω are labeled by the Bohr frequencies
ω which are transition frequencies between the levels of the
Hamiltonian H , i.e, they are of the form ω = ωi − ωj for
some pair of levels i,j with energies εi = �ωi and εj = �ωj ,
respectively [2,38]. These are ladder operators that lower
and raise the energy levels of H , obeying the commutation
relations:

[Lω,H ] = ωLω; [L†
ω,H ] = −ωL†

ω. (41)

Their commutator with the logarithm of the stationary density
matrix can be written as:

〈πi |[Lω, ln π ]|πj 〉 = 〈πi |Lω|πj 〉 ln
π (i)

π (j )
. (42)

For (33) to be satisfied it is sufficient that the ratio π (i)/π (j ) =
ef (
εij ) is a function of the energy difference 
εij = εj − εi .
In that case

[Lω, ln π ] = f (�ω)Lω (43)

and 
φπ (ω) = f (�ω). In the case of a single thermal reservoir
f (ε) = βε, and 
φπ (ω) is the entropy flow to the reservoir
(heat divided by temperature) associated to a transition of
frequency ω. Furthermore, the Lindblad operators will come
in pairs {Lω,L−ω} such that L̃ω = L−ω ∝ L†

ω, and every jump
can be undone. As a result, the dual process is equivalent to
the original process. This approach was developed for work
fluctuations theorems in Ref. [55] and heat fluctuations in
Ref. [56].

The preceding arguments can naturally be extended to a
time-dependent Hamiltonian H (t) and time-dependent Lind-
blad operators Lk(t), yielding an instantaneous stationary state
π (t) [or states π (α)(t)] [14,57]. This is the case when the
Hamiltonian H (t) = H (λt ) is driven through the slow change
of a collection of external parameter λt . The Lindblad operators
become parameterized by the external parameters Lk(λt ), and
our generalized detailed balance relation will hold at every time
[2,58]. They even continue to hold for nearly adiabatic driving
[59]. For fast periodic driving, Floquet theory can be used to
derive a Lindblad master equation [37]. This theory picks out
as a preferred eigenbasis a collection of time-periodic states,
or Floquet states, each with a corresponding quasienergy or
Floquet energy. The collection of Lindblad jump operators
{Lk} then induces transitions between Floquet eigenstates of
the periodic Hamiltonian, leading again to the generalized
detailed balance relation (32) with 
	π (k) the change in
Floquet eigenvalues in the kth jump, which often corresponds
to the heat exhausted into the environment [37,60]. Finally,
our predictions can be used to recover the fluctuation theorems
derived for driven Markov dynamics presented in Ref. [15].

It is remarkable that our fluctuation theorem can yield
different results for �, depending on the resolution of the
stochastic trajectory. For instance, in the case of the system
in contact with several thermal reservoirs, � is given by (40)
if the trajectory keeps track of the jumps induced by each
reservoir separately. On the other hand, if the trajectory only
gives information about the jumps of the system in the basis
where the stationary density matrix of the entire Lindblad
equation is diagonal, we have (36). Consequently, for the
same map one can have both (36) and (40). The distinction
is the same as the difference between the fluctuation theorem
for the entropy production (40) and the nonadiabatic entropy
production (36) [42].

V. CONCLUSION

We have presented a general fluctuation theorem for a
large class of completely positive, trace-preserving quantum
maps that verify the generalized detailed balance condition
in (14). From these relations many of the known quantum
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fluctuation theorems follow naturally. Included in this family
are classical fluctuation theorems for arbitrary stochastic maps,
as such maps are special cases of CPTP quantum maps
where the dynamics remain diagonal in a particular basis.
The theorem exploits the dynamical symmetries of a process
and its dual and can be interpreted as a quantum version
of the Hatano-Sasa theorem [26]. When specialized to maps
induced by thermodynamic reservoirs, our results reproduce
the quantum fluctuation theorem for entropy production.

We have extended the notion of the dual process, introduced
by Crooks [14], and clarified its relationship with the time-
reversal process used by Campisi et al. and Watanabe et al. to
derive fluctuation theorems for unitary evolution punctuated
by projective measurements [8,13] and with the classical
dual process used by Esposito and Van den Broeck to split
the entropy production into an adiabatic and nonadiabatic
contribution [42].

For nonunital maps our work should be contrasted with
the integral fluctuation theorems presented in Refs. [6,20–23],
which in our notation reads

〈e−σ 〉 = γ (44)

for a process-dependent correction factor γ . We have seen
that by including the nonequilibrium potential, no correction

term is necessary. The resulting � then can be given a clear
interpretation as an entropy production in most setups of
physical interest.

Our results also show the peculiarity of unital maps
regarding entropy exchange, as already pointed out in
Refs. [12,13,19–21]. The nonequilibrium potential associated
to those maps is constant and therefore it does not appear
in the fluctuation theorem. The entropy production � in this
case is only given by the boundary terms, suggesting that
unital maps can be induced without any entropy exchange
between the system and its surrounding. Thermalization at
infinite temperature is an obvious example, but decoherence or,
equivalently, projective measurements, are relevant examples
of unital maps. In all these cases, energy exchange between
the system and its surroundings can occur, but this energy ex-
change does not imply any entropy change in the environment.
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