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Controlling flow direction in nanochannels by electric field strength
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Molecular dynamics simulations are conducted to study the flow behavior of CsF solutions in nanochannels
under external electric fields E. It is found that the channel surface energy greatly affects the flow behavior.
In channels of high surface energy, water molecules, on average, move in the same direction as that of the
electric field regardless of the strength of E. In low surface energy channels, however, water transports in the
opposite direction to the electric field at weak E and the flow direction is changed when E becomes sufficiently
large. The direction change of water flow is attributed to the coupled effects of different water-ion interactions,
inhomogeneous water viscosity, and ion distribution changes caused by the electric field. The flow direction
change observed in this work may be employed for flow control in complex micro- or nanofluidic systems.

DOI: 10.1103/PhysRevE.92.023017 PACS number(s): 47.61.−k, 82.39.Wj, 82.45.−h

I. INTRODUCTION

High surface-area-to-volume ratio and fluid-wall interac-
tions can lead to rich fluid flow scenarios at the nanoscale [1–3]
and bring about considerable applications of nanofluidics in
biology, medicine, and engineering, including DNA sorting,
molecular separation, and chip-level cooling [4–7]. Lab-on-a-
chip technology is a particular area that significantly benefits
from the advances of micro- and nanofluidics. In many
lab-on-a-chip systems, the flows of different streams need to
be manipulated in a desired way to perform preferred mixing,
reaction, and separation [8–10]. In certain cases, the control of
the flow direction is of great importance. Due to the standard
fabrication and simple operation, electroosmotic flows have
been widely used in micrototal analysis systems [11–14]. In
simple electroosmotic fluidic systems, the flow direction can
be freely controlled by altering the direction of the external
electric field. It can also be managed by changing the zeta
potential between the fluid and channel [15–16], pH value
of the fluid [17], or through the chemical modification of
channel surfaces [18]. However, these flow regulation methods
are generally global and may not be easily implemented in
complex fluidic systems, especially when local flow regulation
is required.

In this work, we propose a method to control the flow
direction in nanochannels by changing the strength, instead
of the direction, of the external electric field. The idea is
based on the distinct fluid-cation and fluid-anion interactions,
nonuniform fluid viscosity distribution, and the dependence
of ion distribution on the electric field. Through molecular
dynamics (MD) simulations, we investigate the water motion
of a CsF solution in nanochannels by varying the external
electric field strength. It is found that the channel surface
energy greatly affects the water flow. In high surface energy
channels (hydrophilic, strong fluid-wall interaction), water
molecules always move in the same direction as the electric
field regardless of the strength of the electric field. In
channels of low surface energy (hydrophobic, weak fluid-wall
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interaction), however, the direction of the water flow changes
from negative (opposite to the electric field) to positive as the
external electric field is strengthened.

II. MOLECULAR DYNAMICS SIMULATIONS

Molecular dynamics simulations are performed using the
LAMMPS package [19]. The simulation system consists of a slit
nanochannel formed by two parallel solid walls. The lengths
of the channel are 6.1, 1.9, and 12.3 nm in the x, y, and
z directions, respectively, as shown in Fig. 1. Each channel
wall contains four layers of atoms, which are initially on
face-centered cubic lattice sites with a lattice constant equal
to 4.09 Å. The outer two layers are fixed to stabilize the
channel, while the atoms of the two inner layers are free to
vibrate to consider the flexibility of the channel and control
the temperature of the system. The embedded atom method
potential with parameters for silver is employed to simulate
the walls [20]. The channel is filled with a CsF solution
containing 4104 water molecules and 171 pairs of Cs+ and
F− ions randomly distributed in water. The center of the
channel is located at (x,y,z) = (0,0,0) and an external electric
field is applied in the positive z direction. Water molecules
are simulated with the simple point charge-extended (SPC/E)
model [21] and ions are treated as charged Lennard-Jones
(LJ) particles. Each oxygen and hydrogen atom carries a point
charge q equal to −0.8476 e and 0.4238 e, respectively. Cs+
and F− hold a unit charge. The water-water and water-ion
interactions are modeled by combining the LJ and Coulomb
potentials [22]

U =
∑

i

∑
j

{
4εij

[(
σij

rij

)12

−
(

σij

rij

)6]
+ qiqj

rij

}
, (1)

where εij and σij are the binding energy and collision diameter
for the interacting water molecules or ions i and j , and rij

is the separation distance. The LJ potential is employed to
describe the interactions between the wall atoms and water
molecules or ions, which has been shown to be reasonable
for uncharged walls [14,22,23]. The LJ parameters εαβ and
σ

αβ
for different species α and β are obtained by using the

Lorentz-Berthelot mixing rule [3] σαβ = (σαα + σββ)/2 and
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FIG. 1. (Color online) A snapshot of the MD simulation system
(O: red; H: white; Cs+: blue; F−: purple). Electric field E is applied
in the positive z direction.

εαβ = √
εααεββ , based on the self-interaction parameters given

in Refs. [21] and [24]. To consider the wall effects and apply
this mixing rule, the self-interacting binding energy for the wall
atoms εww is varied artificially in a wide range. Such that the
interaction strength between water molecules and ions and the
channel is adjusted, which is equivalent to change the surface
free energy of the channel [2,25,26]. All the parameters used
for the potentials are given in Table I.

The simulations are carried out in a 61.3 × 136.2 ×
122.7 Å

3
cell with periodic boundary conditions (PBCs) in

all directions. The SHAKE algorithm is adopted to constrain
the ∠ HOH angles and O–H bonds in water molecules.
The cutoff distance for the LJ and Coulomb potentials is
set as 1 nm. The particle-particle particle-mesh method is
used to account for the long-range Coulombic forces. The
temperature of the system is maintained at 300 K by applying
the Berendsen thermostat to the degrees of freedom of
water molecules and ions in the x and y directions. The
time step is 1 fs. The system is relaxed for 5 ns after
the initialization. Then an external electric field is applied
in the positive z direction and another 5-ns relaxation is
performed, which is followed by the data collection for
30–60 ns.

To understand the flow in nanochannels, the water motion
in bulk solutions is also studied. In this case, 3115 water
molecules and 130 pair of Cs+ and F− ions are filled in a
cubic cell of side length equal to 4.7 nm with PBCs in all
directions. The system is relaxed for 1 ns first and then an
external electric field is applied. Water velocity is obtained
after another 1-ns relaxation. The other simulation parameters
are the same as those in the confined cases.

III. RESULTS AND DISCUSSION

We first investigate the water motion in bulk solutions
without confinements. As the external electric field strength E

is varied, the mean velocity of water molecules V̄ is obtained,

TABLE I. Potential parameters in MD simulations.

Atoms σ (Å) ε (K) Charge (e)

O 3.166 78.2 −0.8476
H 0.0 0.0 0.4238
Cs+ 3.883 50.3 1.0
F− 3.117 90.6 −1.0
Wall atoms 3.4 εww (adjustable) 0.0
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FIG. 2. (Color online) Mean velocity of water V̄ versus electric
field E in bulk solutions. The inset shows the mean velocities of F−

and Cs+.

which is computed as

V̄ =
∫
y
vz(y)ρ(y)dy∫
y
ρ(y)dy

, (2)

where vz and ρ are the local velocity in the z direction
and number density of water molecules. Figure 2 shows
V̄ as a function of E. It is seen that the water molecules
always move in the negative direction (opposite to the electric
field) and the speed increases with increasing electric field
strength. This is not surprising in bulk solutions given the
difference between the water-F− and water-Cs+ interaction
strengths. For water-ion interactions, it is known that water
molecules surrounding an ion usually form an ionic hydration
shell due to the relatively strong water-ion binding energy
[22]. The average potential energy between the ion and the
water molecules in the hydration shell is called hydration
energy. The water-F− hydration energy is −141.3 Kcal/mol,
which is much stronger than that between water and Cs+
(−46.4 Kcal/mol) because F− has higher charge density than
that of Cs+ due to its small size. This leads to the formation
of a relatively stable ionic hydration shell around each F− ion
[22]. Therefore, as F− ions move under the electric field, they
carry more water molecules than do Cs+ ions. Although F−
ions have lower speeds than Cs+ [24], as shown in the inset of
Fig. 2, water molecules on average travel in the same direction
as F− ions, opposite to the electric field. The moving direction
of water can also be explained on the basis of momentum
conservation. Since the total force acting on the system (ions
and water molecules) is zero, water molecules have to move
in the same direction as F− to make the momentum of the
whole system vanish as Cs+ moves faster than F− due to the
small drag coefficient [24]. Hence, in bulk solutions, the strong
water-F− interaction plays a dominant role and brings water
molecules to move with F− in the direction opposite to the
electric field.

In nanochannels, the water motion can be different due
to surface effects. The mean velocity of water molecules in
nanochannels of different surface energies is depicted in Fig. 3
as E is varied. At relatively low surface energies εww = 50 and
100 K, for which the channel surface is hydrophobic with water
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FIG. 3. (Color online) Mean velocity of water V̄ as a function of
electric field E in channels of different surface energies. Dashed lines
are a guide to the eye.

contact angle θ ≈ 120◦ and θ ≈ 110◦, respectively [25], it is
seen that the flow direction of water is altered as the external
electric field strength is increased. For relatively weak electric
fields, the water velocity V̄ is negative (opposite to the electric
field) and assumes the maximum as E is increased. When E

becomes sufficiently large, the flow direction changes from
negative to positive. For intermediate surface energy εww =
150 K, the flow direction change is unobservable. At high
surface energy εww = 200 K, however, water molecules always
move in the same direction as the electric field, as shown in
Fig. 3.

The distinct flow behaviors in different channels are caused
by the coupled effects of several factors, including water-ion
interactions, ion distributions, and the inhomogeneous physi-
cal properties of water (especially viscosity), as E is changed.
As introduced previously, water-F− interaction is stronger
than that between water and Cs+. Therefore, compared to
Cs+ ions, F− ions can carry more water molecules as they
migrate. The F− and Cs+ distributions in the channel are also
different. Figure 4 depicts the density distributions of F− and
Cs+ under various conditions (a detailed discussion will be
presented later). It is found that generally the concentration
of F− is higher than that of Cs+ near the channel surface and
around the center, and the majority of Cs+ ions are in the
area between the center and channel surface (y = ±4.5 Å)
no matter how E and the surface property are varied. This is
the consequence of ion-wall interactions (F−-wall interaction
is stronger than Cs+-wall interaction) and that among the
ions. For the water property changes, it has been shown
that fluids in nanoconfinements exhibit nonuniform density
and viscosity distributions [1,27,28]. Figure 5 illustrates the
number density and viscosity of pure water in the channel
(viscosity is calculated following the approach in Ref. [29]). It
is seen that density [Fig. 5(a)] and viscosity [Fig. 5(b)] share a
similar distribution. They are higher near the channel surface
than those around the center due to the wall effects, which are
consistent with previous work [1,27–29]. Given these static
properties, the flow patterns in Fig. 3 can be easily understood.

In low surface energy channels, for instance, εww = 100 K
in Fig. 3, the wall effect is weak and the total force acting
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FIG. 4. (Color online) Number density distributions of F− and
Cs+. (a) In the channel of εww = 100 K for different electric field
strengths. (b) E = 0.04V/Å for different εww values.

on the system by the channel is negligible at relatively weak
electric fields. In this case, the transport of water molecules
and ions is similar to that in bulk solutions. As E is increased,
F− ions carry more water molecules moving in the negative
direction and the water speed increases as the electric field
is enhanced (Fig. 3). Figure 6(a) depicts the velocity profiles
of water as a function of E. As E is changed from 0.02 to
0.04 V/Å, the magnitude of water velocity around the center
increases and is the major contribution to the water flow. The
negative water velocity in the center region is caused by the
motion of F−, which is consistent with the F− ditribution, as
shown in Fig. 4(a). As the electric field is further increased,
higher than 0.04 V/Å, however, the flow speed is reduced and
then the flow direction is changed to positive when E is larger
than 0.1 V/Å. This is caused by the ion distribution change.
As depicted in Fig. 4(a), as the electric field is strengthened,
F− ions tend to move toward the surface, while Cs+ ions
migrate to the center region. Since the water viscosity near
the channel surface is much larger than that in the center
region [Fig. 5(b)], the ion distribution change induced by the
increasing electric field greatly reduce the velocity increase of
F− near the surface, while enhancing the transport of water
molecules in the positive direction caused by the motion of
Cs+ ions, as shown in Fig. 6(a). Therefore, the nonlinear
behavior of water transport and flow direction change in
hydrophobic channels (εww = 50 and 100 K in Fig. 3) are
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FIG. 5. (Color online) Water property change in the channel.
(a) Density distribution for εww = 100 K at different electric field
strengths. (b) Viscosity change of pure water in channels of εww = 100
and 200 K without external electric field.

caused by the competition between two effects as the electric
field is strengthened. One is the motion of F− ions in the
negative direction, which drive many water molecules to move
opposite to the electric field. The other is the increasing friction
coefficient for F− ions as they migrate toward the channel
surface as E is strengthened, which reduces the velocity of F−.
The coupled effects make the water flow assume the maximum
velocity at certain electric field strength. For εww = 50 K, the
wall effect is even weaker and the electric field strength for the
maximum flow velocity is 0.08 V/Å, higher than 0.04 V/Å for
the channel of εww = 100 K, as shown in Fig. 3.

In high surface energy channels, both water-wall and
ion-wall interactions become strong. The former increases
the water viscosity near the channel surface and the latter
attracts both F− and Cs+ ions toward the surface, as depicted in
Figs. 5(b) and 4(b), respectively. Hence, the motion of F− ions
is hindered and the water flow is dominated by the transport
of Cs+ ions, as confirmed by the water velocity profiles in
different channels at E = 0.04 V/Å in Fig. 6(b). This is why
water molecules, on average, move in the direction of the
electric field and flow direction change does not occur for
εww = 200 K in Fig. 3.
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FIG. 6. (Color online) Velocity profiles of water in the channel.
(a) εww = 100 K under different electric field strengths. (b) E =
0.04V/Å for εww = 50, 100, and 200 K.

As the channel surface plays an important role, the channel
height is expected to affect the water velocity and it is
reasonable to assume that there is a critical channel height,
above which flow direction change will not be observed. This
is beyond the scope of current work. Nevertheless, simulations
in a 3.9-nm-high channel for εww = 100 K are also performed
(not reported here), and as expected, water molecules tend
to move with a higher velocity in the direction opposite to
the electric field compared with that in the 1.9 nm channel,
approaching the case in bulk solutions.

The impeded motion of F− ions due to the viscous effects at
strong E can also be described by the Navier-Stokes equation
in the flow direction by considering the nonuniform viscosity
distribution, which reads

∂2vz(y)

∂y2
= −Eρe(y)

η(y)
, (3)

where ρe(y) = e[ρCs+ (y) − ρF− (y)] is the local net charge
density. By using ρe(y) and η(y) obtained through MD simula-
tions, together with the boundary conditions, ∂vz/∂y|y=0 = 0
and vz = 0 at channel surfaces, Eq. (3) is solved for εww =
100 K and the results are shown in Fig. 7. Generally, the
velocity profiles at different electric fields are similar to the MD
results in Fig. 6(a). This verifies that the water flow direction
change under strong E is caused by the ion distribution change
and enhanced viscosity at the channel surface. The discrepancy
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FIG. 7. (Color online) Numerical results of Eq. (3) for water
velocity at εww = 100 K under different electric field strengths.

between Eq. (3) and the MD results is mainly caused by
the water-ion interactions, which are important, but cannot
be considered in Eq. (3). The numerical error in viscosity
calculation due to the small size of the channel may also
contribute to the discrepancy.

IV. CONCLUSION

We have investigated the water motion of CsF solutions
under external electric fields in nanochannels. It is found
that the water flow strongly depends on the channel surface
property. In channels of low surface energy, the flow direction
of water can be altered by varying the strength of the electric
field E. Under weak electric fields, water molecules, on
average, move in the opposite direction to E mainly due to
the motion of F− ions. However, the flow direction is changed
when the electric field becomes sufficiently strong. The flow
direction change is caused by the migration of F− ions toward
the surface as the electric field is strengthened, which makes
the transport of Cs+ dominant. The findings in this work
may provide new insights and methods for the flow control
in complex nanofluidic systems.
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