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We study the model of a supercooled liquid for which the equation of motion for the coarse-grained density
p(x,1) is the nonlinear diffusion equation originally proposed by Dean and Kawasaki, respectively, for Brownian
and Newtonian dynamics of fluid particles. Using a Martin-Siggia-Rose (MSR) field theory we study the
renormalization of the dynamics in a self-consistent form in terms of the so-called self-energy matrix X. The
appropriate model for the renormalized dynamics involves an extended set of field variables {p,0}, linked through
a nonlinear constraint. The latter incorporates, in a nonperturbative manner, the effects of an infinite number of
density nonlinearities in the dynamics. We show that the contributing element of ¥ which renormalizes the bare
diffusion constant Dy to Dy is same as that proposed by Kawasaki and Miyazima [Z. Phys. B Condens. Matter 103,
423 (1997)]. Dy sharply decreases with increasing density. We consider the likelihood of a ergodic-nonergodic
(ENE) transition in the model beyond a critical point. The transition is characterized by the long-time limit of the
density correlation freezing at a nonzero value. From our analysis we identify an element of ¥ which arises from
the above-mentioned nonlinear constraint and is key to the viability of the ENE transition. If this self-energy
would be zero, then the model supports a sharp ENE transition with Dg = 0 as predicted by Kawasaki and
Miyazima. With the full model having nonzero value for this self-energy, the density autocorrelation function

decays to zero in the long-time limit. Hence the ENE transition is not supported in the model.
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I. INTRODUCTION

In a deeply supercooled liquid [1-3] strong fluctuations in
the local density p(x,f) play a dominant role in producing
its characteristic slow dynamics. Freezing of the supercooled
liquid into an amorphous structure starts at short length scales.
At short wavelengths the energy and momentum fluctuations
in the many-particle system are quickly transferred among
the particles while the individual density fluctuations still
decay much more slowly. It is therefore plausible that, at a
somewhat simplified level, the dynamics for such a system
can be described in terms of the density fluctuations only.
This formulation has been referred to in the literature as the
dynamic density-functional theory [4,5]. The corresponding
equilibrium density-functional theory of freezing [6] was
developed for the study of the freezing transition of the
liquid into a crystal with long-range order. Based on the same
principles, models for the amorphous glassy state have also
been developed [7-11] treating the inhomogeneous density as
an order parameter. In this paper we present the analysis of a
model in which the equation of motion for the coarse-grained
density is given by a nonlinear Langevin equation [12] with a
diffusive kernel and multiplicative noise [13]. The stochastic
equation for the dynamics of density fluctuations discussed
here has also been used in studying the kinetics of the freezing
transition into an ordered phase [14].

Keeping terms involving only the linear fluctuations for
the collective density, ép(x,t) = p(X,t) — po, Where py is the
average density in equilibrium, the Dean-Kawasaki equation
represents diffusive dynamics with a (bare) diffusion constant
Dy. With increase of pg, the dynamics greatly slows down,
a behavior generally attributed to strong correlations which
develop in the dense liquid state. Theoretically, this effect
is understood in terms of nonlinear couplings of density
fluctuations in the equations controlling the time evolution
of the many-particle system. A basic question to address
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here is with regard to whether we can express the nonlinear
dynamics in terms of a renormalized version of Dy, generalized
with wave number and frequency dependence as Dg(q,2).
Keeping similarity with methods used in quantum-field-theory
models [15], the renormalization of Dy is obtained in terms of
the so-called self-energy contributions [5]. These corrections
signify the role nonlinearities in the equations of motion.
A primary focus in the first part of the present paper is to
compute D in the hydrodynamic limit and obtain predictions
for its density dependence. The renormalized form of the
Dean-Kawasaki model is the starting point of analyzing
the role of density nonlinearities on the long-time dynamics
of the dense liquid. This is generally referred to as the
mode-coupling theory of slow dynamics. Several different
procedures exist for calculating the corrections to the linear
dynamics in a perturbation theory. Using a simple iteration
of the equation of motion [16,17] for §p allows us to
compute the lowest-order perturbative corrections in terms
of the correlation functions of the linear theory [18-20].
For studying the feedback mechanism due to the slowly
decaying density correlations, a self-consistent formulation of
the mode-coupling theory with the Martin-Siggia-Rose field
theory is very useful. This has been applied in various levels.
For the corresponding field equations, generally the stochastic
nonlinear equations resulting from the conservation laws of
a selected set of collective modes are used. More recently,
the field-theory approach has been applied at the level of the
equations of motion for the particles following the Brownian
dynamics [21,22] as well as the Newtonian dynamics [23]
and the corresponding mode-coupling theory (MCT) has been
worked out.

In its simplest form the self-consistent MCT predicts an
ergodicity-nonergodicity (ENE) transition [5]. At the ENE
transition the long-time limit of the density correlation function
G,p(k,t) becomes nonzero, i.e., the frequency transform
Gp(k,w) develops a 6(w) contribution. In the context of
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glassy dynamics [24-29], this form of MCT has been widely
studied. The mode-coupling model follows from the equations
of fluctuating nonlinear hydrodynamics [30] formulated in
terms of the conserved density p and current density g.
Considerations of complete set of nonlinearities in the g
equation for a compressible liquid, however, leads to the
conclusion that the ENE transition is smoothed off [31]. The
absence of the ENE transition has been treated in various
subsequent works [32-38] predicting a decay of the time
correlations over the longest time. In the second part of the
present paper we consider the viability of the ENE transition
in the Dean-Kawasaki model.

The paper is organized as follows: In the next section we
provide a general introduction to the model studied here and
summarize the main achievement of the present work. We
construct the Martin-Siggia-Rose- (MSR) type field theory to
take into account the role of all the nonlinearities in terms of
self-energy matrix elements X. In Sec. IV we demonstrate how
the renormalization of the nonlinear theory can be worked out
in the hydrodynamic limit. In the next section we analyze the
feasibility of an ENE transition in the present model. We finish
the paper with a short discussion of the main results.

II. THE DEAN-KAWASAKI EQUATION

The collective densities g and g in a many particle system
is defined as

A1) =Y 8[x =X, (1)], ()

gx,1) = ) padlx —x,(1)], ©)

where {x,,p.} are, respectively, the position and momentum
of its constituent particles, and the sum is implied over all
a=1,...,N particles. The tilde over the fields indicate
that these are dependent on the microscopic or phase-space
variables. The conservation of the total number of particles
in the fluid gives rise to balance equation for the density
p(x,t). For very different types of microscopic dynamics of
the fluid particles this balance equation can be written (with
appropriate approximations) in a unique form. For a fluid in
which the constituent particles follow Newton’s equation, this
is the continuity equation with the momentum current g as
the flux and is time reversible. For the Brownian or stochastic
dynamics of the particles this is a stochastic equation with
noise. We consider these two cases separately.

A. Brownian dynamics

The time evolution of the constituent particles of the fluid is
described by the Smoluchowski equations [39] which involve
only the particle coordinates {x,}. A colloidal system with
heavy particles in a solution is a typical example for such a
system. In the overdamped limit the time dependence of the
momentum is ignored. The stochastic equation of motion for
a particle is obtained as

dx,(t) N
Yo ;t ==Y VaUlxa(t) = (D] + £,(0). (3
5=1
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where U (x, — X;) is the interaction between particles at x,, and
xs. The frictional drag force is yy times the particle velocity.
o is related to the correlation of the thermal noise &, as

(ELDELT)) = 20087 800818t — 1), )

where B = 1/(kgT). In the case of Smoluchowski dynamics
the corresponding balance equation (3) for g is exact [40,41].
The equation for the time evolution of the fluctuating density
p(x,t) is

Ip(x,1)
ot

= Do[Vzﬁ(X,t) +V

.{ﬁ(x,t)V/dx’f](x - x’)ﬁ(x’,t)}] + 7i(x,1). (5)

Dy = 1/(Byp) is the bare diffusion constant and U= BU is
the dimensionless interaction potential. In Eq. (5) we have
defined the random force denoted by 7j(x,7) as

N
A =Y V- {8(x — Xo(1))E, (1)}, (6)

a=1

with its correlation obtained from that of &, as stated in Eq.
(4). The correlation of the noise 7j(x,#) depends on the density
p(x,t), i.e, indicating that the noise is multiplicative. For a
system of particles following Brownian dynamics, Eq. (5) is
an exact representation of the evolution of the formally defined
stochastic density field g(x,?) [40]. The balance equation (5)
is dissipative since the corresponding microscopic dynamics
is also irreversible. However, since g is a sum of delta
functions, the equation is hardly of any use for being treated
for constructing a field theory.

The collective density field p(x,t) is the coarse-grained
version of the g averaged over the local equilibrium ensemble.
The coarse-grained density p(x,z) is defined as p(x,t) =
(0(x,t));.. The basic equation for the time evolution of
the coarse-grained collective density, p(x,?), is obtained by
averaging this exact equation (5) for p over the local equilib-
rium distribution. The stochastic partial differential equations
for the coarse-grained density p(x,?), obtained recently in
Ref. [42], has smooth spatial and temporal dependence. On
thermal averaging the dependence of the functional F on
the bare interaction potential U is converted to that on the
corresponding thermodynamic direct correlation functions in
the coarse-grained equations,

% _ pyv.|pviE ]|y )
o 0 P 3p .
The correlation of the coarse-grained multiplicative noise
n(x,t) which is the average #j(x,¢) is obtained in the
form

mx,0Onx 1)) =287 'DyVp(x,t) - V'8(x — x)8(t — 1').
(®)
The coarse-grained equation involves the free-energy func-
tional F[p] which is expressed as a sum of two parts,

F = Faqlpl + Finlp]. ©))
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The ideal gas part Fig [43] and interaction part Fj, are
respectively obtained as:

Falpl = /dxp(x,t)[lnp(x’t) - 1:|, (10)

%)

Fiulpl = —%/dx/dx/ép(x,t)c(x—x/)S,o(x’,t), an

in terms of the density fluctuations §p(X,t) = p(X,t) — po
around the equilibrium density pg. In the last equation c(x)
is the two-point direct correlation function defined in the
Ornstein-Zernike relation [44]. Here we have truncated an
infinite expansion in density fluctuations with coefficients
given by the successive direct correlation functions defined
[45] as

8" Finlp]

Xl = — . (12

0
(X, .. sp(x1)...8p(x;)

B. Newtonian dynamics

For the fluid in which the constituent particles follow
the Newtonian dynamics, the corresponding exact balance
equations for the conserved densities are the reversible Euler
equations. In this case the coarse-grained equations motion
is obtained for both the mass and the momentum densities
{p,g}. The corresponding equations of fluctuating nonlinear
hydrodynamics [46] are treated at a simpler level using the
overdamped limit or in the so-called adiabatic approximation.
By integrating out the momentum field g from the field-
theoretical model with the set {p,g}, a stochastic Langevin
equation involving only the coarse-grained density p(x,?) is
reached [47]. The adiabatic approximation assumes that the
momentum-density fluctuations relaxes over much shorter
time scales than the density fluctuations. As a result of
eliminating the momentum density g, the 1/p nonlinearity
in the momentum-density equation disappears. Instead, the
equation for p has multiplicative noise. The resulting equa-
tion for the coarse-grained density p(x,?) in the Newtonian
dynamics case is identical to Eq. (7). The stochastic partial
differential Eq. (7) for the coarse-grained density po(x,?) is
therefore approximate for both kinds of particle dynamics.
The coarse-grained equation (7) will be referred to as the
Dean-Kawasaki equation.

III. THE MSR FIELD THEORY

In this section we outline the computation of time corre-
lation functions corresponding to a set of field {y,} whose
dynamics is described by the nonlinear equation of motion

0y oF
Vo, o OF _
at 81//ﬁ

D (13)

F denotes the free-energy functional determining the equi-
librium state. We have chosen here a purely dissipative form
of the equation of motion involving only the transport matrix
Lgﬁ. v, represents the random Gaussian (white) noise whose

correlation is the matrix Lgﬁ,

(W (x,0)0p(X 1)) = 287 LY,8(x —x)8(t —1)). (14
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We use here the standard MSR field-theoretic approach [48,49]
with the functional integral formulation [50-53] to study the
renormalized model. We obtain perturbative corrections to the
bare transport coefficient Dy due to the nonlinearities. The
matrix G of two-point correlations between the various fields,
respectively, at points denoted as 1 and 2 for both space and
time coordinates, includes the correlation functions G4 and
the response functions G, 43. These are respectively defined as

Gop(12) = (Y (DYp(2)), (15)

Gop(12) = (Yo (Dfp(2)). (16)

The Greek letter subscripts refer to the set of physical fields
{,} and their respective hatted counterparts as {1/, } of MSR
theory. The averages are functional integrals over all the
fields weighted by exp[—.A], where the action functional .4
is obtained [46] using the equations of motion:

Al ] = /dt/dx 2%kpT Y aLlyip
o.p

AN Wa o SF
+z;wa<x,r>[ o +Laﬂ8wﬁ]

= Aoy, 9] + Ay, 9] (17)

The parts Ay and .A; shown in the last equality respectively
denote the Gaussian (quadratic in the fields) and non-Gaussian
parts of the MSR-action functional. Averages obtained with
only the Gaussian part of the action will be denoted with a
subscript 0 to separate them from their respective counterparts
representing the fully nonlinear dynamics. Correction to (the
inverse of) the zeroth-order Green’s function G is obtained in
terms of the self-energy matrix ¥ through the Dyson equation,

G '(1,2)=G;'(1,2) — (1,2). (18)

If there is an external field 4, conjugate to field v, present in
the equation of motion, then the correlation function G 4 rep-
resents the response of fluctuation of v, linear to variation of
h,. The MSR field-theoretic model presented above maintains
fluctuation dissipation relations (FDR) [46,54,55] between the
correlation functions and response functions. Generally, using
the time-translational invariance properties of the action, the
FDR between correlation and response functions involving the
field ¥ and ¢ are obtained. These transformations are written
in terms of the field ; as

wi(xv_t)_) Gjl/fi(x,t), (19)

N N SF

Vilx, —1) > —¢ [%(x,t) lﬁ&m(x’t)], (20)
where ¢€; gives the transformation of v; under time reversal. In
Ref. [56], the general set of transformation rules like (19) and
(20) were identified from which the FDR’s follow in a very
natural way. Both the Gaussian as well as the non-Gaussian
parts of the action remain separately invariant under the above
set of transformations. The FDR between correlation and
response functions involving the field v/ and ¢ are obtained in
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the form:
Gy,o(q.0) = —287'ImG, (q.0), 1)
where we have defined
SF[y]
(X) = 22
Y r(x) 5y () (22)

The FDR’s in the MSR field theory play an important role
in the renormalization of linear theory. As we can see, the
general fluctuation-dissipation relations relations are not linear
in the fields. If the driving free-energy functional is purely
Gaussian [33], then the available FDR’s given by Eq. (21)
are linear in the fields {1//a,12fa}. For a non-Gaussian driving
free-energy functional F', we need to extend the space of fields
beyond {1,¥} to maintain the linear FDR. In this case the
definition (22) gives rise to nonlinear constraint in the model.
The fluctuation dissipation relations (21) play a key role in the
analysis of the present paper.

IV. BACKGROUND AND MAIN RESULTS: AN OVERVIEW

In 1998 Kawasaki and Miyazima (KM) developed [47]
a MSR field-theoretic model involving the coarse-grained
density p(x,7) and its hatted counterpart §(x,7). The theory
obtained the renormalized correlation functions corresponding
to the Dean-Kawasaki nonlinear stochastic equation (7).
KM analyzed the possibility of an ENE transition in the
supercooled liquid due to mode-coupling effects in their
model. At the ENE transition the density correlation function
G,,(q,t) is nonzero for long times ¢, i.e., the corresponding
Fourier transform develops a singular §(w) part. Due to
feedback effects from strongly coupled density fluctuations,
the renormalized diffusion constant Dy is zero beyond a
critical density leading to the ENE transition. The 2 x 2 matrix
structure of two-point functions G in the KM model with
{p,p} fields includes both correlation and response functions.
The following linear FDR linking the (Fourier transformed)
MSR response function G,;(k,t) and the density correlation
function G, (k,t) was assumed:

G,pk,t) = i@(t)S'fl(k)(k)Gpp(k,t), (23)

where ©(¢) is the Heavside step function [57]. The above
FDR requires us to adopt the following relation between the
so-called correlation (X;5) and response (X;,) elements of
the self-energy matrix X:

§7'k)Zps =255 . (24)

The ENE transition scenario in the KM model is illustrated
with the Laplace transform of the density correlation function:

S(q)
z+ig®Dg(q.,2)’

where Dg(q,z) is the Laplace transform of the renormalized
kinetic coefficient. The FDR’s (23) and (24) were used [47]
by KM to obtain the renormalized diffusion constant Dyg.
Due to the mode-coupling effects the renormalized quantity
Dg(q,z) ~ z—0 for small z, leading self-consistently to
the result that the long-time limit of the two-point density
correlation is nonzero beyond the ENE transition.

Gpplg,2) = (25)
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In subsequent works it, however, emerged that there are
subtle problems with the construction of the renormalized the-
ory of the KM model. The relation (23) between G, and G 5
presented there does not hold. To study the full implications of
the nonlinearities in the Dean-Kawasaki equation, the proper
FDR’s linking the correlation and response functions in the
model have to be considered. The general form of the FDR
for the MSR theory given in Eq. (21) indicates that we need
to construct the field theory with a larger set of fields. This
also gives rise to a nonlinear constraint to be explained in
the next section. The simple relation between correlation and
response-type self-energies [see Eq. (24)] used in Ref. [47] is
also now modified.

The primary results of the present paper are as follows:

(1) The nature of relaxation of the renormalized correlation
functions is determined from analysis of the self-energy
matrix, introduced in the Dyson equation (18). As explained
above instead of the linear FDR relations of (23) and (24)
used in Ref. [47], one needs to formulate the MSR field
theory with a larger set of variables. Using the full set of
FDR’s, linear within the extended set of fields [58], we
show here that the renormalized diffusion constant Dy is
still obtained from the self-energy element ¥,; as originally
proposed by Kawasaki and Miyazima [47]. This is plausible
since the nonlinear Dean-Kawasaki equation is unchanged and
there is no new density nonlinearity introduced with the new
formulation with extended set of slow modes and constraints.
The latter helps a better reorganization of the perturbation
theory through linear FDR’s. Using the so-called Kawasaki
rearrangement scheme we obtain the renormalized diffusion
constant Dg as a self-consistent functional of the correlation
functions. As the decay of the density correlations slow
down, Dy is sharply reduced and the corresponding diffusion
process is increasingly slowed down, which in the present
model can be understood using the feedback mechanism
of MCT.

(2) We analyze from a nonperturbative approach if the
Dean-Kawasaki dynamics supports an ENE transition. In the
present analysis, the extension of the set of field variables
brings in a nonlinear constraint which includes an infinite
number of density nonlinearities with a single new variable
0. In our analysis we identify a key element of the self-energy
matrix, X, 0 which arises from this nonlinear constraint. We
show that if this self-energy matrix would be zero, then the
result of KM is recovered, i.e., the ENE transition is supported
in the Dean-Kawasaki model. In the general case in which
the crucial self-energy element is nonzero, we obtain from
a nonperturbative approach that a §(w) contribution in the
density correlation functions is not self-consistent with the
renormalized transport coefficient Dg(g,w) going to zero in
the small-frequency limit. The density correlations therefore
decay to zero over long time, thus implying that the Dean-
Kawasaki model does not support a sharp ENE transition.

V. THE NONLINEAR CONSTRAINT

Let us first consider the extension of the fields so the FDR’s
in the Dean-Kawasaki model are linear within the bigger
set. The available FDR relations in this model involve the
functional derivative of the free energy F[p] with respect to
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density p,
§Flpl  éFia(p) | 8Fin(p)
Sp(x,t)  Sp(x,1)  Sp(x,t)

= lnM — / dx'c(x — x)8p(X,1)
L0
= /S(x —x)8p(x)dx' + 0(x,1). (26)

The first term on right-hand side of Eq. (26) denotes the
convolution of the function S(x) and the density fluctuation
8p. The Fourier transform of S(x) is [1 — poc(q)]/po, whose
inverse is poS(g), where S(q) is the static structure factor of the
fluid. In the following we denote pyS(q) = S(g), which is the
equal time correlation of density fluctuations or G ,,(q,t = 0).
The new variable 0(x,t) is defined as the nonlinear terms of
the expansion of In[p(x,?)/po] in Eq. (10),

21 sp(x,n)]"
ox)=—Y ;[— p;’; I)} = 5o, 27)

n=2

Equation (7) now reduces to the following nonlinear diffusion
equation for the coarse-grained density fluctuations with
couplings to the field 0(x,1):

ap

P DoV [p(x,t){V / Sx —x)sp(xX)dx + V@(X,t)”

+n(x,1). (28)

Equations (28) and the constraint (27) together constitute
a close set of equations for the density fluctuations. The
introduction of the variable 6(x,#) with respect to the nonlinear
part of the functional derivative of Fi4[/] does not change the
Dean-Kawasaki equation. The contribution from the ideal gas
part remains — Dy V2 p(x,t). However, with the extended set
{p,0} the available FDR’s in the model are linear in terms
of the fields. We now construct the corresponding MSR field
theory to compute self-consistently the correction to the linear
diffusion coefficient Dy as a result of the nonlinear coupling
of fields in Eq. (28).

The set of physical fields and their respective hatted
counterparts are, respectively, denoted here as {y,7/} =
{p,0,p,0}. The averages are functional integrals over all the
fields weighted by exp[—.4] where the action functional A is
obtained [46] using the equations of motion for the p, as well
as the nonlinear constraint of (27). The MSR action functional
with the non-Gaussian free energy F in Eq. (9) is obtained as:

Ay, 0] = / dt / dx[2Dop(x,t)[Vﬁ(x,t)] -Vp(x,1)
+i0x,0{0(x,1) + f[8p(x,1)]}

3
+iﬁ(x,z)[a—‘; — DyV - <p(X,Z)V

X { /dx/S(x —x)8p(x) + G(X,t)})ﬂ. (29)

A. Linear fluctuation-dissipation relations

In the present case the set of linear transformations which
keeps the MSR action functional A[,v] given in Eq. (29)
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invariant is given by
p(X, =) = p(X,1), (30)

P(X, —1) = —p(X,1) +i/8(x —x)8p(x,1) 4+ i6(x.,1), (31)

0(x, —t) = 0(x,t), (32)

O(x, —1) = 6(x,1) + i%p(x,t). (33)

The following set of FDR’s holds in the nonlinear theory are
obtained from the above invariant properties of the MSR ac-
tion. We write them in terms of the spatial Fourier transform as

Gop(@.) = iOMS @G p(q.1) + G (@, D), (34)

Gop(q,1) = iOMIS (@Goy(q.1) + Goo(q.0)],  (35)
a
Goi(q.1) = i®(t)§Gpp(q,l), (36)

) d
Gog(Q,1) = i0(1)7-Goy(q.1)

+i8(IS™ ()G ,p(q.1) + Goo(q,1)]. (37)

Equations (34)—(37) are used below to analyze the
renormalization of the linear theory due to the nonlinear
couplings of density fluctuations in the Dean-Kawasaki
equation. The above-listed FDR’s were reported earlier in
Ref. [58] except for the second term on the right-hand side
of the relation (37) involving the §(¢). This term was missed
in Ref. [58]. This correction, as we will see below, has severe
implications on the renormalizability of the theory.

VI. RENORMALIZED DYNAMICS

We develop, using the MSR approach, outlined in the
earlier section, the field theory to compute the time correlation
functions of fluctuations of the density p. This is done in
two parts in the following. First, we compute the zeroth-order
correlation functions by keeping only the Gaussian part 4
of the MSR action functional 4 introduced in Eq. (29). Next,
the corrections due to the non-Gaussian part of the action
A is obtained in a perturbation theory using a diagrammatic
approach.

A. Correlations in the Gaussian model

The Gaussian part Ay of the action functional (29) is
obtained by keeping only quadratic terms in the fluctuations
of the fields,

Aol ] = /dt/dX[2Dopo{V/3(X,t)} -Vp(x,1)

dp(x,1)
ot

+i0x,0)0(x,1) + iﬁ(l){
- DO(V2 / Sx — x)8p(x)dx

+ ,OOVZQ(XJ)> ” (38)
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TABLE 1. Elements of matrix By used in defining the response
parts of G, .

PHYSICAL REVIEW E 92, 012325 (2015)

TABLE II. Response elements B of matrix Ggé in terms of
renormalized coefficients.

P 0
P (@ +iDog?) i Dog®
0 0 i

The above form is written in a matrix form using the matrix
notation for the field yr(x,¢) as W(1) as

Ay = /dl/dZ\P(l)Gal(IZ)\I‘(Z), 39)

where 1 stands for both time and space coordinates as well as
the different fields like p and 6 and their hatted counterparts
in the MSR theory. The inverse matrix G, !is obtained in the
block diagonal form

-1_10O B!
G, = [Bo C(()):|' 40)

The matrix B, corresponding to the response parts of the
zeroth-order matrix Gy is listed in Table I. B(T) is the Hermitian
conjugate of By. In writing the elements of the By matrix we
used two scaled forms of the bare diffusion constant Dy. First,
Dy = Dy /S(g) and, second, Dy = pyDy. The correlation part
Co of Gy involving the hatted fields for both the indices is
obtained as

[Colsp = 2D0q*Sapdap- (41)

The only nonzero correlation function at the zeroth order with
Gaussian level action is obtained as
ZDQC] 2

_ . 42
w*+ Diq* (42)

0 —

G,,(q.0)=

The pole of the corresponding Laplace transformed quantity
Ggp(q,z) represents a diffusive mode [59].

B. Renormalization

The field-theoretic method outlined in the previous section
is now applied toward understanding the full implications of
the nonlinearities in the Dean-Kawasaki equation. Analysis
of the available FDR’s in the model proves to be useful
in obtaining the renormalization of the linear theory in a
nonperturbative manner. We add a correction to (the inverse
of) the zeroth-order Green’s function G in terms of the
self-energy matrix ¥ defined in Dyson’s equation (18). The
inverse of the full correlation matrix G is obtained in the form

G '= [%,) lg]. (43)

We identify the key elements of the self-energy matrix ¥ in
terms of which the full implications of the vertices arising
from the non-Gaussian part .4; of the MSR action functional
A are obtained. After writing the appropriate elements of the
Y matrix in the leading order in wave number, the G'is
obtained in the block form in terms of the 2 x 2 matrices 55
and C. The latter are as listed respectively in Tables II and III.
Corrections to the renormalized diffusion coefficients Dy and

P 6
) o +iq* Dy i Drq?
0 — %4, (i — Z4o)

Dy are, respectively, obtained as
DR = D0+iq722ﬁp, 44)

Dr = Do +iqg 2%y, (45)

Taking the inverse of the matrix in Eq. (43), the full matrix
G consisting of the correlation and response functions are
obtained. The elements of the full-response function matrix
are expressed in terms of N, 3(q,®) as

Nug
D
with D being the determinant of the matrix B. For the latter
we obtain
D(q.0) = (0 +iq>Dp){i — By} +iDrq*Sy,. (47

The matrix N,z is provided in Table IV. The correlation
functions between the unhatted fields are obtained from the
relation

Gop = (46)

Gaﬁ(‘]»w) - _GaV(Qva))CpS(q’w)GSﬁ(q90))7 (48)
with the matrix C;4 being provided in Table II1.

C. Analysis of the FDR’s

We consider the FDR’s (34) and (35) involving the o field
in the following compact form:

S7HQ)G o (q,0) + Goa(q,0) = —2Im[G o (q,0)],  (49)

where « € {p,0}. Using the definitions (46)—(48), respectively,
for the response and correlation functions, we obtain

> Z,yCos=—i <'D5ﬁg +> NﬁaG;3‘>
y o
with the Z,;’s being defined as

Zy5 = SN QN,p + Ngy. (50)

Substituting the results for the various elements of the self-
energy matrix X in the above relations involving the Z’s, we
obtain in Appendix A a set of useful relations. These relations
connect the elements of the response part of the self-energy
(2,4) with the corresponding elements from the correlation

TABLE III. Correlation elements C of matrix G;,;;

0 0
b 2Dog* — T —2p
0 —Xps —Xa0
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TABLE IV. Elements of matrix N, ; in terms of the renormalized
transport coefficient Dy and Dg.

p 2
o (i — Zgp) —iDpq’
0 S, (@ +iq*Dy)

part of the self-energy (X,;). These relations further simplify
in the hydrodynamic limit of small ¢ and z, justifying the
renormalization of the model. In Appendix A we simplify
the Egs. (50) by substituting the limiting forms for the Z’s
in the hydrodynamic limit. After some tedious algebra we ob-
tain the following relations to leading order in wave numbers:

2y}0 = —Vps + Mg, (51)

28v5, = —Vsp — ArSvy,, (52)

where we denote as Ag = Véﬁ /74, Using these relations we
simplify the expression (47) for the denominator D which
defines the response functions in Eq. (46). In Appendix B we
obtain the result

D(q,2) = ilz +iq*Dr(q.2)¢(q,2)]. (53)

The renormalized diffusion coefficient Dy is to be obtained
from the correlation self-energy y;, through the relation:

Dr(q,0) = Do — (2p0) ' v5(q.®). (54)

The quantity ¢(g,w) appearing in the expression for D is a
sum of two parts, {o(q) and ¢y (q,w) respectively representing
the bare and mode-coupling contributions:

£(q,®) = &o(q) + &me(q. ). (55)

The bare part is obtained as Zy(g) = S~'(¢) and is present
even in the absence of any nonlinearity in the model. For the
linear dynamics this makes the effective diffusion constant
Dy become renormalized by the structure factor S(g),
Dy = Dy/S(q) as already shown in the previous subsection.
The mode-coupling part {ic(g,z) in the defining relation (55) is
expressed in terms of the self-energy y;, involving the field 6.

me(q,2) = —ipo¥y,(q,2)- (56)

Therefore ¢ is a direct consequence of the nonlinear
constraint (27) in the model. If the constraint is absent, it
reduces ¢ to zero.

D. Renormalized correlation functions

The self-energy y;; in Dgr(q,z) is expressed in a series
representing the order-by-order expansion in terms of the
vertex functions which appear in the non-Gaussian part A; of
the MSR action functional (29). This series can be organized in
terms of the one-particle irreducible contributions using what
is termed the Kawasaki rearrangement [47,60] in the form

B 1 + Amc(q’z) .

The quantity A represents the mode-coupling effects
which at the lowest order are expressed in terms of one-loop

Dr(q.2) = (57)
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diagrams. The diagrams are constructed using standard
techniques [15]. In the Appendix we provide the evaluation
of the one-loop diagrams for the relevant self-energies. With
the cubic vertices in .4;, we obtain that at the one-loop order
A contains the bubble-shaped diagrams with a convolution
of two correlation functions. Detailed calculation with the
various one-loop diagrams is provided in Appendix B. The
relevant diagrams for the self-energy X;; is displayed in
Fig. 1. The one-loop expression involves products of the
correlations functions {G ,,,G 9,Goe},

Dy dk
Amc(%t) = 2_,0() / W[VI((LI()GQ,O(](’t)Gp@(q - kvl)

+Gpplg — kD{Va(q.K)G (k1)
+ V3(q.K)(Gpo (k1) + Gy (k1))
+ Va(q. k)G (k,1)}]. (58)

The expressions for the four vertex functions V;(q,k) for i =
1,...,4, obtained from the analysis of the one-loop diagrams,
are listed in Appendix B. If the correlation functions develop a
nondecaying part at the ENE transition, then the denominator
of the right-hand side of (57) has the singular behavior
Amc(z) ~ 1/z and hence Dg(z) ~ z in the low-frequency
limit. In the next section we use this result to analyze the via-
bility of an ENE transition in the liquid at metastable densities.

Substituting in the right-hand side of (46) the results for the
matrix elements N, ; and the determinant D respectively from
Table IV and Eq. (47), we obtain the following renormalized

Eﬁﬁ—p{}mﬁ{}p
e e
PP p_—_0
05 ° 0 P
PP p p

+p ﬁ+ﬁ{>—ﬁ
96 0 P e ?
p_—_p P p
+ﬁ{}ﬁ+ﬁ%ﬁ
Py ? O
p p p p
P o) ? b 0)”
p p
P 9

(11)

FIG. 1. One-loop diagrams for the self-energy matrix element
%,5- The different types of vertices Vj,,, V0, and Vg, appearing
in the MSR action (29) are marked in the diagrams as filled squares,
circles, and triangles, respectively.
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expressions for the two relevant response functions:

1
G = i Dra 0t @) &9
Gop(q.2) = ifme(q.2) 60)

z+iq*Dr(q.2)¢(q,2)

The above results for the response functions together with
the expression (48) are useful in analyzing the long-distance
long-time properties of the correlation functions in terms of
the renormalized transport coefficient Dg(g,z). The quantity
¢ introduced above also plays a crucial role. The pole in
the Laplace transform of the correlation functions determined
from the zero of D at

z = —ig*Dr(q,2)¢(q,2). (61)

VII. THE DYNAMIC TRANSITION OF MCT

In this section we analyze, using a non perturbative
approach [31], whether the ENE transition can occur in
the model for which dynamics of the density fluctuations
is described by the nonlinear Dean-Kawasaki equation. The
transition is characterized by the corresponding long-time limit
of the density correlation function changing to a nonzero
value. We focus primarily on the viability of the basic
feedback mechanism of MCT [25] in the present model.
More specifically, we address the question whether it is
self-consistent to have a singular 6(w) contribution in the
Fourier transforms of the correlation functions G,, and G 4
while the corresponding Laplace transformed renormalized
transport coefficient Dg(q,w)—0 for small frequencies. We
begin by noting the following two links between correlation
functions and generalized transport coefficients obtained in the
previous sections.

Link A: The mode-coupling contributions in the renormal-
ized transport coefficient Dg(q,z) are expressed in terms of
convolutions of the correlation functions G, or G ,9. One-loop
expressions are provided in Eq. (58). At the ENE transition
the time-dependent correlation functions remain nonzero at
long times and hence their corresponding Laplace transforms
develop a 1/z pole. It follows from the relations (57) that at the
transition, the renormalized diffusion constant Dg(q,z) ~ z
vanishes for small frequencies.

Link B: The defining relations of the correlation functions
G, or Gy are in terms of the renormalized transport coeffi-
cient Dg(q,z) as stated in Egs. (46)—(48). Equation (48) gives
the Fourier transform of the respective correlation functions
G p(q,w) and G 9(q,w) in terms of the corresponding set
of (conjugate) response functions G,z and the double hatted
self-energy elements C4 3. The response functions are obtained
from Eq. (46). The relevant quantities for G, and G ¢ (linking
with matrix elements C;;) are the ones with the p index, i.e.,
G,p and Gyp. Among the double hatted self-energies Cg 3, of
particular interest is the quantity Cs, which is the renormalized
diffusion coefficient Dg(q,w) given in Eqgs. (57) and (58).
The response function G 5 and G4, both associated with a 4
field, vanish in the zero-frequency limit, since the renormalized
Dr(g,w)—0 at the ENE transition.
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According to Link B stated above, the singular contributions
to the correlation functions G,, and G,s are respectively
written as

Gop ~ =G ppCsGpp- (62)

Gpg ~ —RC[GM;C[,/;G/;Q]. (63)

For G, to have a §(w) contribution at the ENE transition we
must have for the corresponding Laplace transform G,; ~
1/z. To show this, we consider the right-hand side of relation
(62). Taking the leading-order singular behaviors of the
response functions G,; ~ 1/z, we obtain

2Re[+:| = 278(w), (64)
(w+ie)w—ie)

since Cpp ~ z is vanishing at small frequencies. Hence if
G,p(g,t) is to be nonzero for long time ¢, the corresponding
response function G,;(q,z) must have a pole at z =0, i.e.,
G, ~ 1/z. This conclusion will be referred to below as CI.
Using similar arguments it is straightforward to show from Eq.
(63) that to have a §(w) contribution in G y4, both G5 and G g
should have a singular part as ~1/z. This conclusion will be
referred to below as C2.

We have obtained above that the response functions G,z
and Gy, are, respectively, given by Egs. (59) and (60).
The small frequency limit of ¢(gq,w) is therefore crucial in
determining the behavior of these response functions in the
corresponding limit. If G,, or G,¢ have 1/z pole, then the
same divergence occurs in the mode-coupling contribution to
Cme- This also follows from the one-loop expression (56) given
in Appendix B for the mode-coupling part ¢y of ¢. With a
diverging ¢(q,w) ~ 1/z and since Dy ~ z the quantity { Dp is
finite. Hence it follows from (59) that the pole of the response
function G is at finite z. On the other hand, from (60) we
get that in this case the response function Gy;(q,z) hasa 1/z
pole. Thus with a diverging ¢(g,z), the 1/z behavior is only
in the response function Gg;(q,z) but not G ,;(q,z). Using the
conclusions C1 and C2 presented in the previous paragraph, it
follows that we cannot have self-consistently either G, or Gg,
develop a §(w) contribution. Therefore both the correlations
G p and G yp decay in the long-time limit and Dk remains finite
in the small-frequency limit. The quantity ¢ (g,z) arising from
the self-energy ¥, is also finite but nonzero. Following the
same relations it is easy to show that in this case the correlation
Gyp also decays in long time. The ENE is not supported in the
model.

The linear FDR’s outlined in the previous section are also
in agreement with this long-time (ergodic) behavior of the two
correlation functions. Consider the two FDR (34) and (35)
which, in the frequency transformed form, is obtained as

S7HPG pp(q,0) + G po(q.0) = —2Im[G ,5(q, )],  (65)

S7Uq)Gep(q.®) + Geo(q,0) = —2Im[Ggp(q,w)].  (66)

Since neither Gg;(g,z) nor G,;(q,z) has a 1/z pole it implies
that G,,(q,t), G,6(q,t), and Ggs(q,t) all become zero in the
long-time limit. For the Dean-Kawasaki model, decaying of
the correlation functions to zero in the long-time limit was also
observed in recent works [61].
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To summarize, we have demonstrated here through a
nonperturbative analysis that the self-energy matrix element
Y4, plays akey role in determining the nature of the asymptotic
dynamics. The self-energy arises from the nonlinear constraint
(27) which takes into account an infinite number of vertices
involving density fluctuations. If this quantity is zero, then
the sharp ENE transition originally predicted by Kawasaki
and Miyazima is supported. In the general case, however, the
small-frequency limit of the renormalized diffusion constant
Dr(z), expressed with the Kawasaki rearrangement stated in
Eq. (57), remains finite. The correlation functions G,, and
G ¢ decay to zero in the long-time limit and the ENE is not
supported in the model.

VIII. DISCUSSION

In this paper we have studied the renormalized dynamics for
the nonlinear Dean-Kawasaki equation. We work out the MSR
field theory corresponding to the stochastic equation for the
coarse-grained density p(x,?) of a dense liquid. We study the
effects of nonlinearities on the nature of relaxation of density
fluctuations in the system from a nonperturbative approach.
The renormalization of the linear transport coefficient (Dy) is
obtained here in a self-consistent form. The perturbation series
for the renormalized transport coefficient Dy is organized
with the Kawasaki rearrangement [62]. Having identified
the proper renormalization of the transport coefficient, we
analyze if an ENE transition is supported in the renormalized
Dean-Kawasaki model.

The expression (58) of the cutoff function is for small
wave numbers. This represents the long-wavelength behavior
of the correlation function and how it decays to zero. The
present work shows, using a nonperturbative approach, that
the ENE transition is finally cut off since the effects of freezing
finally extend to hydrodynamic length scales. For quantitative
estimates of relaxation, evaluation of the mode-coupling
integrals would require the correlation functions at all wave
numbers. For large wave vectors, the present analysis then
would have to be extended to finite-k values. Here one can
adopt a phenomenological approach of introducing a short
wavelength kernel [63] to regularize the model for large k. In
a strict sense, however, this confronts us with the key problem
of developing theory of a dense liquid (or glassy systems)
over intermediate length and time scales. For dense systems,
unlike a crystal, there is no basic ordered structure around
which displacements of the particles can be treated as a small
parameter. On the other hand,, we cannot formulate the theory
in terms of a density expansion like that of a low-density gas
using the inverse mean free path as the small parameter.

The first MSR field-theoretic treatment [47] of the Dean-
Kawasaki equation had predicted an ENE transition in the
model. At the transition the frequency transform of the
density correlation function G,,(q,w) develops a singular
8(w) contribution. The mode-coupling contributions to the
renormalized diffusion constant Dy depends on the density
correlation G, in such a way that former goes to zero beyond
the ENE transition. Subsequent work [58] considered the
renormalized theory of Ref. [47] with the extended set of
variables {p,0} and using a set of linear FDR. A careful
consideration [64] of Ref. [58] shows that equations presented
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in this work erroneously leads to the same linear FDR (23)
originally proposed by Kawasaki and Miyazima in Ref. [47].
For example, if Eq. (3.113) of Ref. [58] is substituted in
the second Eq. of section (3.6.1) there, the linear FDR (23)
between G ,5(k,t) and the density correlation G, (k,t) follows
and is an incorrect result. The relation (23) holds only in the
case of Gaussian free energy, i.e., with linear dynamics. It does
not hold for the Dean-Kawasaki equation which represents
nonlinear dynamics. In fact, the analysis of Sec. (3.9) of
Ref. [58] (in particular, the linear relationships (3.113)—(3.115)
of Ref. [58]) does not hold for the nonlinear dynamics of
the Dean-Kawasaki equation. Obviously, the relation (23)
modifies to (35) in the nonlinear case. In a more recent work
[61], it has been claimed that with the corrected form of the
FDR, at the one-loop level, the two-point density correlation
decays to zero in long time. Results from our nonperturbative
analysis presented here is in agreement with this observation.
The role of the nonlinear constraint (27) in the renormalization
of the dynamics is important in this respect. The corrections to
the linear model can be properly constructed with the help of
the Dyson equation and available FDR’s instead of restoring
to an analysis specific to one-loop diagrams only. However,
the Kawasaki rearrangement is needed for calculation of the
renormalized diffusion constants in this case as well.

Itis instructive to compare the results of the Dean-Kawasaki
model formulated in terms of only the density field p with
that of the fluctuating hydrodynamic model. In the latter
the dynamics is described in terms of both the density and
momentum variables {p,g}. It has been shown in earlier
works [31,46] that the ENE transition is not supported in
the fluctuating hydrodynamics model. We have obtained
here a similar result for case of Dean-Kawasaki dynamics.
We, first, note that for each of the above two models, the
feedback mechanism of MCT links the density correlation
G, having a singular 5(w) contribution to a critical behavior
of a corresponding transport coefficient. In the fluctuating
nonlinear hydrodynamics model G,, ~ §(w) is linked to the
corresponding transport coefficient of longitudinal viscosity
L(q,w)— 00 in the low-frequency limit. This also conforms
to the divergence of viscosity. On the other hand, for the
dynamics described by the Dean-Kawasaki equation, the
ENE transition will imply that the renormalized diffusion
constant D g(w) obtained through the Kawasaki rearrangement
approaches zero in the small-frequency limit. Both models
involve a corresponding nonlinear constraint arising from
similar considerations. Thus, in order to have linear FDR’s
(21) of two-point correlations, we need to treat ¥y as a new
field. For the Dean-Kawasaki model this requires that the
nonlinear part of the functional derivative § Fiq/8p is defined
as a new variable 6 and hence imposing the constraint (27).
Similarly, for the fluctuating hydrodynamics model with {p,g}
fields, the functional derivative (§ F/3g) or g/p is nonlinear
and hence the new field v is introduced through the constraint
g = pv. For both the fluctuating hydrodynamics model and the
Dean-Kawasaki model, the ergodicity restoring mechanism is
linked to the corresponding nonlinear constraint. In each case,
the constraint replaces an infinite number of nonlinear terms
of density fluctuations through introduction of a corresponding
new field, which is the current v and 6, respectively, for the
two models. There is, however, a subtle difference between
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the two situations. In the fluctuating hydrodynamic case, the
constraint renders a nonlinear term, involving the o~ ! term
in the equation of motion for g [46] to be a linear one. For
the Dean-Kawasaki model it is the other way around, i.e.,
the nonlinear terms appear in the field equation for p as a
result of introducing the 6 field. In each of these two models,
a respective self-energy element linked to the corresponding
constraint plays the key role for the removal of the sharp
transition. For the fluctuating hydrodynamics model, it is 3.
If this self-energy is zero, then there is a sharp transition and
we obtain the simple MCT which has contributed much in
the development of glass physics over past 30 years. In the
Dean-Kawasaki model the self-energy %;, arising from the
constraint (27) plays the same role. If this self-energy is zero,
then there is a sharp transition and analysis of Ref. [47] holds.
To illustrate this, we note that if y; o= 0, in Eq. (55) we have
¢ = 87 !(g) and the response function G,y has a 1/z pole
in this case. Hence G,,(w) ~ d(w) and there will be a sharp
ENE transition. Thus a nonzero self-energy y;, arising from
the nonlinear constraint (27) is key to absence of the sharp
transition.
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APPENDIX A: FLUCTUATION-DISSIPATION
RELATION: ANALYSIS

We consider the FDR’s (34) and (35) involving the 0 field
in the following compact form:

S7HQ)G po(q, ) + Goa(q,0) = —2Im[G s (q,0)].

Now using the definitions (46)—(48) respectively for the
response and correlation functions, we obtain the useful
relation

D ZpCps = =i (D‘Sﬁé + ZNﬁaG;§>’
y o

where we have defined

Zpy = S_](q)Nm; + Ng;y.
Now we obtain a set of equations by setting the index § = 0
and p as follows:

Zpﬁcﬁ@ + Zpgc(;@ = —Z[N;)ﬁNgﬁ — N;;ANéﬁ],

; (A2)

ZopCop + Z,iCap

= =20}V = NigNjg) + 1NNy = NNl
(A3)

where we have followed the standard notation of single and
double primed quantities respectively denoting the real and
imaginary parts of the complex entity denoted by the unprimed
symbol. Since the elements of the self-energy X satisfies
Xop = E;‘?&, using the results of matrix III, we obtain that
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TABLE V. ¢ dependence of self-energies.

P 6 ) 2
b 9%V i9°Vp0 —4*Vpp —4* Vs
6 Vs, i9°Vse —4%Vip —Ya0

Cpp and Cyy are real and Cy, = Cp’fé. Using this in Eqgs. (A3)
and (A2) we obtain by equating real and imaginary parts the
following four equations:

”

’ ! ’ ! " / " " ’
Z,3C0 + Z05Cop t Z5Cop = —2IN,5Ngp — NppNojs 1,
(A4)
" A av / /!
Z,5Co0 + Z05Csp — Z0pCop = 0, (AS5)
Z,,5Cop + Z15Cos — Z1Cos = 2IN, 5Ny = NyyN's 1, (A6)

Zy5Cop+ Z0gCos + Z1,3C;5 = 2UN 5 Nyy — NG NG5 1. (AT)
The matrix elements Z,; for u € {p,0} are given in Eq. (A1)
while the elements of the N,; matrix are given in matrix
IV. Using these results for the various elements of the
self-energy matrix we obtain a set of relations between the
element response self-energy (X,,;,) part and correlation type
self-energies (X5).

1. Hydrodynamic limit

We begin by considering the self-energy matrix elements.
There are primarily two types, as pointed out above, response
self-energy and correlation self-energy elements, respectively
denoted as ¥,,;(q,») and X ;(q,). From the MSR action
functional for the system given by Eq. (29), it follows that the
cubic vertices with a p leg contribute an explicit ig factor.

First, we consider the response self-energy X ;5(q,w) which
contains only one external p(g) contributing a factor ig. The
other leg of this self-energy involves 6. In order to maintain
the scaler nature of the self-energy in this case the external
vector index in q will be contracted (summed over) with
that of the internal (integrated over) wave vector k with
the same Cartesian index. In the small-wave-number limit
(g — 0) the O(q) contribution for this response self-energy
vanishes due to the k to —k symmetry in the integrand.
Therefore in the hydrodynamic limit we obtain X;y(q,w) ~
iq%y50(0,0). Similarly, we obtain X,,~ig’y;,. The vertex
with an external f-leg does not have a derivative. We
obtain ¥;,~iy,,, and Y50~iq% Vs, as their respective lowest
order contributions. The behavior of the different self-energy
matrix elements, in the hydrodynamic limit, is shown in
Table V.

TABLE VI. Real parts of matrix N, 4.

) 0
P qzw)7(§9 —qzwf,;g
0 —w7Pp, ol + ¢*P5,)
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TABLE VII. Imaginary parts of matrix N,g.

) 0
1—q%y! —q*(Do — v5)
o a*v, q*(Do — v}
0 Yso q*(Do — v},)

Next, we consider the correlation elements (two hatted
indices) of the self-energy matrix. 3;;(q, ), with two vertices
each having an external leg /, should be at least of the O(g?).
Writing this out explicitly we obtain ¥, ~ —qzyf,ﬁ. For the
self-energy element ¥;;(g,w), and since the field 9 does not
associate with an external derivative, this self-energy has a
zeroth-order (in ¢) contribution. Thus the self-energy with
two 6 legs is of O(1), i.e., £p5(q.w) ~ —yzs. On the other
hand, the self-energy %;; has an explicit external wave vector
g and hence due to the k to —k symmetry in the integral
with respect to the internal wave-vector, this self-energy is of
0(gq?). Hence the self energy ;(q,w) ~— g*y;,. We list the
real and imaginary parts of the elements of the N, 4 matrix in
the hydrodynamic limit respectively in Tables VI and VII. Now
putting the leading order dependence on the wave numbers for
the various response and correlation self energies, we obtain
the constants Z,; appearing in Eqs. (A4)—(A7) in terms of the
corresponding y’s as:

Z,, = olg* 735~ (@ — 74, (A8)

" _ 2 a—1 ’
Zyy = 1= q7y;,}5 (@ + v, (A9)
7 = 0l-q* 7S @ + (1 +@° 75,1, (AL0)
25 = a5~ @ = vj,). (All)

In the hydrodynamic limit using the above four equations, we
obtain the given relations. From Eq. (A4),

Yoo = —27s,- (A12)

From Egq. (AS),
Voo Vpe S~ (@ = vh) +v5,STH @ +y;,) =0. (A3)

From Eq. (A6),
~Vap(Vop +2vp9) + yé'ﬁ =0. (A14)

From Eq. (A7),
[5sS ™1 @ +2v5,1 + v, (vpp +2v5) = 0. (A15)

Using Eqgs. (A6) and (A7) we obtain

2yl = —Vpp + A, (A16)
28y}, = —Vps — ARS‘yép. (A17)

We define Ag = yé’ﬁ/)?(;p above. Using Egs. (A12), (A16),
and (A17) we can obtain Eq. (A13). Equation (A13) is an
independent equation,

D(q,0) = (0 +iq*Dp)(i — ) + iDquzép
= l((,() + quZ’jR) — Dquj/ép
=ilw+iq* (D + Dry;,)],
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where the two diffusion constants are respectively obtained

as stated in Eqgs. (44) and (45). This further simplifies the
denominator,

D(q.0) = ilo +iqg°Dg +iq* Dryy,]

= i[w+iq’ Dr(q, @)t (q,0)],

where Dy is the renormalized diffusion coefficient to be

obtained from the correlation self-energy y;; through the
relation

(A18)

Dr(q,®) = Do — (200) "' v55(q., ). (A19)
The quantity ¢ (g,w) is obtained as
t(q.0) = 87(q) + povy,(q.®). (A20)

APPENDIX B: SELF-ENERGY: ONE-LOOP RESULTS

In this Appendix we list the one-loop contributions to the
relevant self-energy matrix elements. The non-Gaussian part
of the MSR action functional (29) in the text gives rise to the
following three-point vertices:

Vip(123) = —i DV - [8(12)V 57 (13)]. (B1)

The symmetrized forms of these vertices are obtained as

Vipp(123) = —i%Vl[8(12)V1§‘1(13)+8(13)V1§‘1(12)].
(B2)

The corresponding one-loop contribution to the self-energy is
obtained as

$(12) = 2V(123)G(24HG(35)V (452), (B3)

where the barred index represents the coordinate which is
integrated and the field index which is summed over. V(123)
is the cubic vertex in the MSR action functional symmetrized
with respect to exchange of the filed indices and coordinates.
Using this formulation we evaluate all the diagrams to obtain
the following results.

1. The self-energy X,

The one-loop expression for self-energy ¥;; is obtained
from the sum of the diagrams shown in Fig. 1. Each of the
Feynman-diagrams appearing here (as well as in the Fig. 2)
are marked with an attached number label. In the discussion
below we refer to this number label directly in text or as

Zép = é—Gﬂ+9—Gﬂ
p p p
) @ ?
p 0
+§{}P
p P

FIG. 2. One-loop diagrams for the self-energy matrix element
%,- The notations for the vertices are the same as described in the
caption to Fig. 1.
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a superscript in the LHS (see Eqs. B4 to B14 below) to
indicate the contribution from the corresponding diagram. In
writing the equations below we absorb a factor of Dé in the
definition of the corresponding diagrammatic contribution.
To avoid cluttering we define two quantities ux = §.k and
Ji = uxS~1(k). The sum of the first five diagrams involving
only correlation functions is obtained respectively as

g t)=/ dk JklJk + Jq-k1Gp (k)G (g — k,1)
pp M (27.[)3 q— PP op ’
(B4)
yilg.0) = / K e+ JadG o (h1)G py(q — k)
pp N1 (27[)3 q— P ’ op ’
(BS)
V@0 = | Gl JadGopki)Grolq = kt)

(B6)

v5e(q.t) = / o )3ukuq kGop(k,)G (g — k1) (BT)

V/Ei))(q t) = / o )3 ungg(k I)Gpp(q k, t). (BS)

Next we consider the one-loop self-energy diagrams for ¥,
involving one response function. The contribution from 6 and
7 respectively involving response functions G,; and G, are
simplified using the FDR (34) to obtain

y 9. = - / - )g{Jka,)(k 1)+ uG (k)

X [Jx + Jq—klGp(g — k,1), B9)

vs5(q.t) = — f o )g{JkapUc 1) + uxGop(k,1)}

X [Jk + Jq—klGp(g — k,1). (B10)

The contribution from 8 and 9 respectively involving response
functions Gy and G 49 are simplified using the FDR (35) to
obtain

Vi (q.t) = — /(2 )3Mk[JkG9p(k 1)+ ukGoo(k,1)]

X G pp(q—k,1), (B11)

©)

dk
Yo (q:1) = /W”k[JkaO(kJ)+ukG80(kat)]

X G pp(q—k,t). B12)

Finally contributions from 10 and 11 respectively involving
response functions G ,; and G, are simplified using the FDR
(34) to obtain

dk
_/ mukGép(k»t)[]qkapp(q —k,t)

(B13)

vy (q.1) =
+ Mq—ka(?(q - k’t)]’

dk
e =- Gk Dlg G (q = k)

+uq—kGoplg — k,1)]. (B14)
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FIG. 3. One-loop diagrams for the self-energy matrix element
¥49- The notations for the vertices are the same as described in the
caption to Fig. 1.

Hence adding up the contributions from all 11 diagrams we
obtain, including the D(z) factor, the result for the self-energy

as
dk

1
X I:E{Jk + Jqk)2G pp (k1) + use{ Jic + Jq-x)

11
Vor(g:1) = Zy,i’,f(q 1=
i=

x {Gpo(k,t) + Gap(k,t)}] + upGoo(k,H)G

x (g — k,t) + uxiq—xGop(k,1)G po(q — k,t)]

= — D} An. (B15)
2. Self-energy X;, and X,

We display one-loop diagrams for the self-energies %,
and X, respectively in Figs. 2 and 3. The one-loop expression
for self-energy Xy ,(q,1) is obtained as

D0 dk
@)’
-I—k.(q —K)G o (k)]G 5(q — k.1).

T4,(q.1) = — ———[(q — k)G, (k,t)§ ' (k)

(B16)
Using the FDR for G,;(k,t) we obtain

dk
@ny
x[(q— k)2 G pp(k, )87 (k) + k.(q — K)G o (k,1)]
x [Gpp(qg — k)87 (g — k) + G (g — k1)1

= —ion 2

The one-loop expression for ¥j,(g,t) is
Do
Ygolq.1) = 2n )3(1 (q = K)Gpp(k,1)Gpplg — k1)

dk
— l@( ) 2 / (2 )gq (q - k)G,Op(kst)
x [G (g — k)87 (g — k) + G po(q — k,1)],

which, using the isotropic form of the correlation function, is
of 0(¢?).
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