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Role of the ionization potential in nonequilibrium metals driven to absorption saturation
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A composite metallic foil (Al/Mg/Al) has been exposed to intense sub-100 fs free electron laser (FEL)
pulses and driven to ultrafast massive photoionization. The resulting nonequilibrium state of matter has been
monitored through absorption spectroscopy across the L2,3 edge of Mg as a function of the FEL fluence. The
raw spectroscopic data indicate that at about 100 J/cm2 the main absorption channels of the sample, i.e., Mg
(2p → free) and oxidized Al (valence → free), are almost saturated. The spectral behavior of the induced
transparency has been interpreted with an analytical approach based on an effective ionization potential of the
generated solid-density plasma.
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It has been recently observed that core-level photoab-
sorption channels in metals can be saturated by ultrashort
high-energy density extreme ultraviolet (EUV) or x-ray pulses,
leading to transient transparency [1–7]. In the EUV case,
the drastic opacity drop can be assigned to an excess of
core holes in the probed sample volume and the subsequent
reduction of atomic sites available for photoabsorption. This
occurs because the photoionization rate exceeds the Auger
recombination rate upon the interaction of the laser pulse
with the specimen. A further consequence of the massive
photoionization is the ultrafast heating of the valence electron
system resulting from the scattering of photoelectrons [8].
Consequently, the absorption saturation process is accompa-
nied by a sudden isochoric heating of the electron system
over a cold solid-density ion lattice. This exotic state of
matter can be described as a nonequilibrium dense plasma,
whose physical properties are mostly unknown and scarcely
predictable [9].

Under these nonequilibrium conditions the thermodynamic
properties, the equations of state, as well as the opacity of
the excited system are expected to be directly related to the
ionization potential (E) [10,11]. For this reason, the knowledge
of this physical quantity in materials driven to nonequilibrium
conditions represents a crucial step toward the control of
physical properties in laser-excited matter, with significant
benefits both in fundamental physics [12] and in technologies,
such as inertial confinement fusion [13,14].

However, E is not invariant under high-ionization condi-
tions, such as those induced by high-energy density EUV
lasers on solid targets. Specific theoretical tools are demanded
to evaluate E in this regime [11]. It is well known that
the increase of the free electron density in an equilibrium
plasma intensifies the electrical microfield resulting from the
reciprocal electrostatic interaction between charged particles
[15]. This effect induces an ionization potential depression
(IPD). Emission spectroscopy measurements in a solid-density
Al plasma [10] excited by an x-ray free electron laser (FEL),
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corroborated by tailored density functional theory (DFT) cal-
culations [11,16], indicate that standard semiclassical methods
underestimate the IPD effect in nonequilibrium solid-density
plasmas. These findings stimulate further efforts to better
comprehend the origin of the E variation in nonequilibrium
solid materials, as well as to contrive new experimental
techniques suitable to provide a direct measurement of
that essential physical quantity. An alternative approach to
determine the E changes is to model their effect on the
material absorption coefficient [4]. Indeed, as quoted above,
the drastic attenuation of the absorption cross section is in-
eluctably related to the creation of a uniform solid-density hot
plasma accompanied by a transient alteration of the ionization
balance.

In this Rapid Communication we explore this approach,
presenting a unique campaign of saturation absorption
measurements on aluminum-capped magnesium thin foils
(Al/Mg/Al) as a function of both the FEL fluence (F ) and
photon energy (hν) across the Mg L2,3 edge (∼50 eV).
The experiment was carried out at the EIS-TIMEX end
station [17] operative at the FERMI FEL in Trieste (Italy).
FERMI is a tunable seeded FEL capable of delivering nearly
transform-limited sub-100 fs pulses in the EUV–soft x-ray
spectral region of hν 300–20 eV [18]. The experimental setup
consists of a gas ionization chamber (I0M) [19], monitoring
the incoming FEL intensity (Iin), an ellipsoidal gold coated
mirror (EFM) with a focal length of 1.4 m, and focusing
the FEL beam down to 6 μm full width at half maximum
(FWHM) at the sample plane. The sample (LUXEL, USA)
consists of a central layer of Mg (140 nm thick) protected on
both sides with an Al coating (20 nm nominal thickness); see
Fig. 1. The thickness of the oxidized fraction in the Al layers
was evaluated on a similar sample to be about 7 nm through
x-ray photoemission spectroscopy (XPS) combined with argon
sputtering; this procedure is described in the Supplemental
Material [20].

The transmitted intensity (T ) was measured by a UVG20C
photodiode (PHD) by Opto Diode, coupled to a 100 nm
Al-coated, Ce-doped YtAl garnet (YAG:Ce) screen. The Al
coating serves to screen the YAG optical transducer from
the residual seed laser radiation (295–320 nm) copropagating
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FIG. 1. (a) Sketch of the experimental setup with the Al/Mg/Al
sample normal to the FEL beam. Iin was measured using a gas
ionization chamber (I0M) while the transmitted signal was recorded
through a UVG20C photodiode (PHD) coupled to a YAG screen.
The beam line transmission [transport and focusing (EFM) optics] is
estimated to be T = 0.76 in the probed hν range (47.7–52.9 eV). (b)
Typical experimental signal measured by the photodiode. (c) Sketch
of the sample structure.

with the FEL pulse. Data from the PHD and I0M were
collected shot by shot by a real time acquisition infrastructure
[21]. Measurements were carried out within the hν 47.7–
52.9 eV spectral window. For each hν value, a calibration
curve has been recorded as a function of Iin. Moreover, for
each photon energy, a set of low-F T measurements were
performed at F = 0.02 J/cm2 i.e., 20 times smaller than the
measured damage threshold (Fd = 0.4 J/cm2), in order to
determine a reference T spectrum for the sample at equilibrium
ambient conditions. High-F measurements were performed in
a single-shot fashion, automatically moving the sample to a
nonirradiated position prior to a subsequent exposure. Figure 2
reports the comparison between theoretical (Ref. [22], solid
line) and experimental (squares) low-F spectral transmission
of the sample. The error bars for these measurements result
from the standard deviations of 500 points. High-F spectral
transmission predicted by the analytical model discussed
below for F = 36 and 140 J/cm2 are reported and compared to
experimental data collected at F = 36 J/cm2. The theoretical
transmissions under ambient conditions for the different layers
composing the sample are T ∼ 55% for 14 nm of Al oxide,
T ∼ 95% for 26 nm of Al, and T ∼ 90% and 20% for
140 nm of Mg before and after the L2,3 edge, respectively. The
spectroscopic results shown in Fig. 2 reflect those values and
points out that the absorption in the investigated spectral region
is mainly ascribed to the Mg 2p → free (for hν > 49.5 eV)
and Al oxide valence → free channels.

When exposed to a fluence of 36 J/cm2, the sample exhibits
a radical increase in T both before and after the L2,3 edge of
Mg, accompanied by an evident attenuation of the absorption
jump at the edge. These effects indicate that both the principal
absorption channels of the sample are subject to pronounced
saturation. Above 140 J/cm2 both channels are expected to be
completely saturated as the overall transmission of the sample
is estimated to be about T = 95% in the whole spectral range
under investigation. Figure 3 displays the experimental values
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FIG. 2. (Color online) Comparison of experimental low-F
(squares) and high-F (circles) data with theoretical curves. Low-F
data are compared with the T spectrum of the sample stack described
in Fig. 1 at ambient conditions (solid curve) [22]. Dashed-dotted
and dashed curves are the sample transmission at fluences of 36 and
140 J/cm2, respectively, calculated by the analytical model discussed
in the text.

of transmission T as a function of fluence F for different hν

values across the Mg L2,3 edge. Each point is a binning on F

(4 J/cm2 bin size); errors bars are one standard deviation. The
FEL pulse duration was estimated to be 65 fs (12th harmonics
of the seed laser with a time duration of 147 fs [23]) which
is comparable to the core-hole lifetime of Mg, expected to
be in the 15–65 fs range [24,25]. Experimental data in Fig. 3
have been modeled by using an analytical approach based
on a classical approximation [26], which postulates a linear
dependence of the absorption coefficient (μi) on the energy
density ε (here expressed in eV/particle) deposited in the
sample volume exposed to the FEL radiation,

μi(F,t) = μ0
i

(
1 − εi(F,t)

Ẽi

)
, (1)

where the layer index i runs from 1 to 5, according to the
sample structure shown in Fig. 1, Ẽi is the effective ionization
potential of the ith layer, and the dependence of μi and μ0

i

on hν is tacit. Equation (1) reflects what is experimentally
observed, namely, that the decrease in μi occurs at high εi

values, i.e., at high F . The level of ionization resulting from
the deposition of the pulse energy depends on the effective
ionization potential Ẽi of the excited system that appears in the
denominator of Eq. (1). Systems with large Ẽ are then expected
to be less inclined to absorption saturation. The advantage
of using a photon energy (about 50 eV) comparable to the
ionization energy of Mg is that multi-ionization processes are
unlikely, thus allowing us to treat Ẽ3 as the value of the first
ionization potential. For simplicity, we extend this assumption
to the Al and oxidized Al layers, which implies that each
unexcited particle in a given layer (Fig. 1) linearly contributes
to the absorption, while the excited ones do not contribute at
all. Therefore, at a certain time (t), the energy density deposited
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FIG. 3. Experimental values of T (F ) as a function of F across the
magnesium L2,3 edge and corresponding theoretical curves predicted
by the model described in the text. In the lowest part, a comparison
of data from Ref. [1] (diamond) is shown against a model prediction
for aluminum in the same fluence interval of our experiment.

onto a sample layer i can be written as

εi(F,t) = Ed
i (F,t)

Ni

= 1

Ni

∫ t

−∞
(1 − e−μi (F,t ′)si )Gi(t

′)dt ′,

(2)
where, assuming a negligible EUV reflectivity of the sample,
Ed

i is the amount of energy deposited in the ith layer of
thickness si , Ni is the number of particles in the ith layer
exposed to the FEL, and Gi is recursively defined as

Gi(t
′) =

{
g(t ′), i = 1,

e−μi−1(F,t ′)si Gi−1(t ′), i = 2, . . . ,5,
(3)

where g(t ′) is a Gaussian profile of 65 fs FWHM, resembling
typical pulses delivered by FERMI [31], with a total area
equal to Iin. The effective ionization potential for the Mg layer
(i = 3) has been modeled as

Ẽ3 = E3

1 − �
(
Ee

3 − hν
)
A3

, (4)

where E3 is the ionization potential for room temperature solid
Mg, and � is the Heaviside function mimicking the steep
absorption change at the edge (Ee

3 = 50 eV).
A3 is a free parameter in the model that accounts for

the ionization energy difference between solid Mg at room
temperature and the nonequilibrium solid-density Mg plasma
probed in the present work. The Al and Al oxide layers are well
described by a single value of Ẽi for the whole spectral window
as they do not exhibit any core-level absorption edge in that
hν range. For Al we have assumed Ẽ = 53.31 eV, according to
Ref. [27], while for the oxidized Al we fitted the value of Ẽ1,5

being below the absorption L1 edge of oxygen. The oxidized
layer is a nonstochiometric oxide, so we approximated it as a
mixture of Al and O atoms in a ratio determined by the XPS
measurements. This enabled us to define the number of moles
of oxide particles in the excited volume as the ratio between
the effective oxide molar volume and the volume exposed to
the FEL. We found that the average NO/NAl ratio, where NO

and NAl are the number density of oxygen and aluminum
atoms, is about 3, so that every virtual particle of oxidized Al
contains three oxygen atoms. This is in accordance with the
oxidation theory of metals which predicts a gradual oxygen
concentration decrease as a function of the depth from the
surface [32].

T (F ) is finally calculated as the total transmitted intensity
divided by Iin, i.e.,

T (F,hν) =
∫ ∞
−∞

∏5
i=1 e−μi (F,t)si g(t)dt

Iin
. (5)

We point out that the absorption channels involved in the
investigated process exhibit a recombination time longer than
the FEL pulse duration. Therefore, the measured transmission
increase results from a cumulative process dependent on the
time distribution function g(t ′) [see Eqs. (2) and (3) and
the Supplemental Material]. The whole set of experimental
transmission data as a function of F and hν has been fitted
using a genetic algorithm based on Eqs. (1)–(5) (solid curves
in Fig. 3), in which the Ẽ1,5 and A3 parameters were left free
to vary. Best fit values for the free parameters of the algorithm
are Ẽ1,5 = 270 ± 10 eV/particle and Ẽ3 = 42 ± 2 eV/particle
for hν > Ee

3 (with A3 = 0.46 ± 0.03). Interestingly, this value
well compares with that of 44 eV for the Mg2+ → Mg3+ ion-
ization in the Mg plasma, as predicted by common theoretical
models for classical plasmas [15,28] (Table I). This model has
been found to be consistent also with the experimental results
obtained by Ciricosta et al. for Al [10]. The value obtained
for Ẽ1,5 is compatible with the energy required to extract six
2s electrons (those available in the oxygen atoms present in
a virtual Al oxide particle) from the lower valence band of
alumina [33]. The saturation of this absorption channel is
associated with the dramatic opacity attenuation in the spectral
region before the Mg L2,3 edge (see Fig. 2). The best fit curves
calculated by our model have been compared with standard
rate equation curves, exhibiting a better agreement with the
experimental data (see the Supplemental Material).

The quantity 1 − A calculated by the model [the de-
nominator in Eq. (4)] effectively describes how much the
ionization potential of a certain material (Mg, in our case)
is altered by the massive ionization induced by the bound-free
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TABLE I. E values for Mg, Al, and oxidized Al. The columns reports, from left to right, the calculated value for the solid at room
conditions, the Ecker-Kröll and Stewart-Pyatt predictions for dense equilibrium plasma, the values obtained by our model (Ẽ) for solid-density
nonequilibrium plasma, and the value for an isolated ion.

Solid: Room conditions (E) Dense equil. plasma Solid-density nonequil. plasma (Ẽ) Isolated ion
Process (eV/particle) (eV/particle) (eV/particle) (eV/particle)

Mg2+ → Mg3+ 22.67a 44,b 43c 42 ± 2 80d

Al3+ → Al4+ 53.31a 62,b 66c 64 ± 3 120d

Oxid. Al valence → free 270 ± 10

aReference [27].
bReference [15].
cReference [28].
dReferences [29,30].

absorption process. According to both Ecker-Kröll (EK) [15]
and Stewart-Pyatt (SP) [28] models, the IPD effect is related
to the charge density and thus ultimately to the atomic density.
Therefore, the factor 1 − A is likely to be material dependent
and to linearly scale with the atomic density. This allows us,
for example, to estimate 1 − A for Al using the value obtained
by our fit for Mg, (1 − A2,4) = (1 − A3) ρAl

ρMg
. Following this

assumption, the expected value of A2,4 for Al is 0.16 ± 0.03.
This value, combined with the first ionization energy of solid
Al (53.31 eV/particle [27]), yields Ẽ2,4 = 64 ± 3 eV/particle
for the Al3+ → Al4+ process in the solid-density plasma
regime. Such a value well compares with the ionization energy
of the Al plasma, recently determined as 67 ± 7 eV/particle
[10], as well as with EK and SP classical plasma predictions
[15,28] (Table I). Using this value for the effective ionization
potential for Al, the proposed model is able to well reproduce
the saturable absorption experiment carried out by Nagler et al.
[1] (bottom of Fig. 3), where the saturation process of oxidized
Al layers, assumed to be 7 nm thick, on both sides of the sample
has been considered.

In conclusion, we have shown a unique experimental study
on induced transient transparency on a composite metallic
sample (Al/Mg/Al) driven by FEL exposure in an extended
EUV spectral region. The spectroscopy of the saturable
absorption process allowed us to distinguish between two main
absorption channels by tuning the FEL photon energy across

the L2,3 edge of Mg. The first one is related to 2p electron
absorption in Mg, similar to that already observed in Al [1].
The second is most likely related to oxygen 2s electrons.

An analytical approach has been proposed, based on the
assumption that the ionization potential in the FEL-driven
solid-density plasma plays a crucial role in the opacity attenua-
tion process. That approach has been found to precisely model
the experimental data as well as to provide a realistic estimation
of the effective ionization potential for nonequilibrium solid-
density Mg. The proposed model has been also successfully
applied to previous saturable absorption data for Al [1], giving
an estimation of the ionization potential for nonequilibrium
dense Al that is in agreement with recent experimental
findings [10]. These results stimulate a further development
of the method aimed at improving its predictive capabilities
and extending its application to further experimental cases.
Future advances should regard the investigation of absorption
saturation under higher ionization states, thus providing a
sensitive tool to test the validity of available EK and SP models
in nonequilibrium solid-density plasmas.
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