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Statistical distribution of the Wigner-Smith time-delay matrix moments for chaotic cavities
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We derive the joint distribution of the moments TrQ* (x > 1) of the Wigner-Smith matrix for a chaotic cavity
supporting a large number of scattering channels n. This distribution turns out to be asymptotically Gaussian,
and we compute explicitly averages and covariances. The results are in a compact form and have been verified
numerically. The general methodology of proof and computations has a wide range of applications.
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Introduction. Transport phenomena at quantum scales offer
a lot of theoretical and experimental challenges. For quantum
systems whose classical limit is chaotic a remarkable uni-
versality emerges in the scattering processes. A phenomeno-
logical description of these universal features is provided by
random matrix theory (RMT) [1,2]. The scattering process of
an electron at energy E through a cavity is efficiently described
by a nxn scattering matrix S(E), where n is the number
of scattering channels. If the cavity accommodates classical
chaotic motion, the basic idea of RMT is to promote S(E) to a
random scattering matrix, the most inexpensive position being
to take S(E) uniformly distributed in the group of unitary
matrices [3], restricted only by fundamental symmetries.
This corresponds to physical realization of cavities with
ideal coupling (completely transparent contacts). Although
this might appear a mathematical oversimplification of the
problem, these circular ensembles have proved fruitful to
describe the universal features of quantum transport in chaotic
cavities [4,5]. It is worth mentioning that the RMT predictions
are confirmed by semiclassical methods whereby transport
observables are translated as sums of probability amplitudes
over classical trajectories [6-9].

Some aspects of the scattering processes cannot be de-
scribed by S(E) alone, but require some knowledge of its
variation with respect to the energy. In these situations the
essential features are captured by the Wigner-Smith time-delay
matrix [10], Q(E) := —iS(E)f % (with A = 1), whose
eigenvalues 7y, . . ., T, are referred to as the proper time delays.
Insisting on the “equal a priori probability” assumption for the
whole energy dependent scattering matrix ensemble S(E), the
joint distribution of the (positive) rescaled inverse time-delays
A =1/(nty) is [11]

Pphr. o hn) o [ [1ai = 1P T a8 2e @™,
i<j k
with a Dyson index g fixed by the time-reversal and spin-
rotation symmetries of the system (the times 7, > 0 are
measured in units of the Heisenberg time 7y = 2w //A, where
A is the mean level spacing).

The Wigner-Smith matrix is mostly known in investigations
of the time delay of quantum scattering [12,13]. More
generally, there exist physical observables that are entirely
determined by its moments Tr Q(E)*. The Wigner time delay
(1/n)Tr Q(E), a bona fide measure of the time spent by the
electron in the ballistic cavity, in open quantum systems is
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closely related to the density of states v(E) = (1/27)Tr Q(E)
[14-17]. Higher moments turn out to be crucial in the ac
transport [18-20], e.g., in the low-frequency expansion (v —
0) of the ac dimensionless conductance G(w) = [—iwTr Q +
(1/2)e*Tr Q% + ---1.

Results on the Wigner time delay [Tr Q(E)* with k = 1]
abound. These include the cumulants for finite and large n (see
[21-23] and references therein) and also the large deviation
tails [24-26]. A few results on the second moment (x = 2)
can be also found in the cases n = 2 [27] and n > 1 [28].

A statistical description of the full family of moments
Tr Q(E)* (k > 1) is still unavailable. The aim of this Rapid
Communication is twofold. First, to provide a simple proof
that the moments of the Wigner-Smith matrix of a chaotic
system are jointly asymptotically Gaussian. Second, and more
ambitiously, to compute the mean and the covariances of
Tr Q(E)* forall k atleading order in the number n of scattering
channels. We will do so from the following angles: simplicity
of the results, numerical efficiency, and extendibility to other
problems.

Our proof of the large n statistical behavior relies on
standard statistical mechanical arguments recently evolved
into rigorous results in the theory of large deviations. About
the averages and covariances we provide close and simple
formulas. By controlling the behavior of the moments, one
could easily derive the statistical distribution of any (analytic)
function of the proper time delays. In the derivation we will
introduce a prescription to handle a covariance formula for
random matrix ensembles [29-33]. We are confident that
this prescription will turn out to be precious in many other
problems.

Results. For notational convenience we denote by 7, :=
n“TrQ“ the rescaled moment of the Wigner-Smith matrix
of a chaotic system. To begin with, several elementary
observations. The moments can be written as linear statistics
T = Zi 1/\f, i.e., sum functions of the inverse time delays
Ai. Therefore, they admit an integral representation 7, =
n f dX p,(A)A7* in terms of the spectral density p,(A) =
n! >, 8(A — A;). This representation will be convenient to
investigate the setting of large number n >> 1 of scattering
channels. The trivial case k = 0 corresponds to the nonrandom
quantity 7y = Tr I,, (with I, the nxn identity matrix).

In this work, we claim that for any 8 > O the 7,’s are
Jjointly asymptotically Gaussian. Hence, the averages (7,)
and the covariance structure Cov(7,,7;) = (7. 7;) — (7.) {(T,)
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are sufficient statistics for this family to leading order in n
[hereafter the angle brackets stand for the averaging with
respect to (1)]. Here we compute exactly the leading order
of (7.) and Cov(Z,,7;) forall k,£ > 0.

Throughout the paper, a prominent role will be played by
the complex function

U(7) = 2i (z—A)z—Ay), Ar=3+£2V2. (2

In the derivation, it will be clear that W(z) is a relative of the
limit density of the inverse time delays [see (8) below] which
by itself encodes both averages and fluctuations of random
Wigner-Smith matrices.

The results can be summarized as follows. We find that the
average 7, scales linearly with the total number of channels 7,

while the covariances are of order O(1),
(T¢) ~ nre, Cov(Z, 7)) ~ (1/B)Cp. 3)

We have computed the generating functions of the sequences
of numbers {r, } and {C, ¢}. They read explicitly

e 1
R(z) = Zr,(z = 5(3 —2) — ¥ (2), (€))
k=0
0 zW(z) — ¢W(Q)
Geo)= Y Gttt = — = .6
(z,¢) K;O N Y Fir— (5)
In Table I, we report the first values of (Z;)n~' and

Cov(7Z,,7;). They can be effortlessly generated as series
coefficients of (4) and (5). As already discovered in [34,35],
the numbersr, =1, 1, 2, 6, 22, ... (¢ > 0) enumerate some
combinatorial objects (see [36]) and they are referred to as
the sequence of the “large Schroder numbers” [37]. We point
out that the generating function (4) slightly differs from the
previously known expression [34]. Our expression includes
also the trivial case x = 0, that is ryp = 1, a value compatible
with the combinatorial interpretation of the large Schroder
numbers. The C, ¢’s in (3)—(5) are instead a new result and a
combinatorial interpretation of them is elusive. One may verify
by inspection that G(z,¢) = G(¢,z) and therefore C, y = Cy .

TABLE 1. Top: leading order of (7.)n~'. This sequence is
generated as r, = (1/«!)0f R(z)|.—o with generating function R(z)
in (4). Bottom: a block (0 < k,£ < 4) of the covariance matrix
Cov(7,,7;) at leading order in n from (3). The entries are computed
from the power expansion of G(z,¢) in (5). We have emphasized the
2x2 previously known sub-block [28] (k,£ = 1,2).

34 5 6 7 8 9 .
6 22 90 394 1806 8558 41586 ---

0 0 0 0
0 24 132 720
0|24 160 | 936 5312
0

0

132 936 5700 33264
720 5312 33264 198144
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Derivation. Our derivation relies on some general results
on linear statistics ), f(A;) on random matrices. As already
disclosed, the moments 7, = ), f(};) are linear statistics
on the inverse time-delay matrix with f(x) = x7*. We will
first show that the family of moments {Z.} (x > 1) is
asymptotically Gaussian with averages that scale linearly with
n and covariances of order O(1). To show this, we resort
to the Coulomb gas picture suggested by Dyson [38]. Using
the spectral density p,(1) = n~! > 8(, — 1), for large n, the
joint distribution (1) of the n inverse time delays can be cast in
the Gibbs-Boltzmann form Pg(Ay, ... ,A,) ~ e~ Pr*Eloal+o(n®)
The functional

1
Elo] = —5//da()\)da(u)1n|)\ —ul +/da(x) VL), (6)

is the energy of a two-dimensional (2D) Coulomb gas (log-
arithmic repulsion) on the half positive line (A; = 1/7; > 0)
in equilibrium at inverse temperature 8 > 0 in a confining
single-particle potential V(1) = (A — InA)/2. It is known that
for large n the average spectral density has a nonrandom
limit p*(A) = lim, {p,(A)). Indeed, going back to the 2D
Coulomb gas picture, the external potential V(L) is convex
and sufficiently deep to guarantee the electrostatic stability of
the 2D Coulomb gas. For large n, the density p,(}) of the
gas reaches a stable equilibrium configuration described by
p*(A). This equilibrium density is the (unique) minimizer of
the energy functional [39]

p* = argmin {5[0] 020 and/ do(A) = 1} . (D
s

>0
Performing the minimization is a standard procedure [40], and
one finds the limiting density of the 2D Coulomb gas (i.e., the
inverse delay times) supported on A € [A_,A;]:

() = VO = 2)0 — A), e =3£2V2. (8)
2w A

In RMT, (8) is known as Marcenko-Pastur distribution with
concentration parameter ¢ = 2 [41]. Moreover, the spectral
density p,(A) is self-averaging, meaning that the equilibrium
density p*(A) is the typical configuration of the eigenvalues.
More precisely, the spectral density p, (1) satisfies a “large de-
viation principle” with speed Bn?* and rate function AE[p,] :=
Elpnl — E[p*] [42]. The informal translation of this statement
is that, for large n, the probability of a configuration p, ()
of the Coulomb gas scales as Pr(p,) ~ e P2l the
probability is exponentially depressed in n? and the precise
measure of unlikeliness of an out-of-equilibrium configuration
is given by the energy penalty with respect to the equilibrium
configuration. From this large deviation principle it is imme-
diate to derive the asymptotic Gaussian behavior of the 7,’s.
Indeed, since small variations of p,(A) correspond to small
changes of the moments 7, = n f dX p,(A)A™*, asaddle-point

approximation gives Pr (7, = nt) ~ ¢ #"'V® with

Y(t) = min {AE[U] : /dk oc(MATF = t} . 9

In words, the probability that 7, takes a value around a
given value nt is driven by the most probable (less energetic)
configuration of the gas compatible with the prescribed value
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of 7. In a more formal way, by the contraction principle
(see for instance [43]), the random variable n~'7, being a
functional of p,(A) satisfies a large deviation principle with
the same speed Bn* and rate function given by (9). One
can extend the same reasoning to the joint distribution of

(7, 1s, - - ., T¢,) and conclude that Pr(Z,, = nty, ..., 7, =
nt,) ~ e PV t)  with rate function v(t, ... ,0) =
min{A€[o] : [drio(M)A™ =1;,i =1,2,...,v}. From this

asymptotic behavior one computes the large n cumulant
generating function [44] J(sy,s2, . ..,$y) = lim,(1/ nz)ln(exp
[—Bn Z;’zlsﬂ}i]), from which one may extract the joint
cumulants at leading order in n through the formula
C(Ty Ty, ... ) = n2(=1/Bny" +=+megmgna . gm0,
0, ...,0). Therefore, the mixed cumulants behave for large
noas C(IMIM™, ... T") = O(n?~mtmattm)y - for
m;,k; > 1. This shows that the averages grow like n, the
covariances stay bounded in n, and the mixed cumulants of
order >3 decay faster than the second order ones. Below we
will compute the covariance structure showing explicitly that
itis nontrivial. This argument proves that (7,,7,, . .., 7, ) are
jointly asymptotically Gaussian. Then, any finite dimensional
distribution of the family {7.} (x > 1) is asymptotically
Gaussian and this concludes the proof.

The asymptotics of the average moments (7,) are
linearly related to the limiting spectral density (8) by
(T )~n f d) p*(M)A™* [recall that p*(A) is identically zero
outside [A_,A;]]. A standard way to evaluate the integral is
the following. By using the complex function W(z) defined
in (2) let us consider the integral in the complex plane
I, = fr dzV(z) f(z), where the path of integration I'¢ (see
Fig. 1) in the complex plane is a clockwise oriented contour
which encloses the interval (the cut) [A_,A;] and f(z) is
analytic in a neighborhood of the cut. By inspection

liﬂ)l/ dzV(z) f(z) =2mi /d)» oA f).  (10)
€ I,

Imz
L.
] £
S —
0 A A Rez
(a)
(i)  lim lim
;\’LO}\ ( ) €l0
S —
Im( =€l +) Imz
\FE’ X I,
o — —x— — o——> o - - - ———>
o[22, V) Rec o0 V) Rex

(b)

FIG. 1. Contours of integration used to evaluate (10) and (14). (a)
The contour I' in the complex plane encloses thecut A < z < A, and
is oriented clockwise. (b) Scheme of the prescription when evaluating
(14). First the integral and the limit in the ¢-plane with z inside the
cut. Then the integration in the z-plane.
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On the other hand, if € is sufficiently small, I, =
—2mi sz €, Res(V(2) f(2); zx), where the sum of the residues
is over all the poles z;’s in the extended complex plane (in this
case z; = 0 and the point at infinity), with the appropriate sign
€,, = £1. Hence, with f(A) = A7 we get

(Z¢) ~ nlRes(z7*W(z);00) —Res(z “W(z);0)]. (11

The residues of the function W(z)z™* are trivially related
to the power series of W(z) itself. Moreover, one can
check that the residue at z = oo is nonzero only for « =
0,1. Then, by introducing the Laurent series expansion
of W(z)=Y o ,a.z" around z =0 we evaluate (11) as
n [Soc + 81 + (1 — 81,)(1 — o )ar], where §;; is the Kro-
necker §. It is now a matter of elementary manipulations to
recover the generating function (4).

We now turn to the computation of the covariance structure
Cov(7,,7;) atleading order in n. Starting from scratch we have

K 4
Cov(7,, 1) = nz//d)\d)\.,COV(pn()\),pn()\,’))I:%il [%}

_ // drd) KK (1)< (1/A)E, (12)

where in the first line we have used the fact that the
only randomness is in the inverse time delays and
we have introduced the (smoothed) two-point kernel
KAL) = —1lim, n?Cov(p, (1), p,(X)). In our setting the
kernel can be computed exactly [29-33] and we have

(1/K )‘Z dd/r)
dxr

3

et
Cov(T,, Ty) ~ e /][ dird) O 1)

13)

where f denotes the Cauchy principal value and
O, 1) = [Ty — MG — 210 — AV — A1

Remarkably, the two-point kernel (and hence the covariance
structure) depends only on the edges A+ of the limiting spectral
density p*(1), one of the manifestations of the universality in
RMT. Solving (13) is the main technical issue we managed
to overcome. In the evaluation of (13) we will use again the
complex plane, but it should be borne in mind that this is merely
a device for calculating (there is nothing intrinsically complex
about the Cauchy principal value). Expressing ®(A,1") in
terms of p*(A), p*(1"), and using similar arguments as before,
we obtain the following identity for the integral in (13):

/A+ { (}L)][)ur ) (1/)\‘/)8-&-1}
. —A o)

—o—1
dz{\y(z)[lim/ a ¢ “ (14)
L)t =z v

Here, I'.,I'c are again two contours enclosing the cut
[A_,A+] as in Fig. 1. The main usefulness of this strategy is
evident: relocating to the complex plane, the principal value
integral becomes irrelevant as long as we adopt the following
prescription: One should first evaluate the integral in ¢ and
the limit of small ¢’ with fixed z inside the cut [A_,),]. This
way, the singularity { = z becomes immaterial. It turns out
that the limit in the square brackets is a function of z analytic
in a neighborhood of the cut. Then, one can treat the integral
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FIG. 2. Variances of 7, for x = 1,...,5. The data points are
obtained from numerical simulation of complex (8 = 2) Wishart-
Laguerre matrices (» = 80 in the main figure). The solid line connects
the theoretical prediction in (3)—(5) with ¥ = €. In the inset we
demonstrate that the residual errors |(02,, — 02)/03| decrease for
increasing values of n.

in z on a sufficiently small contour I'c with no worries. This
strategy is schematically summarized in Fig. 1. Using this
prescription one can easily rewrite (14) as

U(z) ;—*(Hl) o o
KRes|: p xRes(‘y(;)@_Z),; _O),z_0:|. (15)

The residue in ¢ = 0 is given by dy(z) = —z~* Yi_gd;2/,
where, surprisingly, the d;’s have a combinatorial
interpretation as the “central Delannoy numbers” (Sloane’s
A001850) [45,46]. At this stage we end up with the function
W(z)de(z)/z7" analytic in a neighborhood of the cut as
anticipated. The calculation of the residue in z = 0 is again
related to the Laurent expansion of W(z) around z = 0. At
this level it is evident that all the steps are invariant under the
simultaneous exchanges « <> £ and z <> ¢. Carrying out a
rearrangement of the terms we get the final result (3)—(5).
Numerical simulations. The measure (1) is known as the
Wishart-Laguerre ensemble in RMT, and also corresponds to
the distribution of the eigenvalues of Wishart matrices XX,
where X is a nx(2n — 1 4+ 2/8) matrix with independent
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standard Gaussian entries. Using an efficient sampling based
on the tridiagonal construction [47], we have estimated (Tr O*)
and Cov(Tr Q¢,Tr Q%) from a sample of about N = 10’
spectra of complex (8 =2) Wishart matrices for several
sizes n. The agreement with the prediction (3) is a further
demonstration of the correctness of our computations. Our
findings are summarized in Fig. 2. We also performed a careful
analysis of the residual errors for increasing sizes of n. The
behavior of these deviations (<1% forn = 20 and <0.01% for
n = 160) is compatible with an expansion of the cumulants of
7, in powers of 1/n whose leading terms are (3).

Conclusions. We provided a description of the asymptotic
joint statistics of all moments 7, = n*TrQ* of the Wigner-
Smith matrix of chaotic cavities with ideal coupling. Beside
solving an intriguing problem in mesoscopic physics, we
believe that the work could be extended in several ways.

The technique employed to show the asymptotic normality
and compute averages and covariance is tailored for a large
class of matrix models (e.g., unitarily invariant ensembles)
and can be easily applied to many physical problems with
an underlying random matrix description. In particular, the
method presented here has already proved useful elsewhere:
it has provided a closed-form solution for a problem arising
in the context of a general class of matrix models [48] (some
of these models describe the planar approximation in field
theories with large internal symmetry group).

It is worth mentioning that there exist several techniques to
verify a central limit theorem for spectral linear statistics on
random matrices. Perhaps some of these methods may be of
use to compute the finite n corrections to (3). For results and
methods on the Wishart-Laguerre ensemble see [49].

We have seen that the covariance structure Cov(Z.,7;)
is determined by the numbers C,,. It would be surely of
great interest to understand the combinatorial meaning of this
sequence. The results presented in this work may also have
some challenging theoretical implications: we offer a new
family of RMT predictions whose verification by semiclassical
methods would be a strong evidence of the intimate connection
between random matrices and quantum chaology.
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