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#### Abstract

In this paper we consider resonant ion acceleration by a plasma jet originating from the magnetic reconnection region. Such jets propagate in the background magnetic field with significantly curved magnetic-field lines. Decoupling of ion and electron motions at the leading edge of the jet results in generation of strong electrostatic fields. Ions can be trapped by this field and get accelerated along the jet front. This mechanism of resonant acceleration resembles surfing acceleration of charged particles at a shock wave. To describe resonant acceleration of ions, we use adiabatic theory of resonant phenomena. We show that particle motion along the curved field lines significantly influences the acceleration rate. The maximum gain of energy is determined by the particle's escape from the system due to this motion. Applications of the proposed mechanism to charged-particle acceleration in the planetary magnetospheres and the solar corona are discussed.
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## I. INTRODUCTION

In numerous systems with strong plasma currents the magnetic reconnection drives a reconfiguration of the magnetic field topology and acceleration of charged particles. This is equally true for laboratory experiments [1,2], tokomaks [3], the near-Earth plasma environment [4-6], solar corona [7,8], magnetar [9] and pulsar [10] flares. Thus, charged-particle acceleration in the course of the magnetic reconnection is of general physical interest.

General configuration of the reconnection region implies the presence of cross-field electric currents localized within a relatively thin (small-scale) spatial domain (the so-called current sheet) [8]. At some distance from the reconnection site these currents support strong magnetic field gradients resulting in the magnetic field configuration with stretched field lines. Such configurations are observed by spacecraft in the planetary magnetospheres [11] and assumed to be formed in the solar corona [12] (see scheme in Fig. 1). Recent in situ spacecraft observations and modern numerical simulations of the magnetic reconnection suggest that a significant portion of magnetic energy stored in the current sheet can be realized in the form of fast plasma jets propagating from the reconnection site [13-16]. In both planetary magnetospheres and solar corona the reconnection jets are observed by direct [13,17,18] and indirect [19-21] measurements of plasma velocities and magnetic field perturbations. Propagation of such jets in an ambient plasma environment results in plasma heating and acceleration of charged particles [22,23]. Besides the heating of plasma [24-26] by electromagnetic field disturbances produced by jets (nonlinear structure of the magnetic field perturbation is often called a jet front, see scheme in Fig. 1), there is a nonadiabatic charged-particle acceleration due to the particle reflection from the front [27-29] or trapping by the front $[30,31]$. In the latter case, we deal with magnetic field perturbations of such strength that the jet creates a local secondary reconnection region where trapped particles are accelerated (see description of similar acceleration mechanisms in Refs. [32-34]).

The in situ spacecraft observations in the Earth magnetosphere give us a chance to investigate details of the jet front structure and dynamics [35-39]. Thus, information derived
from the spacecraft observations can be used to construct models of charged-particle interaction with the jet front. Particularly, two interesting properties of the front structure and evolution were found recently: (1) the generation of Hall electric fields at the front $[36,38]$ (the similar electric field was found in numerical simulations, see Ref. [40]); (2) the jet breaking [35,41,42]. The first property is related to the decoupling of electron and ion motions at the jet front where the magnetic field has a strong gradient (see scheme in Fig. 2). The jet breaking (i.e., the second property) results from the jet interaction with the strong background magnetic field in the close vicinity of the Earth. Influence of both these properties on charged-particle acceleration at the jet front were investigated: the strong electrostatic (Hall) field can trap particles at the front [43], while the front breaking results in the increase of efficiency of the particle acceleration [44,45]. Particle trapping by Hall electric field at the jet front in many aspects resembles the classical surfing mechanism of charged-particle trapping and acceleration at the shock wave [46-49].

However, in contrast to the plane shock geometry, there is a significant curvature of magnetic-field lines in the system with plasma jets (see the scheme in Fig. 3). Plasma jets originated from the magnetic-reconnection region propagate in the reconnected current sheet with strongly stretched magnetic-field lines [13,14]. Thus, field-line curvature can change particle trajectories essentially [50] and can influence efficiency of charged-particle acceleration by the jet front. In this paper we show that taking into account the field-line curvature in the model of charged-particle interaction with jets changes the character of the particle acceleration. We use an analytical approach to show that resonance conditions of charged-particle interaction with the jet front are satisfied for realistic system parameters. We estimate acceleration rate: energy of resonant particles grows with time as $\sqrt{t}$. Numerical integration of test-particle trajectories confirms the main predictions of the theory.

## II. MODEL OF THE BACKGROUND MAGNETIC FIELD AND JET STRUCTURE

We consider a simple model describing curved field lines in the Earth magnetotail: $\mathbf{B}=B_{0}(z / L) \mathbf{e}_{x}+B_{n} \mathbf{e}_{z}$, where $L$ is a


FIG. 1. Schematic view of formation of jet fronts in the planetary magnetosphere (top) and solar flare (bottom). Black curves show magnetic field lines.
current sheet thickness, $B_{0}$ and $B_{n}$ are amplitudes of tangential and normal components of magnetic field (see scheme in Fig. 3). Note that the same configuration can be assumed to model charged-particle dynamics in flare magnetic loops in the solar corona [51,52]. Plasma jet moves from the deep magnetotail toward the Earth and the leading edge of the jet is characterized by strong increase of $z$ component of the magnetic field. Thus, we describe this $B_{z}$-front by the magnetic field $B_{w}=\delta B_{z} f(\phi) \mathbf{e}_{z}$, where $\delta B_{z}$ is an amplitude of the front magnetic field, function $f(\phi)$ describes the front shape, and phase $\phi$ is

$$
\begin{equation*}
\phi=\frac{1}{l_{x}}\left[x-\int^{t} v_{\phi}\left(\varepsilon t^{\prime}\right) d t^{\prime}\right] \tag{1}
\end{equation*}
$$



FIG. 2. Schematic view of the configuration of electric and magnetic fields at the front ( $\varphi$ is a scalar potential generated due to decoupling of ions and electron motions). The spatial scale of the front $l_{x}$ is also shown.


FIG. 3. Schematic view magnetic-field line and system parameters. Calculation of the $\kappa$ parameter is shown.

In Eq. (1) the scale $l_{x}$ corresponds to the front scale (see scheme in Fig. 2), while function $v_{\phi}(t)$ describes the dependence of the front velocity on slow time $\varepsilon t$ with $\varepsilon \ll 1$ (we introduce this dependence to model the front breaking process [42,53]). The total vector potential (background and front) has only one nonzero component,

$$
\begin{equation*}
A_{y}=B_{n} x-B_{0} \frac{z^{2}}{2 L}+\delta A_{y}(\phi) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \delta A_{y}}{\partial \phi}=l_{x} \frac{\partial \delta A_{y}}{\partial x}=l_{x} \delta B_{z} f(\phi) . \tag{3}
\end{equation*}
$$

Propagation of the front through the ambient plasma results in generation of strong electrostatic field $E_{x}$ (see scheme in Fig. 2) directed normally to the front [38,39,54]. Simple analytical estimates of this field can be obtained from the stress balance [43]:

$$
\begin{equation*}
E_{x}=-\sigma B_{n} \frac{d f^{2}}{d \phi} \tag{4}
\end{equation*}
$$

where we take into account that $\delta B_{z} \gg B_{n}, \sigma$ is a normalized amplitude of the electric field: $\sigma=\left(\max E_{x} / B_{n}\right) \chi, \chi \in[0,1]$ determines the contribution of electrons to the current density at the front. Strictly speaking, max $E_{x}$ depends on the ratio of $\delta B_{z}^{2}$ and plasma density, but we do not specify this dependence and use $\sigma$ as a free parameter. The corresponding scalar potential is

$$
\begin{equation*}
\varphi(\phi)=\sigma l_{x} B_{n} f^{2}(\phi) \tag{5}
\end{equation*}
$$

There are several models describing charged-particle interaction with jet fronts or strong electromagnetic waves. Each model assumes a specific form of the $f(\phi)$ function: the function $f=\sin \phi$ is used to simulate charged-particle acceleration by strong wavelike structure of electromagnetic field $[32,34]$; the simple steplike function $f=(1 / 2)[1-$ $\tanh (\phi)]$ simulates well the front configuration [27,55,56]; 2D modifications of front profile with $f=f(z, \phi)$ were considered in Refs. [31,57]; localized electromagnetic pulses with $f(\phi) \rightarrow 0$ for $|\phi| \gg 1$ were considered in Refs. [29,30]. To demonstrate influence of front breaking and electrostatic fields onto charged-particle acceleration in the system with curved magnetic-field lines, we choose a simple front profile $f=(1 / 2)[1-\tanh (\phi)]$. Profiles of $f, f^{2}$ (scalar potential), and $d f^{2} / d \phi$ (electrostatic field) are shown in Fig. 4.


FIG. 4. Profiles of $f(\phi), f^{2}(\phi)$, and $d f^{2} / d \phi$ functions.

In this paper we use system parameters typical for the near-Earth magnetotail (75-90 thousands of km from the Earth): magnetic field $\delta B_{z} \sim 10-30 \mathrm{nT}$ [36], $l_{x} \sim 100-1000 \mathrm{~km}$ [22,36], background magnetic field $B_{n} \sim 0.1-10 \mathrm{nT}[58,59]$ and $B_{0} \sim 30 \mathrm{nT}[35,60], L \sim$ $1000-10000 \mathrm{~km}[15,61]$. Parameter $\chi$ is often close to one, i.e., almost all electric current is carried by electrons, [62], while $\max E_{x}$ reaches $10-100 \mathrm{mV} / \mathrm{m}[15,38]$. Thus, parameter $\sigma$ is about $\sim 0.01-0.1$.

## III. ION MOTION: ANALYTICAL EQUATIONS

We start with the Hamiltonian of an ion with charge $e$ and mass $m$ :

$$
\begin{align*}
H= & \frac{1}{2 m}\left(\mathbf{P}-\frac{e}{c} \mathbf{A}\right)^{2}+e \varphi(\phi) \\
= & \frac{P_{x}^{2}+P_{z}^{2}}{2 m}+e \varphi(\phi) \\
& +\frac{1}{2 m}\left\{P_{y}-\frac{e}{c}\left[B_{n} x-B_{0} \frac{z^{2}}{2 L}+\delta A_{y}(\phi)\right]\right\}^{2} \tag{6}
\end{align*}
$$

where $\mathbf{A}$ and $\varphi$ are vector and scalar potentials, $\mathbf{P}$ is the particle's momentum, $(x, z)$ are the particle's coordinates. Hamiltonian Eq. (6) does not depend on $y$ coordinate; thus, $P_{y}=$ const and we can set $P_{y}=0$. This procedure corresponds to the shift of the coordinate system $x \rightarrow x+c P_{y} / e B_{n}$ and the shift of phase $\phi$ by a constant value $\phi_{0}=c P_{y} / l_{x} e B_{n}$. This shift does not change the system because Hamiltonian Eq. (6) contains only linear terms $\sim x$. We introduce dimensionless variables $(x, z) / \sqrt{\rho_{0} L} \rightarrow(x, z), \mathbf{P} / m v_{0} \rightarrow \mathbf{P}$, $t v_{0} / \rho_{0} \rightarrow t, H / m v_{0}^{2} \rightarrow H$, where $v_{0}$ is an amplitude of the particle velocity, and $\rho_{0}=v_{0} m c / e B_{0}$. In the new variables, Hamiltonian Eq. (6) takes the form

$$
\begin{equation*}
H=\frac{1}{2}\left(P_{x}^{2}+P_{z}^{2}\right)+\frac{e \varphi(\phi)}{m v_{0}^{2}}+\frac{1}{2}\left(\kappa x-\frac{1}{2} z^{2}+\frac{\delta A_{y}(\phi)}{\rho_{0} B_{0}}\right)^{2} \tag{7}
\end{equation*}
$$

where $\kappa=\left(B_{n} / B_{0}\right) \sqrt{L / \rho_{0}}$. This parameter determines the ratio of the scale of the magnetic-field inhomogeneity (the curvature of magnetic-field line) and the maximum value of particle gyroradius (gyroradius calculated at the plane $z=0$ ); see the scheme in Fig. 3. Two terms $\sim \delta A_{y}, \varphi$ in Eq. (7) can be rewritten as

$$
\begin{align*}
\frac{\delta A_{y}(\phi)}{\rho_{0} B_{0}} & =\frac{\delta B_{z} l_{x}}{\rho_{0} B_{0}} F(\phi)=\kappa \frac{\delta B_{z}}{B_{n}} L_{x} F(\phi)=\kappa \ell F(\phi), \\
\frac{e \varphi(\phi)}{m v_{0}^{2}} & =\frac{e l_{x} B_{n} \sigma f^{2}(\phi)}{m v_{0}^{2}}=\kappa \frac{c L_{x}}{v_{0}} \sigma f^{2}(\phi)=\kappa \Phi(\phi), \tag{8}
\end{align*}
$$

where $F(\phi)=\int f d \phi, \quad \Phi=\bar{\sigma} f^{2}(\phi), \quad \ell=\delta B_{z} L_{x} / B_{n}$, and $\bar{\sigma}=\sigma c L_{x} / v_{0}$. We also introduce dimensionless scale $L_{x}=$ $l_{x} / \sqrt{L \rho_{0}}$. Thus, the final form of Hamiltonian Eq. (7) is

$$
\begin{equation*}
H=\frac{1}{2}\left(P_{x}^{2}+P_{z}^{2}\right)+\kappa \Phi(\phi)+\frac{1}{2}\left\{\frac{1}{2} z^{2}-\kappa[x+\ell F(\phi)]\right\}^{2} . \tag{9}
\end{equation*}
$$

Hamiltonian Eq. (9) describes the system with $2 \frac{1}{2}$ degrees of freedom: $H=H\left(x, P_{x}, z, P_{z}, t\right)$, where $t$ is included into $\phi$ according to Eq. (1). Instead of time dependence we would like to introduce $\phi$ as a new variable to get an autonomous system. This procedure can be performed in two steps [63]. At the first step we introduce nonlinear time $\psi=L_{x}^{-1} \int^{t} v_{\phi}\left(\varepsilon t^{\prime}\right) d t^{\prime}$ and canonically conjugated momentum $P_{\psi}$. To preserve the equations of motion, the term $v_{\phi}(\varepsilon t) P_{\psi} / L_{x}$ should be added to Hamiltonian Eq. (9). Parameter $\varepsilon$ is the smallest parameter in the system and, thus, time $\varepsilon t$ changes much slower than all other variables. Strictly speaking, the transformation of time $t$ to phase $\psi$ should also result to change of $\varepsilon t$ to a function of $\psi$. However, all variations of function $v_{\phi}$ with $\psi$ are of the order of $\varepsilon \ll 1$. Thus, we neglect these variations and consider $\tau=\varepsilon t$ as a system parameter.

The transformation from $t$ to $\psi$ is not a canonical transformation as the number of variables is increased [from $\left(x, P_{x}, z, P_{z}, t\right)$ to $\left.\left(x, P_{x}, z, P_{z}, \psi, P_{\psi}\right)\right]$. However, the obtained autonomous Hamiltonian $N=H+v_{\phi} P_{\psi} / L_{x}$ properly describes the same dynamical system as Hamiltonian Eq. (9), as it gives the same equations of motion for all the variables ( $P_{x}, x, P_{z}, z, t$ ) [63]. The second step corresponds to introduction of the phase $\phi$ as a new canonical variable. This is done through the canonical transformation with generating function $R$ depending on old coordinates and new momenta,

$$
\begin{equation*}
R=I\left(\frac{x}{L_{x}}-\psi\right)+p_{x} x+p_{z} z \tag{10}
\end{equation*}
$$

thus, $P_{\psi}=-I$. We keep notations $(x, z)$ for the new coordinates and rewrite Hamiltonian Eq. (9) in the new variables as

$$
\begin{align*}
F= & \frac{1}{2}\left(p_{x}+\frac{I}{L_{x}}\right)^{2}+\frac{1}{2} p_{z}^{2}+\frac{1}{2}\left\{\frac{1}{2} z^{2}-\kappa[x+\ell F(\phi)]\right\}^{2} \\
& -\Omega I+\kappa \Phi(\phi), \tag{11}
\end{align*}
$$

where $\Omega=v_{\phi} / L_{x}, \phi$ is an independent variable, $I$ is a variable canonically conjugated with $\phi$, and the new momenta are

$$
\begin{equation*}
p_{x}=P_{x}-I / L_{x}, \quad p_{z}=P_{z} \tag{12}
\end{equation*}
$$

Autonomous Hamiltonian Eq. (11) depends on variables ( $x, p_{x}, z, p_{z}$ ) and on phase $\phi$ calculated along the particle's trajectory, while variable $I$ does not have particular physical meaning. The following procedure of consideration of resonance assumes that we separate Hamiltonian Eq. (11) in two parts: one part depends on fast oscillation phase $\phi$, while the other part does not depend on $\phi$. The separate consideration of dynamics of these two parts allows us to describe oscillations of phase $\phi$ in a vicinity of the resonance and the corresponding evolution of slow variables [64]. However, before this separation can be performed, we average system Eq. (11) over the fastest oscillations in the plane $\left(z, p_{z}\right)$.

We introduce $h_{z}$ as

$$
\begin{equation*}
h_{z}=\frac{1}{2} p_{z}^{2}+\frac{1}{2}\left\{\frac{1}{2} z^{2}-\kappa[x+\ell F(\phi)]\right\}^{2} . \tag{13}
\end{equation*}
$$

The $z$ motion is faster than variations of $\phi$ and $\kappa x$, thus we can average over $z$ oscillations [65,66]. This averaging gives

$$
\begin{equation*}
F=-\Omega I+\kappa \Phi(\phi)+\frac{1}{2}\left(p_{x}+\frac{I}{L_{x}}\right)^{2}+h_{z}\left(\zeta, I_{z}\right) \tag{14}
\end{equation*}
$$

where $I_{z}=\oint p_{z} d z \approx$ const is the adiabatic invariant and

$$
\begin{equation*}
\zeta=\xi+\kappa \ell F(\phi), \quad h_{z}(\zeta) \approx h_{z}(\xi)+\kappa \ell h_{z}^{\prime}(\xi) F(\phi) \tag{15}
\end{equation*}
$$

In Eq. (15), $\xi=\kappa x, h_{z}^{\prime}=d h_{z} / d \xi$. Thus, Hamiltonian Eq. (14) takes the form

$$
\begin{align*}
F & =F_{0}\left(p_{x}, \xi, I\right)+\kappa F_{1}(\xi, \phi) \\
F_{0} & =-\Omega I+\frac{1}{2}\left(p_{x}+\frac{I}{L_{x}}\right)^{2}+h_{z}(\xi),  \tag{16}\\
F_{1} & =\Phi(\phi)+\ell h_{z}^{\prime}(\xi) F(\phi)
\end{align*}
$$

where conjugated variables are $(I, \phi)$ and $\left(p_{x}, \kappa^{-1} \xi\right)$. Equations of motion for Hamiltonian Eq. (16) are

$$
\begin{align*}
\dot{I} & =-\frac{\partial F}{\partial \phi}=-\kappa\left[\Phi^{\prime}(\phi)+\ell h_{z}^{\prime}(\xi) f(\phi)\right] \\
\dot{\phi} & =\frac{\partial F}{\partial I}=-\Omega+\frac{1}{L_{x}}\left(p_{x}+\frac{I}{L_{x}}\right) \\
\dot{p}_{x} & =-\kappa \frac{\partial F}{\partial \xi}=-\kappa h_{z}^{\prime}(\xi)+O\left(\kappa^{2}\right)  \tag{17}\\
\dot{\xi} & =\kappa \frac{\partial F}{\partial p_{x}}=\kappa\left(p_{x}+\frac{I}{L_{x}}\right)
\end{align*}
$$

Equation (17) show that variables $\left(\xi, p_{x}\right)$ are slow (a variation rate of these variables is about $\sim \kappa \ll 1$ ), while phase $\phi$ changes with the rate $\sim 1$. Thus, one can average the system over fast oscillations of $\phi$. This averaging procedure gives $\dot{I}=0$, i.e., $I$ is an adiabatic invariant of full system Eq. (17) and is conserved exactly in the system averaged over $\phi$ oscillations. This averaging works well everywhere except for a close vicinity of the resonance $\dot{\phi}=0$, where the variation rate of $\phi$ drops to zero. Thus, at the resonance we expect to obtain a variation of $I$.

The resonance condition $\dot{\phi}=0$ gives $p_{x}+I / L_{x}=\Omega L_{x}$. We introduce the resonant value of the invariant $I_{R}=$ $L_{x}\left(\Omega L_{x}-p_{x}\right)$. The isoenergetic surface (where $F_{0}=h$ and
$h$ is the particle's energy) in ( $p_{x}, \xi, I$ ) space is

$$
\begin{equation*}
h=-\Omega I+\frac{1}{2}\left(p_{x}+\frac{I}{L_{x}}\right)^{2}+h_{z}(\xi) \tag{18}
\end{equation*}
$$

To study dynamics near the resonance, we follow the standard approach developed in Refs. [67,68]. We expand Hamiltonian Eq. (16) near the resonance $I=I_{R}$ :

$$
\begin{equation*}
F=\Lambda\left(p_{x}, \xi\right)+\frac{1}{2} g\left(I-I_{R}\right)^{2}+\left.\kappa F_{1}\right|_{I=I_{R}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\kappa F_{1}\right|_{I=I_{R}}=\kappa \ell h_{z}^{\prime}(\xi) F(\phi)+\kappa \Phi(\phi), \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
\Lambda & =\left.F_{0}\right|_{I=I_{R}}=-\Omega I_{R}+\frac{1}{2}\left(p_{x}+\frac{I_{R}}{L_{x}}\right)^{2}+h_{z}(\xi) \\
& =\Omega L_{x}\left(p_{x}-\frac{1}{2} \Omega L_{x}\right)+h_{z}(\xi) \tag{21}
\end{align*}
$$

To deduce Eq. (21) we substituted $I_{R}=I_{R}\left(p_{x}, \xi\right)$ to Eq. (16). Factor $g$ in Eq. (19) is

$$
\begin{equation*}
g=\left.\frac{\partial^{2} F_{0}}{\partial I^{2}}\right|_{I=I_{R}}=\frac{1}{L_{x}^{2}} \tag{22}
\end{equation*}
$$

We introduce a new variable $K=I-I_{R}+O(\kappa)$ through a canonical transformation with the generation function

$$
\begin{equation*}
Q=p_{X} \kappa^{-1} \xi+\left(K+I_{R}\right) \phi \tag{23}
\end{equation*}
$$

In the new variable, the new Hamiltonian $G$ is

$$
\begin{align*}
G= & \Lambda\left(p_{X}, X\right)+\mathcal{F}(K, \phi, X, \tau)  \tag{24}\\
\mathcal{F}= & \frac{1}{2 L_{x}^{2}} K^{2}+\kappa\left[\ell h_{z}^{\prime}(X) F(\phi)+\Phi(\phi)\right] \\
& +\kappa\left[L_{x} h_{z}^{\prime}(X)+\frac{\varepsilon}{\kappa} L_{x}^{2} \frac{\partial \Omega}{\partial \tau}\right] \phi
\end{align*}
$$

where $\tau=\varepsilon t$ and we consider $\Omega=v_{\phi} / L_{x}$ again as a function of slow time $\varepsilon t$. Thus, Hamiltonian $G$ depends on $\Omega(\tau)$ and is not autonomous. We keep notation $\phi$ for the phase variable conjugated with $K$;

$$
\begin{equation*}
X=\xi+\frac{\partial I_{R}}{\partial p_{X}} \kappa \phi \tag{25}
\end{equation*}
$$

is the new variable conjugated with $\kappa p_{X}$ (note that $p_{X}=$ $\left.\kappa \partial Q / \partial X=\partial Q / \partial x=p_{x}\right)$.

Equation (24) shows that we divide initial Hamiltonian Eq. (9) into a combination of two Hamiltonians. The Hamiltonian $\Lambda$ describes particle trajectories in the 2D surface generated by the intersection of 3D surface Eq. (18) and 2D resonant surface $I=I_{R}$. The second Hamiltonian $\mathcal{F}$ describes oscillations of fast-phase $\phi$ around the resonant trajectory. Note that ( $p_{X}, X$ ) in Eq. (24) are slow variables. Strictly speaking, Hamiltonian $\Lambda$ also depends on slow-time $\tau$. However, rate of change of this slow time $\sim \varepsilon$ is much smaller than the rate of change of $\left(p_{X}, X\right)$ variables. Thus, we consider Hamiltonian $\Lambda\left(p_{X}, X\right)$ as a one-dimensional Hamiltonian depending on system parameter $\tau$. The more accurate approach would give us corrections of the order of $\varepsilon \ll 1$. We omit these corrections. The following numerical simulations of


FIG. 5. (a) The profile of the $R(s)$ function given by Eq. (30). (b) The profiles of $h_{z}(X)$ for various values of $I_{z}$. (c) The profiles of $h_{z}^{\prime}(X)$ for various values of $I_{z}$.
full system justify this approach. Thus, to describe particle dynamics in the vicinity of the resonance we first consider the Hamiltonian $\mathcal{F}=(1 / 2) g K^{2}+\kappa W(X, \phi)+\kappa b(X, \varepsilon t) \phi$, with

$$
\begin{align*}
W & =\ell h_{z}^{\prime}(X) F(\phi)+\Phi(\phi) \\
b & =L_{x} h_{z}^{\prime}(X)+L_{x}^{2} \frac{\varepsilon}{\kappa} \frac{\partial \Omega}{\partial \tau} \tag{26}
\end{align*}
$$

In this case, the presence of a potential minimum in Hamiltonian $\mathcal{F}$ is given by the two conditions: (1) an extremum of the potential exists if for some $\phi$ one can get $\dot{K}=0$; (2) this extremum is the potential minimum if $d^{2}\left(\ell h_{z}^{\prime} F+\Phi\right) / d \phi^{2}>0$. Both conditions can be written as

$$
\begin{align*}
&\left(\ell h_{z}^{\prime}(X)+2 \bar{\sigma} \frac{d f}{d \phi}\right) f(\phi)+b=0  \tag{27}\\
&\left(q \frac{\delta B_{z}}{B_{n}} h_{z}^{\prime}+\frac{d f}{d \phi}\right) \frac{d f}{d \phi}+f \frac{d^{2} f}{d \phi^{2}}>0
\end{align*}
$$

where $q=L_{x} / 2 \bar{\sigma}$.
We rewrite Eq. (27) as

$$
\begin{equation*}
\left(q \frac{\delta B_{z}}{B_{n}} h_{z}^{\prime}+\frac{d f}{d \phi}\right) f(\phi)+q\left(h_{z}^{\prime}+\frac{\varepsilon}{\kappa} \frac{\partial L_{x} \Omega}{\partial \tau}\right)=0 \tag{28}
\end{equation*}
$$

To determine the behavior of relation Eq. (28) with variation of $\phi$ one needs to define $h_{z}^{\prime}(X)$ profile. The function $h_{z}(X)$ can be obtained from the equation $I_{z}=$ const, where

$$
\begin{align*}
I_{z} & =\frac{1}{2 \pi} \oint p_{z} d z \\
& =\frac{1}{2 \pi} \oint \sqrt{2 h_{z}-\left(\frac{1}{2} z^{2}-\kappa(x+\ell F(\phi))\right)^{2}} d z \tag{29}
\end{align*}
$$

Equation (29) implies that $I_{z}=\left(2 h_{z}\right)^{3 / 4} R(s)$ with

$$
\begin{align*}
s & =\left(X+\kappa \ell F(\phi)+\kappa L_{x} \phi\right) / \sqrt{2 h_{z}} \\
R(s) & =\frac{1}{\pi} \int_{\tilde{z}_{-}}^{\tilde{z}_{+}} \sqrt{1-\left(s-\frac{1}{2} \tilde{z}^{2}\right)^{2}} d \tilde{z} \tag{30}
\end{align*}
$$

The profile $R(s)$ is shown in Fig. 5 (left panel). Inverting function $R(s)$ we can plot $h_{z}$ as a function of $X$ (here we neglect small terms $\left.\kappa \ell F+\kappa L_{x} \phi\right)$. Figure 5 (central panel) shows
nonmonotonical $h_{z}(X)$ profiles obtained for several $I_{z}$ values. At large $X$ the function $h_{z}$ increases as $\sqrt{X}$ (the asymptote $R(s) \sim 1 / \sqrt{s}$ at $s \gg 1$; see Ref. [69]). Using profiles $h_{z}(X)$ we plot $h_{z}^{\prime}(X)$ in Fig. 5 (right panel). There is a local maximum of $h_{z}^{\prime}$ and then $h_{z}^{\prime}$ monotonically decreases with $X$ [66].

Now we can substitute the dependence $h_{z}^{\prime}(X)$ into Eq. (28) and plot a 2 D map showing a range of $X$ values where solutions of Eq. (28) exist for a given value of $q$. We choose a simple profile $\Omega(\tau)=\Omega_{0}(1-\tau)$ and introduce dimensionless parameter $u_{\phi}=-L_{x} \Omega_{0} \varepsilon / \kappa$. Figure 6 shows that particles cannot be trapped at small $X$. At higher values of $I_{z}$ the trapping becomes possible only for small $q$.


FIG. 6. Map in the ( $X, q$ ) plane: the gray color shows regions where Eq. (28) does not have a solution for given values of parameters.


FIG. 7. Three phase portraits of Hamiltonian Eq. (26) for three sets of parameters. Here $\tilde{K}=K / L_{x} \sqrt{\kappa \bar{\sigma}}$.

Figure 6 shows that there are regions of $X$ values where condition Eq. (27) can be satisfied. For these regions the phase portraits of Hamiltonian $\mathcal{F}$ in the ( $K, \phi$ ) plane are shown in Fig. 7. One can see the domain filled by closed phase trajectories in the phase plane. Particles moving along these trajectories are trapped. One can calculate the area of this domain $S=\oint K d \phi$, as

$$
\begin{align*}
S(X)= & 2^{3 / 2} L_{x} \int_{\phi_{m}}^{\phi_{s}} \sqrt{\mathcal{F}-\kappa W(X, \phi)-\kappa b(X, \tau) \phi} d \phi \\
= & 2^{3 / 2} \kappa^{1 / 2} L_{x} \\
& \times \int_{\phi_{m}}^{\phi_{s}} \sqrt{W\left(\phi_{s}\right)+b(\tau) \phi_{s}-W(\phi)-b(\tau) \phi} d \phi, \tag{31}
\end{align*}
$$

where $\phi_{s}$ is a solution of equations $d W / d \phi=-b$, while $\phi_{m}$ is a solution of equation

$$
\begin{equation*}
W\left(\phi_{s}\right)+b \phi_{s}-W(\phi)-b \phi=0 \tag{32}
\end{equation*}
$$

For the simplified case $\Omega(\tau)=\Omega_{0}(1-\tau)$ we plot profiles $S(X)$ in Fig. 8 (upper panel). If area $S$ grows along the particle trajectories, new particles can be trapped into the region filled by closed trajectories $[67,68]$. Thus, Fig. 8 (upper panel) shows that $X$ should increase along trajectories of potentially trapped particles.

In the trapped motion particle's coordinates $\left(X, p_{X}\right)$ vary according to Hamiltonian equations with Hamiltonian $\Lambda$ given by Eq. (21):

$$
\begin{equation*}
\kappa \dot{p}_{X}=-\frac{\partial \Lambda}{\partial X}=-h_{z}^{\prime}, \quad \dot{X}=\kappa \frac{\partial \Lambda}{\partial p_{X}}=\kappa \Omega L_{x} . \tag{33}
\end{equation*}
$$

Figure 8 shows that trapping (i.e., the growth of $S$ ) is possible only when $h_{z}^{\prime}$ decreases. Thus, trapped particles move with velocity $\dot{X}=\kappa \Omega L_{x}$ and decreasing $p_{X}$. In this case, particle acceleration [growth of $\Lambda$; see Eq. (21)] is possible only if the term $h_{z}(X)$ increases along the trajectory more significantly than the term $\sim \Omega L_{x}\left(p_{x}-\Omega L_{x}\right)$ decreases. This condition is satisfied for trapped particles. Indeed, Fig. 5 shows that $h_{z}(X)$


FIG. 8. Profiles of $S(X)$ and $S\left(h_{z}^{\prime}\right)$ normalized on $2^{2 / 3} L_{x} \sqrt{\kappa \bar{\sigma}}$ for several values of $I_{z}$.
increases as $\sim \sqrt{X}$ at large enough values of $X$. Therefore, for trapped particles we expect to obtain energy growth $\sim \sqrt{X}$ with $X(t)$ given by Eq. (33).

## IV. ION MOTION: TEST PARTICLE RESULTS

To check the effect of particle trapping and acceleration by a breaking front we numerically integrate Hamiltonian equations for Hamiltonian Eq. (9). Two particle trajectories are shown in Figs. 9 and 10.

Initial part of the particle trajectories (before interaction with the front) are shown with gray color. These are typical particle trajectories in the current sheet-particles rotate along almost closed curves described by equation $I_{z}\left(X, p_{x}\right)=$ const [65,69,70]. There is a separatrix in the ( $z, p_{z}$ ) plane [and corresponding uncertainty curve in the ( $X, p_{x}$ ) plane], and each crossing of this separatrix results in a small $\sim \kappa$ jump of $I_{z}[50,71]$. These jumps slowly destroy closed trajectories in the ( $X, p_{x}$ ) plane and a particle drifts from one trajectory (corresponding to a certain value of $I_{z}$ ) to another trajectory. One can find corresponding variations of $I_{z}$ with time in the right top panels of both Figs. 9 and 10. Roughly speaking, after averaging over $z$ oscillations (i.e., after introduction of the $I_{z}$ invariant) we deal with 2D particle motion in the plane ( $X, p_{x}$ ) along closed trajectories and a slow drift between these trajectories. The time scale of the particle motion in the ( $X, p_{x}$ ) plane is $\sim 1 / \kappa$ [this is a scaling of the quasi-period of particle motion in the ( $X, p_{x}$ ) plane], while the time scale of particle drift between trajectories is $1 / \kappa^{3}[50,69]$.

When a particle is trapped by the front, it starts moving with the front: the particle coordinate $\kappa X$ increases, while $p_{x}$ oscillates around $v_{\phi}(t)$ value (see trajectories and right panels in Figs. 9 and 10). Trajectories of trapped particles in the $\left(X, p_{x}\right)$ plane look like sets of rapid jumps in $p_{x}$


FIG. 9. (Color online) Particle trajectory in ( $\kappa x, p_{x}$ ) plane (the gray color shows the trajectory segment before the trapping); two additional panels show trajectory fragments before the trapping and after escape from the resonance. Right panels show time profiles of $I_{z}$ invariant, $p_{x}$ component of the particle momentum, particle energy, and $z$ coordinate. Red dotted line shows profiles of $v_{\phi}(t)$. System parameters are: $\kappa=0.1, \varepsilon=0.01, \delta B_{z} / B_{n}=3, L_{x}=0.1$.
followed by slow decreases. These are oscillations in the trapped state. Each of these oscillations corresponds to a jump of the particle energy. Moreover, the front shifts particles to higher $|z|$. Thus, the resonant acceleration resembles the betatron acceleration mechanism: a trapped particle moves with the front along $X$ with velocity $v_{\phi}(t)$ and is propelled by the front toward the region with stronger magnetic field (magnetic-field amplitude is $\sim|z|$ ). A similar mechanism of charged-particle acceleration was found earlier for ion acceleration by moving magnetic-field reversal [e.g., 57,66] and for relativistic electron acceleration by whistler waves [e.g., 72,73]. Panels with particle energy $h(\varepsilon t)$ in Figs. 9 and 10 show that energy $h=h_{z}+p_{x}^{2} / 2$ grows despite the decrease of $p_{x}$. Thus, the main particle acceleration is provided by the increase of $h_{z}(\kappa x)$.

There are two possible scenarios of escape from the resonance: (1) the field breaking of the front (i.e., the front velocity $v_{\phi}$ drops to zero) and (2) the particle reaching the boundary of the current sheet (i.e., $|z| \rightarrow z_{\max }$ ). In our modeling we consider the rapid breaking of the front; thus, particles escape from the resonance when $v_{\phi}$ becomes zero. After escaping from the resonance, particles start moving along typical trajectories (similar to trajectories before the trapping).

## V. DISCUSSION AND CONCLUSIONS

Before discussing the obtained results and comparing them with spacecraft observations we would like to compare main predictions of our model with other theoretical models of charged-particle acceleration by plasma jet fronts. Selfconsistent kinetic model of jet-front formation and evolution shows that at these fronts ion currents can effectively dissipate magnetic-field energy [14,54]. The direct investigation of charged-particle acceleration is performed using one of two approaches: (1) electromagnetic-field configuration of the front can be derived from self-consistent MHD simulation and then these fields are used in the test particle approach [24,74]; or (2) particles are traced in prescribed electromagnetic field imitating the configuration of the jet front [27,29,31,56]. The first approach allows us to use relatively realistic dynamics of electromagnetic field in the course of plasma jet propagation toward the Earth, while the second approach gives a chance to model a fine structure of front configuration unavailable in MHD simulations.

Interaction of electrons with jet fronts obtained in MHD modeling is almost adiabatic [75] and, thus, is well reproduced in the framework of guiding center approximation [74]. Although, ion dynamics in such models is significantly


FIG. 10. (Color online) Particle trajectory in $\left(\kappa x, p_{x}\right)$ plane (the grey color shows the trajectory segment before the trapping); two additional panels show trajectory fragments before the trapping and after escape from the resonance. Right panels show time profiles of $I_{z}$ invariant, $p_{x}$ component of the particle momentum, particle energy, and $z$ coordinate. Red dotted line shows profiles of $v_{\phi}(t)$. System parameters are: $\kappa=0.1, \varepsilon=0.01, \delta B_{z} / B_{n}=3, L_{x}=0.01$.
nonadiabatic, the efficiency of ion acceleration is very close to the efficiency of electron acceleration [74]. Thus, in both cases we deal with the acceleration due to particle drifts in inhomogeneous magnetic field along the front (some analog of betatron and Fermi mechanisms).

In case of ion tracing in prescribed magnetic-field configuration imitating a jet front, the main acceleration mechanism (in the absence of resonant effects) corresponds to particle reflection from the front $[27,56]$. Although such reflection is a nonadiabatic process, there is a simplified geometrical model of the corresponding particle acceleration [76]: particle interaction with a moving front can be considered as an elastic reflection of a ball from the moving wall. This acceleration mechanism resembles particle reflection from a shock wave [77]. Thus, the mechanism proposed in this paper can be considered as a generalization of simple particle reflection from the front for systems with electrostatic potential responsible for the particle trapping.

The numerical integration of charged-particle trajectories (see Figs. 9 and 10) demonstrates two interesting features of the charged-particle resonant interaction with the jet front. First of all, trapped particles move with the front and pass a long distance along the $x$ axis. Thus, in addition to the acceleration we observe transport of charged particles. This is an especially
important effect if we consider the ion interaction with jet fronts in the near-Earth magnetotail. In this region jets are believed to be responsible for injections of charged particles from the outer magnetosphere into the radiation belts $[44,78,79]$. Thus, our model shows one additional mechanism for the charged-particle transport across the magnetic field $B_{z}$ in the important region of the Earth magnetosphere.

The second feature corresponds to the charged-particle acceleration during its motion along curved field lines. As particle velocity along the $x$ axis coincides with the front velocity, all acceleration is due to the growth of other components of the particle momentum. The particle motion along field lines with fixed $p_{x} \approx v_{\phi}$ means the increase of $X$ coordinate as $X \approx \int^{t} v_{\phi}(\tilde{t}) d \tilde{t}$. This increase of $X$ coordinate corresponds to particle motion toward the region with stronger magnetic field, because particles propagate along the field lines with $|z| \sim \sqrt{2 X}$ and $\left|B_{x}\right| \sim|z|$. Thus, the particle energy grows as $\sim|z|$ (like in betatron acceleration). The similarity of $|z|$ and $h(t)$ profiles is well seen in Figs. 9 and 10. It should be mentioned that a similar acceleration mechanism is working for magnetized particles (when $I_{z}$ can be replaced by the magnetic moment) trapped by strong electromagnetic or electrostatic waves in the current sheet [80,81]. Thus, we have shown that taking into account the curvature of
magnetic-field lines significantly modifies the resonant mechanism of charged-particle acceleration by the jet front. Instead of classical surfing acceleration along the front, particles escape from the minimum- $|\mathbf{B}|$ region and move along field lines. This modification changes the acceleration rate: instead of the ballistic acceleration with $h \sim t^{2}$ [30,32,55], we obtain betatron-like acceleration rate with $h \sim h_{z} \sim \sqrt{t}$. Moreover, particle motion along field lines can effectively limit the maximum gain of energy. For surfing acceleration this gain is about the potential drop $\sim \Delta \Phi$ across the front $[46,47]$, while particles escaping the system at the top bottom boundaries $|z| \rightarrow z_{\max }$ can gain only $h \sim h_{z}\left(X_{\max }\right)$ with $X_{\max } \approx z_{\max }^{2} / 2$ (see scheme in Fig. 1).

The estimate of maximum gained energy $h_{\max } \approx$ $h_{z}\left(X_{\max }\right) \approx 1.4 \sqrt{X_{\max }} \approx z_{\max }$ (see Fig. 5 for approximation $h_{z}\left(X_{\max }\right) \approx 1.4 \sqrt{X_{\max }}$ given for large $I_{z} ; z_{\max }$ is shown in the scheme in Fig. 1) can be rewritten in dimensional form as $h_{\text {max }} / h_{0} \approx \sqrt{L / \rho_{0}}$, where $h_{0}=m v_{0}^{2} / 2$ is an initial energy and $L$ is a thickness of the depolarized current sheet, i.e., the current sheet region located far from the reconnection region. (To derive this equation we use back transformation to dimensional variables $z_{\text {max }} \rightarrow z_{\max } / \sqrt{L \rho_{0}}=\sqrt{L / \rho_{0}}$ with $z_{\text {max }} \approx L$; i.e., there is no plasma jet above and below the current sheet region.) Using this simple estimate we can predict the efficiency of the proposed acceleration mechanism for various plasma systems. We consider three magnetospheres (Earth, Mercury, and Jupiter) where plasma jets and the corresponding fronts were observed by spacecraft [13,17,18]. We also consider parameters typical for solar flares [7,82] and for reconnection in solar wind $[5,83,84]$. For the most investigated Earth magnetosphere we separately consider nearEarth magnetotail (region at the night-side with $x>-10^{5} \mathrm{~km}$, see the scheme in Fig. 1 for the direction of $x$ axis), and the distant magnetotail ( $x<-1.5 \times 10^{5} \mathrm{~km}$ ). For each system we estimate acceleration of thermal protons $\left(\mathrm{H}^{+}\right)$, cold particles (for planetary magnetospheres these are protons with the energy of the solar wind plasma; for solar wind we consider protons not heated in the reconnection region), and heavy ions (for each system we choose corresponding ion species). Table I gives the information about system parameters, initial energies of particles, estimates of ratio $L / \rho_{0}$, and final energy.

In the near-Earth magnetotail plasma jet fronts originate from the near-Earth $X$-line region [85] and propagate toward the Earth until breaking at the boundary of the inner magnetosphere where Earth dipole magnetic field dominates [42]. The thickness of surrounding current sheet and magnetic-field
amplitudes $B_{0}$ are about $\sim 6400 \mathrm{~km}$ (i.e., one Earth radius) and $\sim 40 \mathrm{nT}[86,87]$, correspondingly. Temperature of thermal protons is about 10 keV [88], while cold protons penetrating from the flank magnetosphere have energy about 1 keV [89]. Oxygen ions escaping from the ionosphere are heated up to energies $\sim 10 \mathrm{keV}$ comparable with the energy of thermal protons [90]. Interaction of these three types of particles with jets front produces the following effects: thermal protons and oxygen ions are accelerated up to superthermal energies $\sim 20-40 \mathrm{keV}$, while cold protons gain $\sim 8 \mathrm{keV}$ and reach the temperature of the thermal population. The generated population of superthermal protons and oxygen ions are indeed observed in the jet-breaking region where these ions contribute significantly to formation of the current system of the inner magnetosphere [91] and to generation of ultralow frequency waves [92,93].

In the distant Earth magnetotail the current sheet is thicker than in the near-Earth region ( $L>12000 \mathrm{~km}$; see Ref. [94]), while magnetic-field amplitude is about $\sim 10 \mathrm{nT}$ [95]. Plasma jets with related fronts are often observed in this region (e.g., Refs. $[96,97])$ and are associated to the local reconnection process or plasma transport from the near-Earth $X$ line. Temperature of thermal protons in the distant tail is about $\sim 3 \mathrm{keV}[95,98]$, while cold protons have the energy $\sim 1 \mathrm{keV}$. One of the main population of heavy ions is represented by $\mathrm{He}^{++}$penetrating from the solar wind (where these ions can represent up to $10 \%$ of the plasma content [99]) or generated by interaction of solar wind protons and the Moon surface [100]. Our estimates show that thermal protons and $\mathrm{He}^{++}$ions can be accelerated up to 10 keV , while cold protons gain energy around $\sim 5 \mathrm{keV}$. Such high-energy $\mathrm{He}^{++}$ions are really detected in the near-Earth region $[101,102]$ where they are drifted due to magnetoshere plasma convection from the distant tail. The superthermal protons $\sim 10 \mathrm{keV}$ can contribute to population of high-energy particle beams observed in the distant magnetotail near the reconnection region [103].

The Mercury magnetosphere is much more compact and dynamical than the Earth magnetosphere due to stronger solar wind influence and smaller planetary magnetic field [11,104]. The typical current sheet thickness in the Mercury magnetotail is about $\sim 2500 \mathrm{~km}$ (i.e., about the Mercury radius), while magnetic-field amplitude is about $\sim 50 \mathrm{nT}[105,106]$. Strong perturbation of Mercury magnetosphere by solar wind transients results in frequent magnetic reconnection [107] and formation of plasma jets with the corresponding fronts [17]. Thermal protons and heavy ions in the Mercury magnetotail

TABLE I. Main parameters and efficiency of charged-particle acceleration in various plasma systems.

| System | Parameters <br> $L$ and $B_{0}$ 1000 km and nT | Thermal $\mathrm{H}^{+}$ |  |  | Cold plasma |  |  | Heavy ions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \hline h_{0} \\ \mathrm{keV} \end{gathered}$ | $L / \rho_{0}$ | $\begin{aligned} & h_{\max } \\ & \mathrm{keV} \end{aligned}$ | $\begin{gathered} \hline h_{0} \\ \mathrm{keV} \end{gathered}$ | $L / \rho_{0}$ | $\begin{aligned} & h_{\max } \\ & \mathrm{keV} \end{aligned}$ | type | $\begin{gathered} h_{0} \\ \mathrm{keV} \end{gathered}$ | $L / \rho_{0}$ | $\begin{aligned} & h_{\max } \\ & \mathrm{keV} \end{aligned}$ |
| Near-Earth | $L \sim 6.4, B_{0} \sim 40$ | 10 | $\sim 18$ | 40 | 1 | $\sim 58$ | 8 | $\mathrm{O}^{+}$ | 10 | $\sim 5$ | 20 |
| Distant Earth | $L>12, B_{0} \sim 10$ | 3 | $\sim 17$ | 12 | 1 | $\sim 29$ | 5 | $\mathrm{He}^{++}$ | 4 | $\sim 10$ | 12 |
| Mercury | $L \sim 2.5, B_{0} \sim 50$ | 2.5 | $\sim 20$ | 10 | 1 | $\sim 29$ | 5 | $\mathrm{Na}^{+}$ | 1 | $\sim 6$ | 2.5 |
| Jupiter | $L>140, B_{0} \sim 15$ | 10 | $\sim 150$ | 120 | 1 | $\sim 480$ | 22 | $\mathrm{S}^{+}$ | 45 | $\sim 22$ | 160 |
| Solar flares | $L \sim 10^{-4}, B_{0} \sim 10^{6}$ | 0.1 | $\sim 70$ | 1 |  |  |  | $\mathrm{Mg}^{+9}$ | 0.1 | $\sim 130$ | 1.2 |
| Solar wind | $L \sim 0.5, B_{0} \sim 10$ | 0.02 | $\sim 8$ | 0.06 | 0.005 | $\sim 16$ | 0.02 | $\mathrm{He}^{++}$ | 0.05 | $\sim 5$ | 0.11 |

(e.g., $\mathrm{Na}^{+}$) have energies around $\sim 2.5$ and $\sim 1 \mathrm{keV}$ [108], while cold solar wind protons have energy $\sim 1 \mathrm{keV}$. Table I shows that cold protons can be accelerated up to thermal energies, while acceleration of thermal protons and heavy ions result in formation of high-temperature population $\sim 10 \mathrm{keV}$ (and $\sim 2.5 \mathrm{keV}$ ) also observed in the Mercury magnetotail (see discussion in Refs. [108-110]).

Due to the strong planetary magnetic field and weak solar wind the Jupiter magnetosphere is much larger than the Earth magnetosphere [11]. The magnetotail region with characteristic stretched field lines is located at the distance $\sim 3.5 \times 10^{6} \mathrm{~km}$ from the Jupiter (e.g., at 50 Jupiter radii). Thickness of the current sheet at such distance is about $\sim 1.4 \times 10^{5} \mathrm{~km}$, while magnetic-field amplitude is $B_{0} \sim 15 \mathrm{nT}$ [111]. Spacecraft observations often detect in this region various signatures of magnetic reconnection [112,113] and the corresponding fronts of plasma jets [18,114]. The plasma content in this region represents the mixture of protons with energy $\sim 10 \mathrm{keV}$ and sulfur ions $\mathrm{S}^{+}$with energy $\sim 45 \mathrm{keV}[115,116]$, while cold plasma of the solar wind penetrating into distant magnetotail should have energy around $\sim 1 \mathrm{keV}$. Table I shows that the proposed mechanism results in thermal proton acceleration up to $\sim 120 \mathrm{keV}$, while $\mathrm{S}^{+}$ions are accelerated up to $\sim 160 \mathrm{keV}$. Indeed, the increase of fluxes of such high-energy protons and ions are observed in a vicinity of jet fronts in the Jupiter magnetotail [57]. Acceleration of cold protons up to $\sim 20 \mathrm{keV}$ can be considered as an additional source of the thermal plasma.

The recorded x-ray emission from solar flares allows us to assume that the magnetic reconnection of the current sheet located above the loop is responsible for magnetic energy release and charged-particle acceleration [7]. Although system parameters for current sheets in solar corona are less known (in comparison with planetary magnetospheres), we present estimates of the efficiency of the proposed acceleration mechanism in Table I. We use characteristic values of the current sheet thickness $L \sim 100 \mathrm{~m}$ and magnetic-field amplitude $B_{0} \sim 10^{6} \mathrm{nT}[52,82]$. Temperature of thermal protons is taken $\sim 0.1 \mathrm{keV}$ (we do not consider cold population of ions for this system) $[7,82]$. To estimate the efficiency of acceleration of heavy ions we consider ions $\mathrm{Mg}^{+9}$ observed in solar corona by SoHO spacecraft [117,118]. Table I shows that protons and heavy ions can be accelerated by fronts of plasma jets up to 1 keV . This is rather small energy of particles in flare events, thus, we conclude that trapping and acceleration of protons by plasma jet fronts can be effective only in case of multiple interactions with several jets. It is interesting to note that some models of ion acceleration in solar flares assume the presence of multireconnection with formation of many $X$ lines and the corresponding plasma jets $[119,120]$.

The last system that we consider is the heliospheric current sheet in the vicinity of the reconnection region. In contrast to previously described systems (planetary magnetospheres and solar corona), the main energy of charged particles in solar wind corresponds to the bulk velocity of solar wind,
while charged-particle temperatures are rather low (about $\sim 10 \mathrm{eV}$ ). The magnetic reconnection in the heliospheric current sheet takes place in the region with current sheet thickness about $\sim 500 \mathrm{~km}$, while magnetic-field amplitude is about $\sim 10 \mathrm{nT}[83,84]$. Initial temperatures of cold solar wind is $\sim 5 \mathrm{eV}$, while temperature of protons heated at the reconnection region is $\sim 20 \mathrm{eV}$ [5]. Heavy ions $\mathrm{He}^{++}$have temperatures $\sim 50 \mathrm{eV}$ [99]. Table I shows that cold protons can be accelerated up to energies $\sim 20 \mathrm{eV}$ observed at the vicinity of the reconnection region [5]. Acceleration of hot protons and heavy ions up to $60-100 \mathrm{eV}$ can contribute to the nonthermal population solar wind [121,122].

Estimates shown in Table I demonstrate that the proposed acceleration mechanism can effectively increase energy of cold plasma content up to thermal energies, while the efficiency of acceleration of initially hot particles depends on system configuration. In the planetary magnetospheres plasma jets can be responsible for generation of high-energy proton and ion populations with energies comparable to the data of spacecraft observations.

Our model is essentially based on the adiabatic theory assuming conservation of the adiabatic invariant of fast-particle oscillations in the background magnetic field. Introduction of this invariant allows us to decrease the number of degrees of freedom in the system. This reduced system can be expanded in a vicinity of the resonance; thus, one separates the charged-particle motion along the resonance surface from fast oscillations of the resonance phase. This is a rather common approach for description of Hamiltonian systems with the passage through the resonance $[67,68]$. Thus, our model contains two averaging procedures: (1) the introduction of the adiabatic invariant $I_{z}$ often used to describe the chargedparticle motion in current sheets [50] and (2) averaging over fast oscillations of the resonant phase $\phi$ (i.e., introduction of invariant $I$ ). This double averaging gives us a chance to explain the particle dynamics analytically.

To conclude, we have considered a nonrelativistic chargedparticle motion in the system with curved magnetic-field lines and the breaking plasma jet. We have shown that strong electrostatic fields at the jet front can create a local potential minimum for positively charged particles (ions). Trapping into such a potential minimum results in the resonant acceleration of charged particles moving with the jet. Timescale of charged-particle acceleration is limited by the timescale of the jet-breaking. In many respects such trapping and acceleration resemble the classical surfing acceleration at shock waves, but the effect of curved field lines significantly changes dynamics of trapped particles.
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