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Micrometer-scale electrical breakdown in high-density fluids with large density fluctuations:
Numerical model and experimental assessment
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Experimentally observed electrical breakdown voltages (UB) in high-pressure gases and supercritical fluids
deviate from classical theories for low-pressure gas discharges, and the underlying breakdown mechanisms for
the high-density fluids making the UB differ from those in the classical discharges are not yet well understood. In
this study, we developed an electrical breakdown model for the high-density fluids taking into account the effects
of density fluctuations and ion-enhanced field emission (IEFE). The model is based on the concept that a critical
anomaly of the UB (local minimum near the critical point) is caused by long mean free electron path leading to
a large first Townsend coefficient in locally low-density spatial domains generated by the density fluctuations.
Also, a modified Paschen’s curve considering the effect of the IEFE on the second Townsend coefficient was
used to reproduce the UB curve in the high-density fluids. Calculations based on the novel model showed good
agreements with the experimentally measured UB even near the critical point and it also suggested that the critical
anomaly of the UB depends on the gap distance. These results indicate that both the density fluctuations and the
IEFE have to be considered to comprehend the plasmas in high-density and density-fluctuating fluids.
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I. INTRODUCTION

The particle number density (n) of fluids whose temperature
(T ) and pressure (P ) are near the gas-liquid critical point (CP)
fluctuates heavily, both spatially and temporally, on a micro-
scopic scale [1–4]. Among the fluids near the CP, supercritical
fluids (SCFs), which are fluids in a state where T and P are
both above those at the CP, exhibit strong density fluctuations.
As a consequence of the fluid structure being subjected to the
density fluctuations, some physical and chemical properties of
the fluids, such as the thermal conductivity [5–8] and the speed
of sound [9], show anomalous behavior near the CP. In recent
years, in addition to such critical anomalies of thermophysical
properties, critical anomalies related to electrically charged
particles have been reported, for example, local minima
of breakdown voltages (UB) in micrometer-scale discharges
[10–14], local maxima of emission intensities in plasmas
generated by pulsed laser ablation [15], and the peculiar
behavior of cavitation bubbles subsequent to the generation
of plasmas by pulsed laser ablation [16]. Moreover, increased
yields in the syntheses of nanomaterials by discharge and
laser-ablation plasmas in SCFs near the CP have been reported,
such as silicon nanocrystals [17], nanodiamonds [18], and
molecular diamond [19,20]. These critical anomalies imply
that electron motion is highly affected by the local fluctuation
of the particle density in fluids near the CP; however, studies
on the motion of charged particles in such fluctuating fluids
have not allowed us to clarify the mechanism of these critical
anomalies.

In this study, we discuss the critical anomaly of UB that
has been observed in various fluids, such as carbon dioxide
(CO2) [10–12], water [12], xenon [12], air [13], and helium
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(He) [14]. In these studies, it was suggested that the local
minima of UB near the CP were caused by the concomitant
effect of efficient electron acceleration in a void space and the
low ionization potential of solid clusters [21–23], which are
both generated by the density fluctuations [10,12]. To evaluate
the effects of the density fluctuations on UB, two models have
been proposed. One was a modification of Paschen’s law [24],
which is a conventional empirical law where UB is expressed
as a similarity law as a function of the product of P and the
gap distance (d), by combining it with a power law containing
a dimensionless parameter FD [10–12,14], which expresses
the magnitude of the density fluctuations [1,2]. Although this
modification allowed the reproduction of experimental UB

values in each fluid reasonably well, this model was purely
phenomenological, making it difficult to link it to fundamental
physical observations. The other approach was a model that
introduced electron mean free paths near the CP, assuming a
“hard-sphere cluster model” [14]. It was assumed in this model
that the fluctuating fluids consist of spherical clusters and that
the spaces between these clusters can be assimilated to form a
particle-free region. However, since this model was too simple,
it could only reproduce the presence of the critical anomaly of
UB near the CP and could not reproduce UB quantitatively.

One of the notable characteristics of the critical anomaly
of UB is that it only has been observed in micrometer-scale
discharges (d < 5 μm) and that the local minimum of UB was
more pronounced for smaller d (∼1−3 μm) [10,12]. For larger
d ranging from 25 μm to 5 mm, the variation of UB and the
breakdown mechanisms in SCFs including the region near the
CP have been studied [25–31]. However, these studies have not
reported the existence of a local minimum of UB near the CP,
and the mechanism of the dependence of the critical anomaly
of UB on d has not yet been revealed.

A similar phenomenon, the deviation of UB from Paschen’s
curve at atmospheric pressure, which has only been observed
on the left branch of Paschen’s curve in very small gap
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discharges (typically: d < 10 μm), has been investigated
intensively [32–41]. The main motivation for these studies
was the prevention of unintended breakdown leading to spark
discharges as well as applications to gas sensing and analysis
and lighting [33,41]. The values of UB as a function of
Pd , including the deviation from the conventional Paschen’s
law, form the so-called modified Paschen’s curve [33–35].
Meanwhile, the deviation of UB has also been observed for
the right branch of Paschen’s curve at very high P (typically:
>1 MPa) [31,32,42–45]. The deviation from the right branch
has been observed at larger d, for example, for d = 1 mm
at about P = 1000 kPa at room temperature in air [44], for
d = 1.5 mm at about P = 80 kPa at T = 4.2 K in He [31],
and for d = 10 mm at about P = 200 kPa at room temperature
in SF6 [42]. The deviations from the conventional Paschen’s
curve have been reported to be caused by ion-enhanced field
emission (IEFE) from the metal cathode [32], and those from
the left branch of Paschen’s curve can be reproduced by a
mathematical formulation based on the Townsend breakdown
model by modifying the secondary Townsend coefficient
(γ ) [33,38,39], which indicates the number of electrons emit-
ted from the cathode per incident positive ion [46]. However,
the validity of the numerical expression for the modified
Paschen’s curve has not yet been confirmed for high P .

For a more detailed investigation of the electrical break-
down in high-density fluids with strong density fluctuations,
it is necessary to establish a new model of the electrical
breakdown that reproduces two characteristics of the electrical
breakdown near the CP, i.e., the critical anomaly itself and
its dependence on d. In this paper, we propose an electrical
breakdown model and discuss its validity by comparing UB

calculated using this model with the measured UB. Moreover,
we discuss the physics related to the electron motion in fluids
with large density fluctuations. It is expected that this discharge
model, which takes into account the density fluctuations, might
provide further insights into the motion of charged particles in
fluids exhibiting local density fluctuations, into the origin of
the critical anomaly of the electrical breakdown, and into the
other critical phenomena mentioned above.

II. ELECTRICAL BREAKDOWN MODEL CONSIDERING
DENSITY FLUCTUATIONS

In general, an SCF has intermediate properties between a
gas and a liquid, and can be divided into two regions by the so-
called Widom line [47], which represents the local maxima of
the density fluctuations FD in the SCF state extending from the
gas-liquid coexistence curve [3]: gaslike and liquidlike SCFs.
Therefore, there are three approaches to discussing the prop-
erties and phenomena in an SCF: expanding existing theories
from the gaseous phase (perhaps with some modifications),
expanding those from the liquid phase (with modifications),
or developing an original theory for SCFs. In this study, we
adopted the first approach and we propose a model based
on the conventional Townsend discharge model, in which the
following equation is satisfied when breakdown occurs:

γ [exp(αd) − 1] � 1, (1)

where α is the first Townsend coefficient, which indicates
the number of ionization events caused by an electron in a
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FIG. 1. Schematic of microscopic arrangements of fluid particles
subjected to density fluctuations in domains with large and small
volumes. The fluctuation of the local number density in a given
volume is emphasized when the volume is small.

unit-length path along an electric field. On this basis, we
modified α due to the density fluctuations and γ due to
the IEFE. We consider that the electrical discharges in the
experiments in this study and in our previous study [14]
were not corona- or streamerlike discharges because the
gap distances were too short, the surfaces of the electrodes
were too smooth, and the applied voltages were too small
for such discharge modes to occur. In addition, while the
breakdown voltages in liquid and liquidlike SCF regions were
reported to be independent of the pressure in negative corona
discharges [26,48], our experiments indicated the dependence
of UB on the pressure as shown in Sec. III. In the following,
the effect of density fluctuations on α is discussed in Sec. II A,
and then the modification of γ in the mathematical expression
for the modified Paschen’s curve is discussed in Sec. II B.

A. Modification of α due to density fluctuations

We introduce the effect of density fluctuations on electron
motion in the space between electrodes and the consequent
change in α. In our model, other significant effects of the
density fluctuations are not included, such as the low ionization
potential of cluster species, the generation of cluster ions, and
the change in ion mobility due to clustering. In addition, the
disturbance due to plasma-induced heating is not included
because it can be assumed that the electrical breakdown occurs
before the heating becomes dominant.

Figure 1 schematically illustrates the microscopic arrange-
ments of fluid particles in domains with large and small
volumes. The number of particles inside a given volume (indi-
cated as a circle in the figure) heavily fluctuates spatially and
temporally when the volume is comparable to the characteristic
volume of the fluctuation. The main characteristic of our model
is that it includes this nature of the density fluctuations. The
relationship between the standard deviation (ns) of the local
number density (nL) and the average number density (nave) can
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be expressed using a nondimensional parameter FD as [1]

ns

nave
=

√
FD

naveV
, (2)

where

FD ≡ 〈(N − 〈N〉)2〉
〈N〉 = (nsV )2

naveV
= kT

k0
T

, (3)

where 〈X〉 indicates the average of X, N the number of
molecules in a given volume V , kT the isothermal com-
pressibility, and k0

T the value of kT for an ideal gas. Since
kT can be calculated from thermophysical databases, such
as REFPROP [49], FD can also be derived similarly to
other thermophysical properties. Note that a larger FD means
larger density fluctuations and FD = 1 in an ideal gas under
any condition, which follows from the definition of FD.
Equation (2) indicates that ns does not only depend on FD and
nave but also on V . In other words, ns varies with V even under
the same thermophysical conditions. This means that to discuss
the effect of the density fluctuations on a specific phenomenon,
we must evaluate the characteristic volume related to the
phenomenon.

Our discharge model assumes that the electrical breakdown
initiates in a locally low-density spatial domain caused by
the density fluctuations. Figure 2 schematically illustrates
the microscopic structure of fluid particles with a random
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FIG. 2. (Color online) Schematic microscopic view of the cylin-
drical spatial domain along an electron path with a particle distribution
and electron acceleration in (a) an ordinary gaseous fluid with low
density fluctuations FD and (b) a fluid with large density fluctuations
(molecular clustering). An electron is accelerated by the applied
electric field and collides with atoms or molecules whose centers
are within the cylinder. The cross section of the cylinder is assumed
to be the total collision cross section. The gray circles with thin
circumferences indicate gas atoms or molecules and the circles with
thick circumferences indicate atoms or molecules that collide with
the electron.

distribution under conditions where the density fluctuations
are negligible [Fig. 2(a)] and large [Fig. 2(b)]. An electron is
accelerated by the applied electric field and collides with fluid
particles inside the cylindrical volume along the electron path
from the cathode to the anode. Figure 2 implies that an increase
in FD leads to an increase in the width of the distribution of
the mean free path of the electron (λ) even at the same density
and, as a result, λ can be larger in a local region of low density.

On the basis of this assumption, we discuss α. We also
assume that α/n can be expressed as a function of the
reduced electric field (E/n), as is the case for a normal
gas discharge. An expression for α/n can be obtained by
solving the Boltzmann equation for an electron with employing
cross-section databases or by the literature (for example,
Ref. [46]) as an empirical expression (often using P instead
of n, although P can only be used when the experimental
conditions ensure proportionality between P and n):

α

n
= C1 exp

[
−C2

(
E

n

)−1]
, (4)

where C1 and C2 are constants. In the following, we discuss
the effect of density fluctuations on the reduced electric field
E/n.

Concerning E, a homogeneous electric field is assumed
because there are only few charged particles between the
electrodes before breakdown occurs and the geometry of the
electrodes could be approximated as a plane-to-plane geometry
as described in Sec. III A 1. Under this assumption, E is
expressed as

E = U

d
, (5)

where U is the amplitude of the voltage between the electrodes.
In the evaluation of n, the density of the local low-density
spatial domain where the discharge occurs should be used in
the estimation of α. Therefore, estimating the actual nL where
the discharge occurs is essential for calculating α. The effect
of the density fluctuations on the value of nL is discussed in
the following.

Because of the density fluctuations, nL at any given time
and position has a distribution. Therefore, nL can be expressed
using nave and ns as follows:

nL = nave + xns = nave(1 + xns/nave), (6)

where x is a parameter indicating the magnitude of the
deviation from the average number density. The value of nave

can be estimated from T and P using thermophysical databases
such as REFPROP [49].

Figure 3 shows the distribution function of the local number
density n under the assumption of a Gaussian distribution and
the relationship between nave, ns, nL, and x. The value of x

should be negative because nL should be less than nave where
breakdown occurs. In the present model, x is assumed to be
constant for all conditions. This means that the proportion of
the volume of the locally low-density spatial domain where
breakdown can occur to the total volume between electrodes
is constant, even if the conditions change. For example, if
x = −1 when breakdown occurs and the distribution function
of nL is assumed to be Gaussian, then about 16% of the total
volume must contribute to the electrical breakdown. Similarly,
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FIG. 3. (Color online) Schematic of the probability distribution
function of the local number density with small and large density
fluctuations FD assuming that the probability distribution function is
Gaussian. The relationships among the average number density nave,
the standard deviation ns (n′

s for a large FD), the local number density
in the cylindrical domain nL (n′

L for a large FD), and the parameter
indicating the magnitude of the deviation from the average number
density x is illustrated. For a large FD, n′

L is lower than nL at the
same x. Domains with density lower than nL (or n′

L) contribute to the
electrical breakdown (shaded area). Note that the actual distribution
of the local number density is not Gaussian and the skewness is not
zero for almost all conditions.

if x = −2, then about 2.2% of the total volume must contribute
to the initial breakdown. In the calculation, we treat x as a
fitting parameter because we currently do not know how to
obtain an analytical estimate of x. When FD reaches a high
level, i.e., at conditions near the CP, nL is lower because ns

is higher and x is constant. Note that the skewness of the
local number density distribution is not zero for a gas, liquid,
or SCF, except for conditions corresponding to the Widom
line [50]; in other words, the distribution is not symmetric with
respect to the average number density for almost all conditions.
Therefore, the above percentages are only approximate values.

As expressed by Eq. (2), ns is related to both FD and V .
To evaluate V , we consider a local cylindrical spatial domain
along the path of an electron that accelerates from the cathode
to the anode (Fig. 4). Although the length of the cylinder
(L) should exceed d because the direction of electron motion
varies after each collision with a gas species, for simplicity, we
assume that L ≈ d. In high-pressure gases, since an electron
does not gain sufficient energy for each collision to be inelastic,
and because the electron is accelerated by repeated elastic
collisions, the value of λ is important. When λ is small,
the electron cannot easily gain sufficient energy between
collisions. On the other hand, electrons can be accelerated
efficiently for large λ. Therefore, to take into account collisions
between all electron and gas species, including elastic and
inelastic collisions, the cross section of the cylindrical spatial
domain (A) is assumed to be the total collision cross section
between the electron and gas species (σ ). σ can be expressed
as a function of the electron temperature (Te). Under these

Electron path

Electron-atom (or molecule) collision
Area: AVolume: V

Length: L ≈ Gap distance: d

C
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no
de
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FIG. 4. (Color online) Schematic of cylindrical spatial domain
along electron path between electrodes assumed in our model. As an
electron travels from the cathode to the anode, it changes direction
upon elastic and inelastic collisions with gas atoms or molecules in
the high-density fluid (electron path). In our model, we assume that
the length of the cylindrical spatial domain (yellow part along electron
path) L is almost identical to the gap distance d .

assumptions, the volume of the cylinder (V ) can be written as

V = AL = σd. (7)

From Eqs. (2) and (5)–(7), the effective reduced electric
field in a locally low-density domain E/nL can be expressed
as

E

nL
= U/d

nave[1 + x
√

FD/(naveσd)]
. (8)

By determining the parameters related to the gas species (σ )
and the experimental conditions (U , d, nave, and FD) and by
treating x as a fitting parameter, we can estimate the effective
reduced field E/nL. Then we can estimate α from E/nL by
solving Boltzmann’s equation or Eq. (4). The values of the
parameters used in this study are given in Sec. III A 2.

B. Modification of γ due to ion-enhanced field emission

To account for the effect of the high-density conditions on
electrical discharges, the model includes the modification of
γ due to IEFE. While the variation of the ion mobility (μ)
depending on n is also included in our model (see Sec. III A 2),
other major disturbances related to electrical discharges due
to the high-density conditions and condensation, such as the
change of collisional cross-sections due to clustering, are not
included.

We briefly introduce the modification of γ in the mathemat-
ical formulation of the modified Paschen’s curve [33,38,39].
Note that, although the mathematical formulation of the
modified Paschen’s curve introduced in this section is not
our original model, this work is the first to apply it to the
deviation of UB in the right branch of Paschen’s curve under
high-pressure conditions.

IEFE is field emission enhanced by the thinning of the
potential barrier in the vicinity of the cathode due to positive
ions approaching the cathode [32,41]. The assumption in the
mathematical formulation used in this study is that the potential
field is linearly modified by the approaching ions. The effect of
IEFE has recently been investigated by a fully analytical model
of the distortion of an electric field by positive ions near the
cathode [51]. However, the differences between the calculation
results for UB obtained by the model under the linear assump-
tion and by the fully analytical model are small (<10%) [51].
Since the parameters in this study such as d have an uncertainty
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of more than 10%, we consider that the model with the linear
assumption is sufficiently accurate for this study.

The mathematical formulation of the modified Paschen’s
curve including the effect of IEFE is introduced by incor-
porating the potential field of the approaching ions into the
Fowler-Nordheim equation. The Fowler-Nordheim equation
gives the field emission current jFE [52]:

jFE = CFNE2
A exp

(
−DFN

EA

)
, (9)

where CFN and DFN are parameters related to the work function
(φ) of the cathode and are loosely dependent on the electric
field. The effective electric field on the cathode (EA) is
expressed as

EA = βE, (10)

where β is the geometric field-enhancement factor. Although
field emission is known to be strongly affected by small
protrusions on the surface, modeled by the factor β, and β

can be estimated from the Fowler-Nordheim plot [53], we
did not evaluate β in our experiments because of difficulties
related to our experimental setup. The value of β has been
reported to be at least 15 despite the use of carefully prepared
surfaces [53] and, for example, a value of about 55 was
used in investigations on the deviation of UB from Paschen’s
curve in atmospheric-pressure micrometer discharges without
considering the microscopic surface condition [38,39,54].
Therefore, in Sec. III, β is used as a fitting parameter in our
calculation.

In the mathematical formulation of the modified Paschen’s
curve, γ is modified by IEFE as follows:

γ = γi + γ ′, (11)

where γi is the secondary electron emission mainly due to the
Auger neutralization effect [46] and γ ′ is that due to IEFE. The
value of γi is assumed to be independent of P in this model.
The following mathematical expression of γ ′ was originally
suggested by Boyle and Kisliuk [32] and implemented by
Radmilović-Radjenović and Radjenović [36]:

γ ′ = Kexp

(
−DFN

EA

)
, (12)

where K is a parameter, which has been analytically deter-
mined to be [39]

K = 10CFNβ2d

ε0μ
, (13)

where ε0 is the permittivity of vacuum.
CFN and DFN can be expressed as [55]

CFN = a1/[φt2(y)], (14a)

DFN = a2φ
3
2 v(y), (14b)

where a1=1.54 × 10−6 A eV V−2, a2=6.83 × 109 eV V m−1,
and t(y) and v(y) are nondimensional parameters that are
functions of a nondimensional parameter y. y can be expressed
as [55]

y = a3E
1/2
A /φ, (15)

where a3 = 3.79 × 10−4 eV V−1/2 m−1/2. We estimated
v(y) [53,56] and t(y) [53] to be

v(y) = 0.2792y3 − 1.180y2 − 0.09681y + 1, (16a)

t(y) = −0.06394y3 + 0.1422y2 + 0.03176y + 1, (16b)

which are expressions fitted to the values in the references.
We confirmed that the differences between the values in
the previous studies and the calculated values obtained from
Eqs. (16a) and (16b) are within 3% for both v(y) and t(y).

From Eqs. (12)–(16), we can estimate γ ′ by determining
the parameters E and d related to the experimental conditions.
Finally, UB can be estimated by substituting α calculated in
Sec. II A and γ calculated in Sec. II B into Eq. (1).

III. EXPERIMENTAL AND NUMERICAL RESULTS

A. Experimental and calculation conditions

1. Experimental conditions

To evaluate the validity of the breakdown model explained
above, we fitted the calculation results to experimental results
for the measurement of UB in He. The experimental setup
and procedure for measuring UB was identical to the one
adopted in the previous study [14]. The critical temperature
(Tc), critical pressure (Pc), and critical density (nc) of He
are 5.20 K, 227 kPa, and 17.4 mol L−1, respectively. UB was
measured using tungsten (W) electrodes in a point-to-point
configuration with tip radii of 25 ± 5 μm and d = 3 ± 1 μm.
We assume that the electric field between the electrodes was
quasiuniform because the tip radii were sufficiently large in
comparison with d. The adopted value of d in the calculation
for fitting to the experimental results was 2.7 μm because
the fitting curve was closest to the experimental results at
d = 2.7 μm. The temperature in the copper discharge cell
was reduced by a 4 K Gifford-McMahon refrigerator system
(RDK-205D and CKW-21, Sumitomo Heavy Industries),
controlled by a temperature controller (Model 331, Lakeshore)
by controlling the output current of a 50-W heater on the
wall outside the chamber and fixed at 5.30 K (T/Tc = 1.02)
or 5.50 K (T/Tc = 1.06). Experiments conducted using the
same setup and the same method at 5.10 K (T/Tc = 0.981),
5.25 K (T/Tc = 1.01), and 5.40 K (T/Tc = 1.04) have been
reported previously [14]. In this paper, we discuss the critical
anomaly of UB using the experimental data at T = 5.25, 5.30,
and 5.50 K. The maxima of FD at T = 5.25, 5.30, and
5.50 K are approximately 77, 40, and 14 at P ∼ 237, 245,
and 277 kPa, respectively, and these combinations of T and
P are located on the Widom line. The pressure range was
from 50 to 265 kPa at 5.30 K (P/Pc = 0.22−1.17) and from
50 to 300 kPa at 5.50 K (P/Pc = 0.22−1.32). These pressure
ranges correspond to the range of nave from approximately 1
to 22 mol L−1. We developed a measurement system to record
T , P , and UB simultaneously when electrical breakdown
occurred. Since the measurements were conducted with a fixed
inlet flow of 1 cm3 min−1, the pressure (density) continued
increasing during the measurements and there should not be
any duplicate measured UB values at the same density. The
increase in density between individual measurements was
below 0.1 mol L−1. However, in some figures in this paper,
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FIG. 5. (Color online) Variation of experimentally measured and numerically calculated UB with β at T = 5.30 K (T/Tc = 1.02) as a
function of (a) pressure P and (b) density nave for He. A large β indicates a strong concentration of the electric field in the vicinity of protrusions
on the cathode. The parameter x was set at −3 and the vertical dashed lines indicate the pressure or density on the Widom line at T = 5.30 K.
The gap distance d was set at 2.7 μm. An ideal gas (FD = 1) was assumed in the estimation of β without taking density fluctuations into
account. The curve at β = 0 corresponds to the classical Paschen’s curve.

some of the increases in density between measurements—
especially near the CP—are larger than 0.1 mol L−1 and more
than one value exists at the same density. This is because
the isothermal compressibility was so high that we could not
measure the difference in pressure for each measurement by
our three-digit pressure gauge (PG35, Copal). To avoid any
“conditioning effects” [31,44] that could affect the value of
UB, we started the measurements after more than 100 electrical
discharges at each T . All values of nave in our experiments were
calculated by REFPROP [49] using the measured values of T

and P . Details of the discharge and measurement systems are
given in Ref. [14].

2. Calculation conditions

To calculate UB in our model, the properties (expressed by
α, φ, γi, σ , and μ) should be determined. As mentioned in
Sec. II A, α/nL can be expressed as a function of E/nL. This

function was calculated by solving the Boltzmann equation
using the Boltzmann equation solver BOLSIG+ [57] with a
cross-section database of He [58] under the assumption that
the difference in the ionization potentials between an isolated
atom and its cluster is negligible because clusters in an SCF
near the CP are very unstable [59]. In the He-W system, the
work function φ and the secondary emission constant γi can be
assumed to be 4.54 eV and 0.21, respectively [46]. We adopted
the electron-atom impact (total) cross section of He [60] for σ ,
which is expressed as a function of the electron temperature
(Te). Te was calculated as a function of E/nL by BOLSIG+.
Since the total cross section σ was only measured for Te below
20 eV in the reference data [60], we conducted the calculation
for values of Te below 20 eV and all calculated data (shown
in Figs. 5–11) satisfied Te < 20 eV. Although the energy of
electrons varies as they move along the path from the cathode
to the anode, we did not take into account this temporal

FIG. 6. (Color online) Variation of experimentally measured and numerically calculated UB with different values of x at T =
5.30 K (T/Tc = 1.02) in He as a function of (a) pressure P and (b) density nave. A small x (a large absolute value of x) indicates that
the local volume nL and the volume contributing to the initiation of electrical breakdown are small. β was set at 22 and the vertical dashed
lines indicate the pressure or density on the Widom line at T = 5.30 K. The gap distance d was set at 2.7 μm. The experimental results are the
same as those in Fig. 5.
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FIG. 7. (Color online) Experimentally measured and numerically calculated UB as a function of P at (a) T = 5.25 K (T/Tc = 1.01) and
(b) T = 5.50 K (T/Tc = 1.06) in He. The lines (A) and (B) indicate the results calculated by our model. The gap distance d was set at 2.7 μm.
The line (C) is the modified Paschen’s curve at β = 22 without taking into account the effect of the density fluctuations. The line (D) is the
classical Paschen’s curve. The vertical dashed lines indicate the pressures on the Widom line at T = 5.25 K in (a) and 5.50 K in (b).

and spatial variation of energy and we used the average Te

value.
The ion mobility μ can be expressed using the reduced

mobility μ0 as

μ = μ0n0/nL, (17)

where n0 is the number density of the gas at standard
temperature (T = 273.15 K) and pressure (P = 101.325 kPa).
The value of μ0 was estimated using the effective reduced
electric field EA/nL:

μ0 = 5.06 × 10−3

(
EA

nL

)−0.4

, (18)

which is the fitted expression of the values for He+ in He at
5 K [61]. The units of μ0 and EA/nL in Eq. (18) are m2 V−1 s−1

and Td (=10−21 V m2), respectively. Since the difference of

FIG. 8. (Color online) Calculated breakdown voltage UB curves
for different discharge gaps d as a function of He fluid pressure P .
The temperature of the He fluid was fixed at 5.30 K and the fitting
parameters β and x were 22 and −3, respectively, which were the
best-fitted values in Figs. 5 and 6. The vertical dashed line indicates
the pressure on the Widom line at T = 5.30 K. The local minimum
of UB near the pressure on the Widom line can be confirmed at
d � 5 μm.

μ0 between 5 and 6 K at E/n > 6 Td is sufficiently small
(<2%) and the temperatures in our experiments were within
this range, we used the values at 5 K in this paper. The error
of μ0 calculated by Eq. (18) relative to the values in Ref. [61]
are within 1% for an electric field between 10 and 26 Td. All
values of E/nL in our calculation were >10 Td. Although
there were no available data above 26 Td in Ref. [61], we used
extrapolated values calculated by Eq. (18).

B. Comparison of model calculations with experiments in He

First, we evaluated the fitting parameter β by ignoring the
effect of the density fluctuations. In the calculation, we set
FD = 1, which is the value for an ideal gas and similar to
that for helium except near the critical point, and x = −3,
which is the most appropriate value as will be discussed later.
A large value of β indicates a large concentration of the

FIG. 9. (Color online) Ratio of the standard deviation ns to the
average number density nave for different gap distances d as a function
of pressure P , calculated by Eq. (2). The temperature T , the cross
section of a given volume A, and the parameter x were fixed at
T = 5.30 K, A = 5 × 10−20 m−2, and x = −3, respectively. Note that
x = −3 was the best-fitted value in Fig. 6. The vertical dashed line
indicates the pressure on the Widom line at T = 5.30 K.
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FIG. 10. (Color online) Calculated electron mean free path λ for
different discharge gaps d as a function of He fluid pressure P when
breakdown occurs. The temperature of the He fluid and the parameter
x were fixed at 5.30 K and −3, respectively, where x = −3 was the
best fitted value in Fig. 6. The local maximum of λ near the pressure
on the Widom line can be confirmed at d � 5 μm. The vertical dashed
line indicates the pressure on the Widom line at T = 5.30 K.

electric field in the vicinity of protrusions on the cathode. The
calculated UB and the experimental results at 5.30 K are shown
in Fig. 5 as functions of P [Fig. 5(a)] and nave [Fig. 5(b)]. The
calculated and measured values of UB in Figs. 5(a) and 5(b)
were the same. For the horizontal axis, nave is a more important
parameter than P for electric discharges in the gas phase
(especially when the experimental conditions do not ensure
proportionality between P and n), while the critical anomaly
of UB becomes more apparent when P is plotted on the x

axis. Therefore, we show graphs plotted against both P and
nave in the evaluation of the fitting parameters (Figs. 5 and 6).
After that, we show the values of UB and other parameters
only as a function of P (Figs. 7–11). Figure 5 shows that the
deviation of UB from Paschen’s curve starts at a lower pressure
(density) at higher β and that β between 20 and 30 appears to
be the most appropriate value for our experiments. This value
is reasonable for IEFE as mentioned in Sec. II B. Actually, we

adopted β = 22 because the most accurate calculation results
were obtained with this value, as discussed in the following.

Next, the evaluation of the other fitting parameter x was
conducted. The parameter FD corresponding to the given
thermophysical conditions was included in this calculation,
with β set to 22. The calculation results at 5.30 K as functions
of P and nave are shown in Figs. 6(a) and 6(b), respectively,
where the indicated experimental results are the same as those
in Fig. 5. Figure 6 shows that the UB calculated by our
model is in good agreement with the experimental results.
The modification of UB due to the density fluctuations was
strongly emphasized near the pressure (density) on the Widom
line and UB has a local minimum when x is less than −2. As
mentioned in the Introduction, since our electrical breakdown
model is based on the electrical breakdown model for the
gas phase, the breakdown model starts to deviate from the
experimental results when the fluid state becomes a liquidlike
SCF. The figure implies that x ∼ −3 is the most appropriate
value for this condition. A large absolute value of x indicates
that the local volume nL and the volume contributing to the
initiation of the electrical breakdown are small. The value of
−3 implies that the electron acceleration in 0.1% of the total
volume, where the gas particle density is less than nave − 3ns,
contributes to the discharge ignition.

By comparing the results obtained at different temperatures,
the dependence of the validity of our model on the thermophys-
ical conditions can be discussed. Figure 7 shows the calculation
results and experimental results at (a) 5.25 K (T/Tc = 1.01)
and (b) 5.50 K (T/Tc = 1.06). The experimental results at
5.25 K are the values reported in Ref. [14], and those at
5.50 K were obtained in this study. The four lines shown
in each graph in Fig. 7 are two fitting curves obtained by our
model with x = −3 [line (A)] and −2.3 [line (B)], the modified
Paschen’s curve without the effect of the density fluctuations
[line (C)] and the conventional Paschen’s curve [line (D)]. The
parameters for each line are indicated in the legends in Fig. 7.
The calculation results in Fig. 7 reproduce the critical anomaly
of UB, in common with Fig. 6, and the critical anomaly is
largest in the experimental results at 5.25 K, which is the value
of T closest to Tc in this study. While Figs. 6 and 7(b) show

FIG. 11. (Color online) Calculated (a) first Townsend coefficient α and (b) secondary electron emission coefficient due to the IEFE γ ′, for
different discharge gaps d as a function of He fluid pressure P at an electric field of E = 125 V μm−1, which was similar to the value of E

when breakdown occurs. The temperature of the He fluid was fixed at 5.30 K and the parameters β and x are 22 and −3, respectively, which
were the best-fitted values in Figs. 5 and 6. The vertical dashed lines indicate the pressure on the Widom line at T = 5.30 K.
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that the fitting curve with x = −3 exhibits good agreement, in
Fig. 7(a), the fitting curve with x = −2.3 has better agreement
than that with x = −3. These results imply that the effect
of the density fluctuations on UB in our model is slightly
overestimated or underestimated, although our breakdown
model allows us to qualitatively simulate the UB values well. It
is expected that a more quantitative discussion will be possible
once a more sophisticated analytical model that includes other
clustering effects in high-density gases, such as the changes in
ionization potential and ion mobility, has been proposed. An
electrical breakdown model for the condensed phase that takes
into account the density fluctuations will also be necessary for
a more quantitative discussion.

C. Dependence of the effects of density fluctuations on the
variation of UB as a function of the gap distance

We also calculated UB using the breakdown model to
investigate the dependence of the critical anomaly on d.
Figure 8 shows the calculation results of UB for gap distances
d = 2, 3, 5, 7, and 10 μm at a fixed temperature of 5.30 K. We
did not calculate UB for d = 1 μm because Te exceeds 20 eV
near the CP. As shown in the figure, the local minimum of UB

near the CP becomes evident with decreasing d, and the local
decrease can be observed when d is less than approximately 5
μm. This result is in good agreement with the tendency of UB

measurements in high-density CO2 near its CP with 1-, 5-, and
10-μm gap distances [12], and it is also consistent with the fact
that no critical anomaly of UB has been observed in studies with
longer gap distances [25–31]. When d decreases, the volume of
the locally low-density domain V at the breakdown decreases
because of the smaller length L due to the assumption of L ≈ d

in the breakdown model. As a result, ns/nave increases when
d decreases because ns/nave is proportional to V −0.5 [Eq. (2)].
In other words, as shown in Fig. 1, the effect of the density
fluctuations on electron motion increases when V decreases.
Our model has successfully included this nature of the density
fluctuations, which is why the effect of the density fluctuations
on UB becomes significant with decreasing gap distance d.

As shown in Fig. 7(b), the calculated values of UB [lines
(A) and (B)] are smaller than those obtained by the modified
Paschen’s curve [line (C)], even for conditions relatively far
from the critical point where the value of FD is similar to that of
an ideal gas (for example, FD < 2). In other words, the effect of
the density fluctuations on UB emerges even under conditions
far from the CP. This is due to the presence of the term xns/nave

in Eq. (6). In contrast, the effect of the density fluctuations
on UB was not included in previous electrical breakdown
models such as the conventional Townsend model [24] and the
models for the modified Paschen’s curve [33–35], although
density fluctuations exist even in an ideal gas where FD = 1.
This is because in electrical discharges with macroscopic gap
distances, the magnitude of ns/nave and its change as a function
of pressure are negligible. This is shown in Fig. 9, which
displays the variation of ns/nave for He as a function of pressure
for gap distances between 1 µm and 1 mm, where the effect
of the density fluctuations do not appear for gap distances
larger than a few microns. Therefore, even if, in principle,
the effect of the density fluctuations should be included in

gaseous electrical breakdown models, it can be ignored for
macroscopic gap distances.

IV. DISCUSSION OF THE EFFECTS OF DENSITY
FLUCTUATIONS ON THE ELECTRON MEAN

FREE PATH, α, AND γ

To discuss the electron motion in fluids using our model,
we calculated the mean free path of an electron in a cylindrical
spatial domain λ that can be expressed as follows:

λ = 1

nLσ
. (19)

Figure 10 shows the dependence of λ on d near the CP when
breakdown occurs. The value of λ has a local maximum near
the CP, which is due to the low nL at high FD, and this tendency
corresponds to the concept shown in Fig. 2. Regarding the
dependence of λ on d, both the value of λ and its increment
near the CP are larger at smaller d. This is simply due to the
dependence of nL on d. Thus, the dependence of nL on FD is
amplified with decreasing d.

In the following, the effects of the density fluctuations on the
two coefficients α and γ in the discharge models are discussed.
Figures 11(a) and 11(b) show the variation of the calculated
values of α and γ ′ with different values of d as a function
of P , respectively. The values in Fig. 11 are calculated for
T = 5.30 K at a constant electric field of E = 125 V μm−1,
which is similar to the value of E when breakdown occurs
near the CP in this study. As indicated in Fig. 11(a), the
magnitude of α increases with decreasing d, and the value
of α increases near the CP. Following Eq. (4), α can be
expressed as the product of a linearly increasing component
and a component that decreases exponentially with increasing
n. Therefore, small values of nL lead to large α. In other words,
since electrons can easily be accelerated in the case of a large
λ due to the large FD, α is larger near the CP. Thus, the density
fluctuations affect α by changing λ.

The value of γ ′ decreases with decreasing P , except for
conditions near the CP and small values of d (<5 μm), as
shown in Fig. 11(b). This can be explained as follows: since
the IEFE is a probabilistic event, the long residence time of
positive ions near the cathode due to high-P condition leads
to an increase in the probability of IEFE. In other words, the
decrease in the number density n due to decreasing P leads
to a larger μ [Eqs. (17) and (18)], then the large μ causes a
small K [Eq. (13)], and, finally, γ ′ decreases [Eq. (12)]. As
shown in Figure 11(b), γ ′ increases with increasing d, and
this is caused by the proportional relationships between γ ′ and
K and between K and d [Eqs. (12) and (13)]. Figure 11(b)
also indicates that γ ′ decreases slightly near the CP. This
means that the effect of IEFE on UB is suppressed when it
is coupled to the density fluctuations, and UB would increase
by the variation of γ ′ near the CP if there would be no
effect of the density fluctuations on α. The reason for this
is proposed to be as follows. The decrease in the local number
density nL due to the density fluctuations leads to a higher
μ, and the high μ causes a small γ ′, as derived from the
same discussion as dependency of γ ′ on P (cf. the explanation
further above). The magnitude of the decrease in γ ′ near the
CP becomes smaller with increasing d, and this is also because
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the effect of the density fluctuations is enhanced in small
volumes.

Next, we discuss the relation between the density fluctu-
ations and the IEFE near the CP, which both affect UB. As
mentioned above, while the variation of α near the CP in
Fig. 11(a) tends to raise UB, that of γ near the CP in Fig. 11(b)
tends to drop UB. However, the actual increase in UB due
to the decrease of γ ′ was not significant: The difference in
UB between the cases of considering and not considering the
variation of γ ′ due to the density fluctuations was less than
0.5%. This is because the variation of γ ′ due to the density
fluctuations was small and γ ′ is smaller than γi in this case.
Moreover, as shown in Eq. (1), γ affects the Townsend criterion
linearly, while α affects it exponentially. To summarize these
points, a small nL due to the density fluctuations leads to a
larger α and smaller γ , but the variation of UB near the CP is
dominated by the effect of the variation of α due to the density
fluctuations rather than γ .

V. CONCLUSION

We discussed two characteristics of electrical breakdown
near the CP, i.e., the critical anomaly itself, evidenced by a
local minimum and its dependence on d. We developed an
electrical breakdown model based on an extension of the gas
discharge theory (Townsend theory) with modifications of α

due to the density fluctuations and γ due to the IEFE. For
the modification of α, we developed a model based on the
concept that the breakdown occurs in a locally low-density
spatial domain resulting from the density fluctuations. The
results of the model suggested that increasing FD leads to
an increase in the mean free electron path λ, leading to an
increase of the first Townsend coefficient α in locally low-
density spatial domains. Consequently, the enhanced electron
acceleration causes the critical anomaly of UB. Moreover, we

reproduced the gap limitation of the critical anomaly of UB by
incorporating the nature of the density fluctuations in terms of
their dependence on the characteristic volume in the model.
Concerning the modification of γ due to IEFE, we confirmed
that the mathematical expression for the modified Paschen’s
curve [33,38,39] can be used to derive the deviation of UB from
the right branch of the conventional Paschen’s curve. We also
found that, while the effect of IEFE is important for electrical
discharges under high-pressure conditions, the modification
of γ by the density fluctuations near the CP is negligible.
These results and the discussion suggest that our breakdown
model describes the microscopic relationship between electron
acceleration and the density fluctuations well and therefore
allows the microscopic density fluctuations to be linked to the
macroscopic behavior of UB. We believe that the discharge
model presented in this work will not only improve studies
on breakdown phenomena and electrical properties in high-
pressure gases and SCFs including fluids near the CP but also
allow the investigation of other critical anomalies that involve
fluctuations, particularly in the field of electric discharges.
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