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Fast-electron refluxing effects on anisotropic hard-x-ray emission
from intense laser-plasma interactions
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Fast-electron generation and dynamics, including electron refluxing, is at the core of understanding
high-intensity laser-plasma interactions. This field is itself of strong relevance to fast ignition fusion and the
development of new short-pulse, intense, x-ray, γ -ray, and particle sources. In this paper, we describe experiments
that explicitly link fast-electron refluxing and anisotropy in hard-x-ray emission. We find the anisotropy in x-ray
emission to be strongly correlated to the suppression of refluxing. In contrast to some previous work, the peak of
emission is directly along the rear normal to the target rather than along either the incident laser direction or the
specular reflection direction.
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In high-intensity laser-plasma interactions, it is common
to generate a population of so called fast (or hot) electrons
via absorption mechanisms such as resonance absorption and
J×B acceleration [1]. Typical fast-electron energies range
from several tens of keV to several MeV [2–7] depending on
the intensity of the laser and the wavelength. It is common
to characterize them by an effective temperature even if
they do not strictly follow a Maxwellian distribution. This
effective temperature is usually greatly in excess of the
so called “thermal” temperature of the plasma that may
arise as a result of collisional absorption processes such as
inverse bremsstrahlung. The dynamics of fast electrons as they
penetrate a solid density target are of great interest, partly due
to their relevance to fast ignition fusion schemes and partly due
to the central role of electron dynamics in the development
of laser-based ion acceleration schemes [8] and x-ray and
γ -ray sources that can be used in a variety of scientific
applications [9–12]. A phenomenon that has been previously
observed is the refluxing of electrons. In this process, fast
electrons created from the laser plasma interaction can travel
through the foil until they reach the rear, where space-charge
effects prevent most of them leaving the foil but pull them back
into the foil after a change of direction. A small number of very
energetic electrons will escape the target until space charge
prevents further losses. This depends on the size and geometry
of the target as well as irradiation conditions. The efficiency
of refluxing has been discussed by Myatt et al. [13], who
present estimates based on a capacitive model for picosecond
irradiation at 1.06 μm. For our conditions with mm sized
targets and 2 × 1018 W cm−2 irradiance (see below), we expect
in excess of 99% efficiency, similar to that assumed by Quinn
et al. [14]. In the case of bare foils, a retarding electric
field caused by the escape of charge pulls back electrons.
When a dielectric layer is added, this retarding electric field
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penetrates into the dielectric and causes electrical breakdown,
as discussed by Tikhonchuk [15]. This breakdown dissipates
energy, and a return current can neutralize the fast electron
current, thus allowing fast electrons to be deposited in the
dielectric layer and not be refluxed to the metallic foil. The
refluxing process has previously been observed via its effect
on K-α radiation emission [13,16,17] and also as transverse
refluxing from target edges in limited area targets [18]. Another
important characteristic of intense laser-plasma interaction,
seen at high intensity, is the anisotropy in hard-x-ray emission
that can result from beamlike behavior of fast electrons,
e.g., [19,20].

In this paper, we discuss the coupling of these two effects
through the observation of hard-x-ray emission that changes
from isotropic to anisotropic as we introduce a layer of epoxy to
the rear of the laser-irradiated foils. The observations are made
at irradiances in the relativistic regime. The experiment was
carried out with the high-power laser system TARANIS [21],
situated at Queen’s University Belfast. This Nd:glass chirped-
pulse-amplified laser provides pulses of 800 fs full width at
half-maximum (FWHM) duration at 1.053 μm wavelength.
The amplified spontaneous emission (ASE) intensity contrast
of the laser at 2 ns before the main pulse was measured to
be 10−7. The prepulse activity consisted of a few picosecond
duration prepulses at up to approximately 2.4 ns ahead of the
main pulse, with an intensity contrast of 2 × 10−7 compared
with the main pulse. The p-polarized beam was focused by
an F/3.3 off-axis parabola (OAP) to a focal spot of 12 μm
FWHM diameter containing 50% of the energy [22]. For this
experiment, we estimate a peak intensity of just under 2 ×
1018 W cm−2 (normalized vector potential a0 ∼ 1.3) for 45◦
incidence on target for a 5 J shot. Targets were foils of Ti that
were either bare or backed by a thick (∼1 mm) layer of epoxy
(A/epichlorohydrin, C21H25ClO5).

A schematic of our experiment is shown in Fig. 1(a).
We fielded simple but robust instruments that measured the
bremsstrahlung radiation generated by interaction of the fast
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FIG. 1. (Color online) (a) Layout of the experiment showing the
relative positions of the detectors to the laser pulse direction. The
fronts of the detectors are all 440 mm from the target with the image
plate 590 mm from the target. (b) Sketch of the detector construction.
A is the polystyrene layer, B is the lead collimating slit, C is lead
shielding around the C-tube, D is the lead filter array. E is the IP
sample and F is a removable lead shielding disc. The dashed lines
show the placement of the outer Pb shielding. The total length of the
instrument is 150 mm.

electrons with the foil. These are shown in the cross section in
Fig. 1(b). The main bodies of the detectors were constructed
from sections of aluminum lens tubing. A front disk of
1-mm-thick lead with a slit measuring 25 × 5 mm acted as
a collimator, which limited signal measurement to the region
directly in line with the detector. Strips of lead were used to
create a 12-filter array in the middle with thicknesses from
50 to 325 μm. A piece of image plate (IP) was placed in
a short, removable piece of tubing at the end, 7.5 cm away
from the filters, to reduce fluorescence signal from the filters.
The instruments were surrounded by shielding made of a
1.8-mm-thick lead sheet; a 30 mm diameter lead disk made
of the same material was placed in the rear of the removable
lens tube section to protect the IP sample from exposure to
the rear. Comparison of the signal through the different filters
of this array allowed us to estimate the effective fast-electron
temperature by making some plausible assumptions about the
bremsstrahlung spectrum.

Up to 14 such detectors were placed at a total of 15
positions in the horizontal plane all around the target with
the image plate 590 mm from the target. An exception was

detector 11, which was slightly above the horizontal plane
(21◦) to look past a mirror mount. Most shots used 12 detectors,
but sometimes two additional detectors with a six-filter array
(50–300 μm Pb) were deployed. Between the targets and the
detectors were 3-mm-thick layers of polystyrene. This is thick
enough to be beyond the range of all electrons below 700 keV
but still virtually transparent to all photons detectable through
the lead filters. Previous work with a single detector [22]
had indicated that resonance absorption was the dominant
absorption mechanism and that the fast electron temperatures
were below 100 keV for our conditions, and so very few
fast electrons could reach the detectors to cause fluorescence.
Using scaling arguments [23] and estimates of the number
of electrons escaping [13], we estimate that bremsstrahlung
caused by electrons hitting the polystyrene accounts for less
than 1% of the signal at the image plate and is negligible in
terms of signal to noise for all filter channels.

The image plate used [24,25] has been calibrated out to
662 keV. By measuring the signal levels in mPSL (PSL
denotes photostimulation level) through the different filters and
assuming an effectively Maxwellian electron distribution as an
approximation, we can not only estimate the total hard-x-ray
conversion efficiency [(1–1.5) × 10−4] but we can also infer
the effective electron temperature from the ratio of signals
through the known filter thicknesses.

Before we discuss the results of our experiment, it may be
of interest to see what level of anisotropy is expected in the
bremsstrahlung x-ray signal. We expect, as seen below and
from earlier work [22], to have fast-electron temperatures of
around 60 keV. This is only a fraction of the mass energy
but still leads to an electron speed of ∼0.45c. We can see in
Fig. 2 that we do indeed expect a strong anisotropy even when
considering the lowest energy of detected photons and typical
electron energies.

In Fig. 3 we can see a typical raw image for detector 8
placed 30◦ from the front normal of the target. We show data
from a Ta target for comparison because the higher level of
emission allows us to more clearly see the filter boundaries,
and this helps in the analysis. We did not use Ta generally
for this work as this would introduce opacity effects for the
thicker targets, which would complicate the analysis. We can
also see in Fig. 3 an averaged line out for one of the rows of
filters, showing the signal uncorrected for background. We can
see that the image plates have a general background level of
a few mPSL that is fairly uniform and easily removed from
the data. This background is only there when data are taken
and so probably originates from fluorescence. A study of the
fluorescence [26] using a modified detector design indicated
that the background dropped with a filter-image plate distance
up to about 50 mm but it did not change beyond this, indicating
that we minimized the background and that fluorescence from
the chamber and detector body may be responsible.

In Fig. 4(a), we can see a typical comparison of a
background-subtracted signal through the filters with a predic-
tion for a single effective Maxwellian fast-electron temperature
of 62 keV. The error bars in this figure simply represent the
standard deviation in the averaged line out, as seen in Fig. 3(b).
Error bars in quantities such as angularly resolved emission
profile and temperature, derived below, are calculated from
statistical analysis of multiple shots. As noted above, it is
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FIG. 2. (Color online) Expected x-ray emission as a function of
angle relative to direction of an electron for various electron energies.
The angular variation is given by the formula of [32] which is shown
to match detailed partial wave calculations [34]. The radial axis has
a maximum of 3 × 10−50 ergs sr−1 Hz−1 atom−1 electron−1 cm−2 in
both graphs. In (a) we look at 25 keV photon emission which is at the
low end of what is transmitted through the filters but close to the peak
of image plate sensitivity. We choose electron energies such that the
photon energy is respectively 0.9, 0.5 and 0.2 of the electron energy.
In (b) we do the same for 50 keV photon emission.

common in the literature to describe the hard-x-ray spectrum
from laser plasmas in terms of a single effective temperature.
In this case, this seems to be a reasonable approximation. The
data in Fig. 4(a) are fitted with a least-squares approach, and no
attempt to add a second component of emission at a different
effective temperature resulted in a better fit.

The correspondence between the slope of the x-ray spec-
trum from a solid foil and the fast-electron temperature
requires some discussion. McCall [23], for example, pointed

BG

FIG. 3. (Color online) (a) Raw data image for channel 8 Ta target
shot showing the clear demarcations of the Pb filters along with
thickness in microns. The color bar is in mPSL units and the thinnest
filter is slightly saturated on this scale to allow the reader to better see
the filter boundaries. (b) Raw image of the data for channel 8 for a Ti
target. (c) Averaged line out of the top row of filters, running from 75
to 325 μm Pb in steps of 50 μm showing demarcations of the filters
and thicknesses. The background (BG) level is also shown.

out that for measurements made at lower photon energies, the
slope of photon emission does not necessarily correspond to
the fast-electron temperature for one- and three-dimensional
Maxwellian electron distributions. Our diagnostic does not
measure the slope but integrates across all energies for
each filter, and so, to test its validity, we have used a
simple model based on the experimental observation that
for monoenergetic electrons of energy, Ee, impinging on a
foil, the bremsstrahlung energy emission spectrum scales as
I = CZ(Ee − Eν)α , where Eν is the photon energy, α is a
constant close to unity (1.15 for Ti), and Z is the atomic
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FIG. 4. (Color online) Sample data for 10 μm Ti foil viewed
at 30◦ to front normal. The best fit is to 62 keV. (b) Fast-electron
temperature determined for epoxy-coated foils and shots on bare
foils. The values are averages over several shots (typically three to
four) and the error bars show the standard error in the mean.

number of the foil material [23,27,28]. With this, we have
predicted the signal that would be detected through our filter
array for a given fast-electron distribution. By taking this
predicted spectrum and working back to estimate temperature,
we have determined that, for a purely exponential electron
distribution (two-dimensional Maxwellian), the assumption
of an exponential spectrum in analyzing the bremsstrahlung
reproduces the assumed hot-electron temperature accurately.
However, if the fast-electron distribution is one-dimensional,
then there is a systematic underestimate of temperature
by up to 20% at the highest values and an overestimate
of similar magnitude if the electron distribution was fully
three-dimensional. The analysis presented here assumes a
two-dimensional Maxwellian.

In Fig. 4(b), we see the effective temperature determined
at the full range of angles for both epoxy-coated and uncoated
foils. For the epoxy-coated data, we have included the
relatively small effect of absorption in the 1 mm epoxy layer,
assuming the fast electrons do not penetrate far into the
epoxy. As stated above, earlier work [22], with similar laser
and target parameters, indicated that resonance absorption
was the principal absorption mechanism. The temperature
could be represented by the model of Wilks and Kruer,

T h (keV) ≈ 10[TcI15λ
2]1/3 [29], where Tc is the background

electron temperature in keV, I15 is the intensity in units of
1015 W cm−2, and λ is the wavelength in μm. Using this
scaling and the data in Fig. 4, we estimate Tc = 100 eV for
the present run. For comparison, HYADES [30] simulation of
the prepulses indicated a preformed plasma with density scale
length 2.4 μm and temperature 50 eV at critical density prior
to the main pulse interaction.

The averaged temperature from several shots for both types
of target foil is shown in Fig. 4(b). For the epoxy-coated case,
there is evidence that the inferred emission temperature is
systematically lower than for uncoated foils when we look
toward the front normal (from 270◦ round to 90◦ in Fig. 4 or
from detectors 14 CW round to 9 in Fig. 1). This can be related
to the lack of refluxing of fast electrons and their anisotropy
in hard-x-ray emission. As noted, we have attempted to fit the
data from the detectors to a bi-Maxwellian distribution, but we
have failed to find fits that are better than a single Maxwellian.
We should note that this does not mean there is only one
temperature of electrons. In addition to the bremsstrahlung
from fast electrons penetrating the solid foil, there should be
a so called “thermal” background emission coming from the
plasma created on the laser-irradiated side. However, our Pb
filters means that the detection system is effectively insensitive
to x rays of energy below 25 keV, and this source of emission
contributes little to the signal.

In Fig. 5(a), we can see a plot of the signal level on the
image plate detected through the 50 μm Pb filter layer for
both 10-μm-thick bare foils and 10-μm foils coated in epoxy.
The data are in terms of a raw signal on the image plate,
but a slight normalization was applied to account for laser
energy variations, although no shot was more than 6% from
the average. Since the lead filter effectively cuts out emission
below 25 keV, absorption in the epoxy has a minimal effect on
signal.

In Fig. 5(a) there is a wide but distinct peak in the rear
normal direction for the case of epoxy-coated targets, whereas
the bare foil case is significantly more isotropic. The ratio
of the signal to the rear and front target normal directions
is ∼3.4 for the epoxy-coated case. In addition, the overall
emission is lower in the case of epoxy-coated targets for all
directions. The data for 10 μm epoxy-coated foils but taken
through thicker Pb filters all the way to 300 μm show a similar
peak at the rear normal, although the ratio of the signal between
the rear and front normal directions increases to nearly 5, as
might be expected for a detection channel that samples higher-
energy photons coming from the most energetic electrons.
The solid line in Fig. 5(a) is a calculation made using the
angular variation formulated originally by Kirkpatrick and
Wiedmann [31,32], which has been shown to agree very well
with tabulated partial wave calculations [28,33]. We have
averaged it over a beam of electrons with energy distribution
given by f (E) = A exp(−E/Th), where Th = 50 keV is an
effective fast-electron temperature, based on the analysis
presented above. Spectral summation was carried out over all
photon energies (out to Eph = 10Th) using the bremsstrahlung
spectrum approximation discussed above [23,27,28], which is
folded with the exponential electron distribution to give an
effectively time-integrated spectrum. The transmission for a
50 μm lead filter [34,35] and the image plate response [24,25]
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(a)

FIG. 5. (a) Signals through the 50 μm Pb filters for 10-μm-thick
bare and epoxy-coated foils. The solid line is a prediction of
the angular dependence for a collimated beam of electrons at a
temperature of 50 keV based on the angular dependence given by
Kirkpatrick and Wiedmannn [31]. The dotted and dashed lines include
broadening due to electron divergence as described in the text for bare
foils and epoxy-coated foils, respectively. (b) Similar data for 50 μm
Ti with and without epoxy.

as a function of photon energy have both been folded in. The
dashed and dotted lines are calculated by taking the angular
emission model for a beam of electrons and folding with the
electron divergence, as discussed next.

We have simulated our experiment using the ZEPHYROS

3D macroparticle hybrid simulation code [36,37]. This code
injects an exponential distribution of fast electrons with a
fixed effective temperature in a square pulse into a solid
target. A resistivity model for Ti and a scattering model for
fast electrons help to calculate the evolution of the current,
magnetic and electric fields, and electron trajectories. We have
used the code to track the momentum of each electron in the
simulation. In doing so, we were able to generate temporal
snapshots of the momentum direction of each macroparticle.
With a postprocessor we were able to calculate the energy
and direction with respect to each detector in the horizontal
plane. We then used the spectral emission profile given by a
corrected Bethe-Heitler approximation, again shown by Salvat
et al. to be a good approximation to tabulated partial wave

calculations [28,33]. By folding this with the normalized
angular distribution of x rays calculated from Kirkpatrick-
Wiedmann [31,38], we were able to predict the emission
as a function of angle. By averaging over snapshots every
200 fs until the fast electrons decay (2 ps), we generated a
time-integrated prediction. Our results for 10 μm foils can
be seen in Fig. 5(a). The best results were found for an
initial electron divergence full angle of 50◦. As we can see,
for the epoxy-coated targets there is a very good fit. This is
not surprising, as a similar divergence was found in earlier
work with the same laser under similar conditions [22]. In
this respect, our hard-x-ray data that relate to the direction of
fast-electron flow are complementary to and consistent with
the K-α data in [22] that relate to the spatial location of
fast-electron flow. Our inferred divergence is also consistent
with the recent simulations of Ovchinnikov et al. [39], which
were made for laser pulses of the same wavelength and a
similar duration to ours. For the bare foils, the predicted
emission is more isotropic, as seen in the experimental data.
The simulation, however, does show slight dips centered
around 90◦ and 270◦, which are the directions along the
target surface. This is likely to be due to the simulation,
which does not include target hydrodynamics, assuming a
mirrorlike reflection of electrons from the rear surface of
the foil. Nevertheless, the overall agreement between what
is expected experimentally for the two cases and what is
predicted is good and clearly illustrates the connection between
the anisotropy and refluxing.

In Fig. 5(b), we see similar data but taken for 50 μm
Ti foils. In this case, we see anisotropy in both cases and
a peak emission that is slightly higher than for the 10 μm
foil cases. This can be explained relatively simply. For a
typical electron temperature of 50 keV, the range of an average
energy electron is 30 μm in Ti. This means that in the 10 μm
foils, the electrons reach the rear of the foil and reflux, thus
enhancing the bremsstrahlung emission over the epoxy case,
and also, since they change direction, it causes a more isotropic
emission. For the 50 μm foil, most electrons do not reach the
rear of the foil, and so without refluxing the anisotropy is
similar to the epoxy-coated case. For the thicker Ti foils, we
might expect scattering to lessen the anisotropy, and indeed
we can see that the ratio of the rear normal to the front normal
signal drops to 2.4 for the 50 μm foils. However, we can see
that the simulated distribution determined with ZEPHYROS in
the same way as for the 10 μm case seems to fit quite well.
Any additional scattering within the foil is clearly not enough
to remove the anisotropy in the x-ray emission totally.

It is of interest to see the effect of refluxing on other
parameters within the ZEPHYROS simulations presented above.
In Fig. 6, we can see the fast-electron density mapped. The
simulations use an nx = 40, ny = 125, nz = 125 grid, where
x is the direction of propagation through the foil, left to right.
The foil thickness is 10 μm. The divergence was set to 50
degrees full angle as for the simulations above. As in previous
work [22] with the same laser where the K-α source size was
determined to be a minimum of 70 μm, we have set the effec-
tive spot size to this value to account for the spreading of fast
electrons out from the focal spot region before entering the foil.

The effect of refluxing in enhancing the fast electrons within
the Ti foil is clear to see in Fig. 6, where there is roughly a

033107-5



K. MCKEEVER et al. PHYSICAL REVIEW E 91, 033107 (2015)

FIG. 6. (Color online) Fast-electron density for simulated 50 keV
effective electron temperature in Zephyros (a) without refluxing and
(b) with refluxing. The data are taken in a snapshot at 0.8 ps, which
is just at the end of the pulse in the simulation. In (b) the solid line
shows a line out from the center of the foil indicating roughly 20%
variations in electron density.

doubling of fast-electron density. For the refluxing case, we can
see that there is also enhanced evidence of some filamentation
in the fast-electron density with variations of about 20%
across the electron beam. In Fig. 7, we see a clear difference
again between the cases in which we consider the magnetic
field. The small saturated regions in the refluxing case have

FIG. 7. (Color online) The z component of the magnetic field at
the center plane of the target for the same conditions as Fig. 6 (a)
without refluxing and (b) with refluxing.

magnetic fields reaching 1300 T, while in the nonrefluxing
case they reach 800 T. The main difference, however, is in
the strong appearance of interlacing “fingers” of magnetic
fields in opposite directions. This is due to the interaction
of two opposing streams of fast electrons. We expect in the
nonrefluxing case that a Weibel-type instability can form due
to the interaction of the fast electrons and the induced return
current. The electrons reflected from the rear of the foil interact
with the “incoming” fast electrons to enhance this in the
refluxing case. The use of polarimetric reflection techniques
to measure the magnetic field on the rear of laser-irradiated
foils has been discussed by Chatterjee et al. [40], and this
could in principle be applied to the bare foil case. However,
experimental comparison of bare to coated foils in this case
would require a rear surface layer that would allow the probe to
pass unhindered but also absorb all the fast electrons reaching
the rear of the foil. This would be a significant technical
challenge.

In Fig. 8 we can see the background temperature in the
simulation. We can see a clear difference in the two cases,
with enhanced fingers of higher temperature in the refluxing
case linked to the high fast-electron density regions caused by
the instability in the magnetic field.

Anisotropic x-ray emission has been seen to occur be-
fore [19,20], but it has generally been seen to occur at
higher irradiance with electron temperatures in the strongly
relativistic regime. In our case, the temperatures are somewhat
lower but still relativistic (β > 0.5). Furthermore, in [19,20],
the peak in hard-x-ray emission is seen in the direction closer
to specular reflection of the incident laser pulse. This has been
connected to acceleration of electrons in the direction of the
reflected pulse via the J×B mechanism, which is relevant at the
higher intensities used. In other previous work [41] with much
higher intensities and a more limited number of detectors, the

FIG. 8. (Color online) Background temperature at the center
plane of the target for the same conditions as Fig. 6 (a) without
refluxing and (b) with refluxing.
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hard-x-ray yield was seen to peak in a direction normal to
the target rear, although no measurements were made from
the front, laser-irradiated side. In that work, a top modest Z

layer (Al) covered the main Ag target, polystyrene was used
to limit refluxing, and comparison was not made without the
polystyrene. Work by Norreys et al. [42] showed a peak in
>10 MeV γ rays that is between the target rear normal and
the direction of the laser propagation. Again, measurements
to the rear of the target only are presented, and in that case
the mechanism for absorption of the laser energy to generate
the required electron energies is likely to be quite different
from our case. Finally, we note the paper by Li et al. [43],
in which the fast electrons ejected from a target are detected.
In that paper, the irradiance is similar to that used by us, but
the pulse duration is much shorter (30 fs). At 45◦ incidence
on target they see electrons above 300 keV predominately
ejected normal to the target surface but with some evidence
of electrons pushed along the target surface, a feature that
becomes dominant at a higher angle of incidence (70◦). In
comparing this to the present work, it is worth noting that
Li et al. detect only the higher-energy electrons that escape
the target while our x-ray measurements are produced by the
bulk of fast electrons within the target. It is possible that in
our work, a small high-energy tail of electrons could exist,
created by, for example, J×B heating, and that measurement
of escaping fast electrons would show this. However, the x-ray
emission is, from our data, evidently dominated by a more
modest temperature (∼60 keV) population that is likely to be
contained with the target.

In summary, we have made several key observations in our
experiment. First, we have observed anisotropy in hard-x-ray
emission at lower intensities than in previous work, at the
lower limit of the relativistic regime with fast electrons below
100 keV average energy. This may initially seem surprising

but is less so when we consider that these electrons are still
traveling at around half light speed, and relativistic transfor-
mation of the emission cross section is considerable, as seen in
Fig. 2.

Secondly, the peak emission is directly in the direction
normal to the rear of the target. This is due to resonance
absorption being the dominant electron heating mechanism,
which means that electron acceleration is primarily along
the density gradient normal to the target. This is entirely
consistent with operating in the weakly relativistic regime
where mechanisms such as J×B acceleration are not yet
dominant. In modeling the x-ray emission angular profile,
we have derived a value for the electron beam divergence
that is in good agreement with predictions [39] and previous
measurements [22] made with a different technique but under
similar conditions.

Next, the measured effective temperature of the fast
electrons has been shown to be more isotropic than the x-ray
emission intensity. This is consistent with the observation
that a single Maxwellian approximation fits the data better
than a two-temperature approximation. Finally, we have made
observations directly linking angular distribution of hard-x-ray
emission from intense laser-plasma interactions with electron
refluxing. We have, in fact, been able to switch the anisotropy
on and off. The significance of this work is that electron
dynamics can be revealed through hard-x-ray emission and
understanding this is key to understanding and developing
applications of intense laser-solid interactions such as particle
beam generation.

This work was supported by the UK Engineering
and Physical Sciences Research Council (Grants No.
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