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Advanced dynamic-equilibrium model for a nanobubble and a micropancake on a hydrophobic or
hydrophilic surface
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The dynamic-equilibrium model for stabilization of a nanobubble on a hydrophobic surface by Brenner and
Lohse [M. P. Brenner and D. Lohse, Phys. Rev. Lett. 101, 214505 (2008)] has been modified taking into account
the van der Waals attractive force between gas molecules inside a nanobubble and solid surface. The present
model is also applicable to a nanobubble on a hydrophilic surface. According to the model, the pressure inside a
nanobubble is not spatially uniform and is relatively higher near the solid surface. As a result, there is gas outflux
near a hydrophilic surface, while near a hydrophobic surface there is gas influx which has been already suggested.
In the present model, the radius of curvature for a nanobubble depends on the distance from the solid surface
because the pressure depends on it. The shape of the micropancake, which is a nearly-two-dimensional bubble,
is reproduced by the present model due to the strong dependence of the radius of curvature on the distance from
the solid surface. The effect of temperature on the stability of a nanobubble or micropancake is also discussed.
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I. INTRODUCTION

Following the suggestion by Parker et al. in 1994 [1]
on the presence of stable nanobubbles on a hydrophobic
surface, they have been directly observed with scanning atomic
force microscopy (AFM) since 2000 [2–10]. Nanobubbles
are usually formed by the exchange of a short-chain alcohol
with water on a solid substrate called the standard solvent
exchange procedure [6,11,12]. The reason for the nanobubble
formation is the supersaturation of water with gas because
the solubility of gas (air) in short-chain alcohol is about one
order of magnitude larger than that in water. The evidence
for the gas state inside a nanobubble has been experimentally
reported by Zhang et al. [6,13] by the observation of rotational
fine structure in the infrared (IR) spectrum of CO2 and D2O.
The average gas pressure inside a nanobubble was estimated
from the IR spectrum as 1–2 atm. In addition, surface-plasmon
resonance measurements revealed a lower refractive index of
nanobubbles than water, which provides supporting evidence
that the nanobubbles are in the gas state [6].

A nanobubble on a solid surface (surface nanobubble) has
the shape of a lens with the height of several to several
tens of nanometers and the lateral diameter of about 1 μm
[10,14]. It means that the radius of curvature of a nanobubble
is typically less than 1 μm. Then, the internal pressure is
higher than 2.4 atm [p = p0 + 2σ/R, where p0 is the liquid
pressure (1 atm), σ is the surface tension (7.3 × 10−2 N/m
for water at 20 °C), R is the radius of curvature, and 2σ/R

is called the Laplace pressure]. The normal diffusion theory
predicts the lifetime of a nanobubble is less than about 10 ms in
gas-saturated water [15,16]. Nevertheless, the experimentally
observed lifetime of a nanobubble was many orders of
magnitude longer (more than 4 days for air bubbles and 1–2
hours for CO2 bubbles) [6].

Several hypotheses have been proposed to explain the
surprisingly long lifetime of surface nanobubbles [14,17–32].
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One explanation is that the gas-water interface of a nanobubble
is shielded by a layer of impermeable contamination [19].
It hinders diffusion of gases from a nanobubble, thereby
increasing the lifetime. However, German et al. [29] exper-
imentally showed that gas transfer actually took place across
the surface of a nanobubble on a soild surface by measuring
the rotational fine structure of CO2 in the IR spectrum when
nanobubbles formed in air-saturated water were perfused with
CO2-saturated water. In another experiment, the CO2 gas
inside nanobubbles quickly dissolved into the surrounding
air-saturated water, while nanobubbles remained stable for
hours although CO2 nanobubbles on a solid surface shrank
upon exposure to air-saturated water. The observations clearly
show that the gas inside surface nanobubbles is not sealed
inside the bubbles.

Another explanation for the long lifetime of surface
nanobubbles is based on the experimental fact that a three-
phase (nanobubble-liquid-solid) contact line is strongly pinned
on the solid surface (the pinning effect) due to the intrinsic
nanoscale physical roughness or chemical heterogeneities of
substrates [24,26,28,30,31,33,34]. Due to the pinning effect,
the contact angle decreases as a surface nanobubble gradually
dissolves into the liquid. In other words, the radius of curvature
increases. It results in the decrease in the gas pressure inside a
surface nanobubble, which strongly retards its dissolution into
the liquid. There are also other kinds of theories on the long
lifetime of a surface nanobubble based on the pinning effect
[26,28]. In the present study, the pinning effect is simply taken
into account by fixing the width of a surface nanobubble or a
micropancake.

Furthermore, a different explanation for the long lifetime of
surface nanobubbles was proposed by Brenner and Lohse [17]
that the gas leaving the nanobubble is continuously replenished
by the influx of gas near a hydrophobic surface because gas
dissolved in the liquid is concentrated near a hydrophobic
surface [35–40]. It is called the dynamic-equilibrium model.
However, in this model, the attractive van der Waals potential
is neglected between gas inside a nanobubble and the solid
surface. In the present paper, the dynamic-equilibrium model
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has been modified taking into account the potential. The
modified model is applicable not only to a nanobubble on a
hydrophobic surface but also to that on a hydrophilic surface,
which has been experimentally observed [14,41–43].

A circulating liquid flow around a surface nanobubble has
been believed to be responsible for the dynamic equilibrium
[44]. However, such a flow was not experimentally detected in
Refs. [43,45], and the dynamic-equilibrium model is currently
criticized [46,47]. However, in the present model, the normal
diffusion of gas in quiescent liquid is assumed, and the liquid
flow is not necessarily required for the dynamic equilibrium.

Another mystery relating to surface nanobubbles is the
mechanism of micropancake formation on a solid surface.
Micropancakes are quasi-two-dimensional gaseous domains
on a solid surface several microns in diameter but restricted to
only 1–2 nm in height [41,42,48–53]. In most of the models for
a nanobubble [54], a constant radius of curvature is assumed,
and thus the shape of a micropancake could not be explained
because the radius of curvature of a micropancake depends
on the distance from the solid surface. In the present model,
the gas pressure inside a bubble depends on the distance from
the solid surface due to the van der Waals attractive potential
between gas and a solid surface. According to the balance of
the force on the bubble surface taking into account the Laplace
pressure, the radius of curvature of the bubble surface depends
on the distance from the solid surface in the present model.
One of the objectives of the present paper is the application of
the present model to a micropancake.

II. MODEL

In the present model, the gas pressure inside a bubble on
a solid surface is not spatially uniform. It depends on the
distance from a solid surface irrespective of a hydrophobic or
hydrophilic surface. The nonuniform gas pressure is due to
the van der Waals attractive potential between a gas molecule
and the solid surface. Due to the attractive potential, some
gas molecules are trapped near the surface and hence the
density becomes higher near the solid surface. Accordingly,
the gas pressure becomes higher near the solid surface. This
phenomenon is similar to the higher pressure for lower altitude
in the atmosphere due to the attractive gravitational potential
between the Earth and the atmospheric gas [55].

In the present study, a nanobubble or a micropancake on
a solid surface in water is assumed to consist of argon gas
and water vapor as in the experiment of Seddon et al. [44].
The shape of a nanobubble or a micropancake is assumed as
axisymmetric with respect to the z axis for simplicity (Fig. 1).
The width (diameter) of a nanobubble or a micropancake at a
solid surface is fixed in the present numerical calculations
as 700 nm, which was observed in the experiment [44],
considering the pinning effect.

The van der Waals attractive potential between a pair of
molecules as well as the strong repulsive one in close proximity
of a molecule is expressed by the Lennard-Jones potential
[w(r)] [56]:

w(r) = A

r12
− B

r6
, (1)

FIG. 1. (Color online) The definition of the symbols in the
calculation for a nanobubble or a micropancake.

where A and B are constants, and r is the distance between a
pair of molecules. The Lennard-Jones potential [w(z)] between
a gas (or vapor) molecule and a solid surface is expressed as
follows [56]:

w(z) = πAρ

45z9
− πBρ

6z3
, (2)

where z is the distance between a gas (or vapor) molecule
and the solid surface, and ρ is the density of the solid. The
constants A and B of the Lennard-Jones potential are related
to the depth of the potential well (ε) and the molecular diameter
(d) as follows:

A = 4εd12, (3)

B = 4εd6. (4)

In the present numerical calculations, A and B are assumed
as follows using the typical values of ε = 0.005 eV and d =
0.34 nm [57]: A = 8 × 10−135 J m12 and B = 5 × 10−78 J m6.
The density of the solid is assumed as ρ = 1.1 × 1029 m−3 in
number of atoms (molecules). The Lennard-Jones potential
w(z) in Eq. (2) is shown in Fig. 2 normalized with kBT where
kB is the Boltzmann constant and T is temperature which is
assumed as 293 K(20 °C).

When the potential well is much wider than the mean free
path of a gas molecule, the density of gas is proportional
to exp[−w(z)/kBT ] [55]. Accordingly, the gas (and vapor)
pressure [p(z)] is expressed as follows if the temperature is
spatially uniform:

p(z) = αe
− w(z)

kB T , (5)

where α is a constant. The width of the well for the Lennard-
Jones potential [Eq. (2)] is, however, only about 1 nm which
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FIG. 2. (Color online) The Lennard-Jones potential between a
gas molecule and a solid surface normalized with kBT where kB is the
Boltzmann constant and T = 293 K (20 °C) is used. The horizontal
axis (z) is in logarithmic scale.

is more than an order of magnitude smaller than the mean
free path of a gas molecule (about 20—-100 nm) (Fig. 2). In
this case, the actual gas (and vapor) pressure [p̄(z)] may be
expressed as follows [58]:

p̄(z) = ftp(z) + 1

2
(1 − ft )

∫ ∞

−∞
p(z′)

e−|z′−z|/λc

λc

dz′, (6)

where ft is the fraction of gas (and vapor) molecules trapped
in the potential well when they come across the well, and λc

is the averaged mean free path of a gas (or vapor) molecule.
In the present numerical calculations, ft is assumed as 0.2 [59].
The mean free path of a gas (or vapor) molecule is estimated
as follows [60]:

λc = kBT√
2Sp̄(z)

, (7)

where S is the cross section of a gas molecule and is assumed
as 3.6 × 10−19 m2 for argon. In the numerical calculations, the
averaged mean free path λc is estimated by Eq. (7) so as to be
self-consistent with Eq. (6).

From Eq. (6), it is evident that the pressure inside a bubble
depends on the distance z from the solid surface. Thus, the
balance of pressure at the bubble surface is expressed as
follows [61]:

p̄(z) = p0 + σ

[
1

R(z)
+ 1

R′(z)

]
, (8)

where p0 is the pressure in the liquid and is assumed as 1 atm,
σ is the surface tension, R(z) is the radius of curvature of the
bubble surface on the plane of Fig. 1, and R′(z) is that on
the plane perpendicular to the plane of Fig. 1. In the present
numerical calculations, however, the following approximation
is employed:

p̄(z) = p0 + 2σ

R(z)
. (8′)

The maximum error associated with this approximation
ranges from 35% to 50% in the value of R(z) near z = 0.
Nevertheless, the range of z for the considerable error in

R(z) is only about 0.5 nm according to the present numerical
calculations. It means that the error is not important except
for the case of a micropancake. This approximation may
considerably overestimate the thickness of a micropancake.
Numerical simulations of free-surface flows taking into ac-
count two different principal radii of curvature can be found
in Ref. [62].

The shape of a nanobubble (or a micropancake) is calculated
using R(z) as follows (Fig. 1):

dz = R(z) sin θdθ = R(z) sin θdL

|R(z)| cos θ
, (9)

where (dL,dz) is a small displacement along the bubble
surface in the x-z plane, L(z) is the width (radius) of a bubble
at z, and θ is the angle defined in Fig. 1. For the numerical
calculation of Eq. (9), the following relationship is used:
When R(z) > L(z),

sin θ = L(z)

R(z)
, (10)

cos θ =
√

1 − (sin θ )2. (11)

When R(z) � L(z),

tan θ = |dz|
|dL| . (12)

Equations (10) and (11) are accurate. However, Eq. (12)
is an approximation. This approximation is used only for the
case of Fig. 3 because for the other cases R(z) > L(z) always
holds. The error associated with this approximation [Eq. (12)]
is not so important because the range of z for R(z) � L(z) is
only about 0.5 nm while the height of a surface nanobubble in
Fig. 3 is about 100 nm.

At z = 0 on a solid surface, the width (radius) of a
nanobubble or a micropancake is fixed as L(z = 0) = 350 nm
in the present numerical calculations considering the pinning
effect as already mentioned.

The gas influx [j (z)] per unit surface area of a bubble is
estimated by the following equation [15]:

j (z) = D
ρH2O{pdis(z) − [p̄(z) − pvapor(z)]}

KR(z)
, (13)

where D is the diffusion coefficient of gas in the liquid
(D = 1.46 × 10−9 m2/s for argon in water), ρH2O is the molar
concentration of water (=5.56 × 104 mol/m3), K is Henry’s
constant (=5.52 × 109 Pa), pdis(z) is the partial pressure of
gas dissolved in the liquid at z, and pvapor(z) is the saturated
vapor pressure at z. When j (z) < 0, it is the outflux of the gas
across the bubble surface. While the partial pressure of gas in
the liquid pdis is independent of z near a hydrophilic surface,
it strongly depends on z near a hydrophobic surface due to
the hydrophobic interaction between gas dissolved in water
and the solid surface [35–40]. It is estimated by the following
equation [25]:

pdis(z) = pdis,∞ exp[−	(z)/kBT ], (14)

where pdis,∞ is the partial pressure of gas dissolved in the liquid
far from a hydrophobic surface, and 	(z) is the potential of
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FIG. 3. (Color online) The calculated results for a nanobubble on a hydrophobic or hydrophilic surface in water supersaturated with 3 atm
argon gas at 20 °C or 50 °C. The width (diameter) of a nanobubble is fixed as 700 nm. (a) The shape of a nanobubble. (b) The mean free path
(λc) of a gas molecule inside a nanobubble as a function of the distance (z) from the solid surface. (c) The concentration of gas dissolved
in liquid water as a function of the distance (z) from a hydrophobic surface normalized with that far from the hydrophobic surface, which is
equivalent to pdis(z)/pdis,∞. (d) The gas and vapor pressure inside a nanobubble on a hydrophobic surface as a function of z. (e) The radius
of curvature (R) for the shape of a nanobubble on a hydrophobic surface as a function of z. (f) The gas flux per unit surface area (solid line)
and its surface integration (dotted line) from z = 0 to z for a nanobubble on a hydrophobic surface at 20 °C. (g) Those for a nanobubble on a
hydrophilic surface at 20 °C. (h) Those for a nanobubble on a hydrophobic surface at 50 °C.
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the hydrophobic attraction given as follows:

	(z) = −ae−bz, (15)

where a and b are constants. For a typical hydrophobic
surface, the constants are as follows: a = 1.7 × 10−20 J and
b = 1 nm−1 [25,56]. A particular surface of the solid is
characterized by the constant a. As the constant a increases
from 0 to about 1.7 × 10−20 J, a solid surface gradually
changes from hydrophilic to hydrophobic. The border between
hydrophilic and hydrophobic surfaces could be continuous. In
the present paper, hydrophilic and hydrophobic surfaces are
defined as a = 0 and 1.7 × 10−20 J, respectively.

The saturated vapor pressure pvapor(z) is a function of R(z)
as follows [60]:

pvapor(z) = pv,0 exp[2σVm(l)/R(z)RgT ], (16)

where pv,0 is the saturated vapor pressure at a flat liquid surface
(=2.3 × 103 Pa at 20 °C, 1.23 × 104 Pa at 50 °C), Vm(l) is
the molar volume of liquid water (=1.8 × 10−5 m3), and Rg

is the universal gas constant (=8.31 J/mol K). However, the
variation of the saturated vapor pressure with R(z) is negligible
for the range of R(z) in the present study.

The total gas influx (J ) across the bubble surface (surf ) is
calculated as follows:

J =
∫

surf
2πj (z)L(z)R(z)dθ, (17)

where dθ is calculated as follows:

dθ = dL

R(z) cos θ
. (18)

When J = 0 with j (z) �= 0, dynamic equilibrium of gas
diffusion holds for a nanobubble or a micropancake. In other
words, the gas influx is balanced with the gas outflux across
the bubble surface in that case.

III. RESULTS AND DISCUSSIONS

The present numerical calculations have been performed
under a condition similar to that in the experiment by Seddon
et al. [44]. In the experiment, the height and the width
(diameter) of a nanobubble on freshly cleaved highly oriented
pyrolytic graphite (HOPG) were about 90 and 700 nm,
respectively, in water supersaturated with 3 atm argon gas.
In the present numerical calculations, the width (diameter) is
fixed as 700 nm considering the pinning effect. With regard to
the height of a nanobubble, on the other hand, it is determined
so as to make the total gas influx (or outflux) across the bubble
surface vanish (J = 0).

The results of the numerical calculations for nanobubbles in
water supersaturated with 3 atm argon gas are shown in Fig. 3
both for hydrophobic (a = 1.7 × 10−20 J) and hydrophilic
surfaces (a = 0) with temperatures of 20 °C and 50 °C. The
height of a nanobubble is calculated as 93 nm and 110 nm at
20 °C on hydrophilic and hydrophobic surfaces, respectively.
The height is larger for a hydrophobic surface compared
to a hydrophilic one. The value of the constant a for the
freshly cleaved HOPG surface in the experiment is, however,
unknown. In addition, there may be some error bar for the
supersaturation pressure of 3 atm in the experiment. Thus it

may be practically very difficult to quantitatively compare the
numerical results with the experimental data.

The height of a nanobubble at 50 °C is larger than that
at 20 °C both on hydrophobic and hydrophilic surfaces in
water supersaturated with 3 atm argon gas, while there is
negligible effect of temperature on the height of a nanobubble
in water saturated and undersaturated (degassed) with 1 atm
and 0.8 atm argon gas, respectively [Figs. 3(a), 4, and 5(a)].
The larger height of a nanobubble at higher temperature has
been experimentally reported [63].

The mean free path of a gas molecule inside a nanobubble
is about 10–30 nm in water supersaturated with 3 atm argon
gas [Fig. 3(b)]. Thus, the height of a nanobubble is about 4
times the mean free path in this case.

Near a hydrophobic surface, the gas concentration in liquid
water is higher than that far from a hydrophobic surface by
more than an order of magnitude due to the hydrophobic
attraction between gas molecules dissolved in liquid water and
the solid surface according to Eqs. (14) and (15) [Fig. 3(c)].
On the other hand, near a hydrophilic surface, it is independent
of the distance from the solid surface, and the same as the gas
concentration far from the solid surface.

Inside a nanobubble, on the other hand, gas pressure is
higher by about a factor of 2 near a solid surface irrespective of
a hydrophobic or hydrophilic surface due to the van der Waals
attractive force between gas molecules and the solid surface
according to Eq. (6) [Fig. 3(d)]. It should be noted, however,
that the constants (A and B) of the Lennard-Jones potential in
Eq. (2) may depend on the hydrophobicity of the solid surface,
and accordingly the gas pressure inside a nanobubble near
the solid surface may also depend on it. The vapor pressure
is nearly independent of the distance from the solid surface
according to Eq. (16) because the radius of curvature [R(z)] of
the surface of a nanobubble is so large [Fig. 3(e)]. With regard
to the dependence of surface tension on radius of curvature,
it is negligible in the range of the radius of curvature for the
surface of a nanobubble according to Tolman’s equation [56].

Near a hydrophobic surface [z = 0 in Fig. 3(f)], there is gas
influx across the bubble surface due to the high concentration

FIG. 4. (Color online) The calculated shape of a nanobubble on
a hydrophobic or hydrophilic surface in water saturated with 1 atm
argon gas at 20 °C or 50 °C. On a hydrophilic surface, there is no
stable nanobubble at 20 °C.
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FIG. 5. (Color online) The calculated results for a nanobubble on a hydrophobic surface in water undersaturated with 0.8 atm argon gas at
20 °C or 50 °C. There is no stable nanobubble on a hydrophilic surface under the condition. (a) The shape of a nanobubble. (b) The mean free
path (λc) of a gas molecule inside a nanobubble. (c) The pressure inside a nanobubble [p̄(z)]. (d) The radius of curvature [R(z)].

of gas dissolved in liquid water [Fig. 3(c)] as already suggested
by Brenner and Lohse [17]. It balances with the gas outflux,
which is seen by the surface integration of the gas influx (or
outflux) vanishing at the top of a nanobubble at z = 110 nm in
Fig. 3(f). The dotted line in Figs. 3(f)–3(h) shows the surface
integration of j (z) from z = 0 to z. It gradually reaches 0
at the top of a nanobubble because gas influx and outflux
are balanced under the conditions. On the other hand, near a
hydrophilic surface [z = 0 in Fig. 3(g)], there is gas outflux due
to the higher gas pressure inside a nanobubble near the solid
surface [Fig. 3 (d)]. It balances with the gas influx as seen
in Fig. 3(g). The average gas pressure inside a nanobubble
on a hydrophilic surface is lower than that on a hydrophobic
surface because there is gas outflux instead of influx near the
solid surface which needs to be balanced with gas influx caused
by the gas pressure inside a nanobubble being lower than the
partial pressure of gas dissolved in the liquid. The lower gas
pressure is the reason for the smaller height of a nanobubble
on a hydrophilic surface compared to that on a hydrophobic
surface.

As mentioned in the Introduction, the normal gas diffusion
in a quiescent liquid is considered in the present model. Thus,
the circulating liquid flow around a surface nanobubble is not
necessarily required for the dynamic equilibrium. However,
there may be some fluid (gas) flow inside a surface nanobubble
according to the present model because the gradient of the van

der Waals potential is not precisely balanced with the pressure
gradient inside a bubble due to Eq. (6). Further studies are
required on this topic.

For 50 °C, the saturated vapor pressure is much higher
than that at 20 °C [Fig. 3(d)]. As a result, the total pressure
(gas + vapor) inside a nanobubble is higher than that at 20 °C.
It results in the larger height of a nanobubble at 50 °C compared
to that at 20 °C in water supersaturated with 3 atm argon gas
[Fig. 3(a)]. On the other hand, gas influx near a hydrophobic
surface at 50 °C is less than that at 20 °C due to the lower
gas concentration in the liquid near the hydrophobic surface
[Fig. 3(c)]. This effect compensates for the previous one in
water saturated or undersaturated with gas, and the height of
a nanobubble on a hydrophobic surface is nearly independent
of temperature in those cases [Figs. 4 and 5(a)].

On a hydrophilic surface in water saturated with 1 atm
argon gas, a nanobubble is present only at relatively high
temperature (50 °C), and never present at 20 °C because the
gas pressure is so high at 20 °C that there is only outflux of gas
(Fig. 4). At 50 °C, higher saturated vapor pressure causes lower
gas pressure and consequently the gas influx. The presence
of a nanobubble for lower concentration of gas in liquid
water at higher temperature has been experimentally reported
[52].

On a hydrophobic surface, a nanobubble is present in water
undersaturated with 0.8 atm argon gas according to the present
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FIG. 6. (Color online) The calculated results for a micropancake on a hydrophilic surface in water supersaturated with 1.08 atm argon gas
at 20 °C or undersaturated with 0.97 atm argon gas at 50 °C. The width (diameter) of a micropancake is fixed as 700 nm. (a) The shape of
a micropancake. (b) The gas and vapor pressure inside a micropancake. (c) The gas flux per unit surface area of a micropancake (solid line)
and its surface integration (dotted line) at 20 °C. (d) Those at 50 °C. (e) The radius of curvature [R(z)]. (f) The mean free path (λc) of a gas
molecule inside a micropancake.

calculations [Fig. 5(a)]. On a hydrophilic surface, on the other
hand, there is no stable nanobubble under the condition. The
presence of surface nanobubbles in degassed water has been
experimentally suggested [46,64]. The mean free path of a gas
molecule inside a nanobubble under the condition is about
30–70 nm [Fig. 5(b)]. Thus the height of a nanobubble
(15.5 nm) is much smaller than the mean free path in this
case.

As the pressure inside a nanobubble depends on the distance
(z) from a solid surface due to the van der Waals attractive
potential between gas inside a nanobubble and the solid surface
according to the present model, the radius of curvature [R(z)]

of a nanobubble depends on z [Figs. 5(c) and 5(d)]. Thus, it
is possible to calculate the shape of a micropancake based on
the present model.

The calculated shape of a micropancake on a hydrophilic
surface is shown in Fig. 6(a). The total gas influx (or outflux)
vanishes for water supersaturated with 1.08 atm argon gas at
20 °C and that undersaturated with 0.97 atm argon gas at 50 °C.
The gas pressure is lower than that in a nanobubble, which is
the reason for the very small height (1.3 nm) of a micropancake
[Figs. 3(d), 5(c), and 6(b)]. It should be noted, however, that the
height of a micropancake could be considerably overestimated
due to the approximation of Eq. (8′). The gas pressure inside a
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FIG. 7. (Color online) The calculated results for a micropancake on a hydrophobic surface in water undersaturated with 0.12 and 0.13 atm
argon gas at 20 °C and 50 °C, respectively. (a) The shape of a micropancake. (b) The gas flux per unit surface area of a micropancake (solid
line) and its surface integration (dotted line) at 20 °C. (c) Those at 50 °C.

micropancake on a hydrophilic surface at 50 °C is lower than
that at 20 °C due to the higher saturated vapor pressure. In
addition, the gas outflux near a hydrophilic surface is higher
at 20 °C than that at 50 °C [Figs. 6(c) and 6(d)]. Accordingly,
a micropancake of the same size is present for a lower gas
concentration in liquid water at 50 °C compared to 20 °C.

As the gas pressure depends on z, the radius of curvature
actually depends on z, which is the reason for the success in
the reproduction of the shape of a micropancake [Figs. 6(b)
and 6(e)]. The mean free path of a gas molecule is one or two
orders of magnitude larger than the height of a micropancake
[Fig. 6(f)].

Surprisingly, on a hydrophobic surface, a micropancake
is present in highly degassed water according to the present
model (Fig. 7). It is due to the gas influx near the hydrophobic
surface [Figs. 7(b) and 7(c)]. As the gas influx at 20 °C is much
higher than that at 50 °C due to higher gas accumulation near
the hydrophobic surface, a micropancake is present for lower
gas concentration in liquid water at 20 °C (12% in degree
of gas saturation) compared to 50 °C (13%) although the
average gas pressure is higher at 20 °C.

IV. CONCLUSION

The dynamic-equilibrium model proposed by Brenner and
Lohse [17] has been modified taking into account the van

der Waals attractive potential between gas molecules inside a
nanobubble and the solid surface. The present model is not
only applicable to a nanobubble on a hydrophobic surface
but also to that on a hydrophilic surface. In the present
model, the gas pressure inside a surface nanobubble is not
spatially uniform and is relatively higher near the solid surface
due to the van der Waals attractive potential irrespective of
a hydrophobic or hydrophilic surface. As a result, there is
gas outflux near a hydrophilic surface, while there is gas
influx near a hydrophobic surface due to the accumulation of
gas dissolved in liquid water near the hydrophobic surface.
The radius of curvature depends on the distance from the
solid surface as the gas pressure depends on it. It makes the
present model applicable to the quasi-two-dimensional bubble
(micropancake). The present model suggests that a nanobubble
or a micropancake could be present on a hydrophobic surface
in highly degassed water. On a hydrophilic surface, on the
other hand, a nanobubble or a micropancake could be present
in slightly degassed water only at relatively high temperature.
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